CLASSIFICATION OF CUNTZ–KRIEGER ALGEBRAS BY ORBIT EQUVALENCE OF TOPOLOGICAL MARKOV SHIFTS
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Abstract. Let $A, B$ be square irreducible matrices with entries in $\{0, 1\}$. Assume that the determinants of $1 - A$ and $1 - B$ have the same sign. We will show that the Cuntz–Krieger algebras $\mathcal{O}_A$ and $\mathcal{O}_B$ are isomorphic if and only if the right one-sided topological Markov shifts $(X_A, \sigma_A)$ and $(X_B, \sigma_B)$ are continuously orbit equivalent.

1. Introduction

Topological Markov shifts are the basic building blocks of symbolic dynamical systems. Their dynamical properties are closely related to the algebraic properties of the Cuntz–Krieger algebras. There are many interesting approaches to study classification of Cuntz–Krieger algebras from the viewpoints of dynamical properties of the topological Markov shifts (\cite{6}, \cite{9}, \cite{11}, \cite{15}, \cite{16}, \cite{21}, \cite{28}, etc.). In particular it has been clarified that there is an interesting relationship between the flow equivalence relation of the topological Markov shifts and the stable isomorphism relation of the Cuntz–Krieger algebras (\cite{6}, \cite{9}, \cite{11}, \cite{15}, \cite{16}). In other topological dynamical systems, Giordano–Putnam–Skau (\cite{12}, \cite{13}) (cf. \cite{14}, \cite{26}, etc.) have proved that two Cantor minimal systems are strongly orbit equivalent if and only if the associated C*-crossed products are isomorphic. J. Tomiyama (\cite{29} (cf. \cite{1}, \cite{30}) has studied relationships between orbit equivalence and C*-crossed products for topological free homeomorphisms on compact Hausdorff spaces. The class of one-sided topological Markov shifts is an important class of topological dynamical systems on Cantor sets with continuous surjections that are not homeomorphisms. In a recent paper \cite{21}, the author has shown that the one-sided topological Markov shifts $(X_A, \sigma_A)$ and $(X_B, \sigma_B)$ for irreducible matrices $A$ and $B$ with entries in $\{0, 1\}$ satisfying condition (I) are continuously orbit equivalent if and only if there exists an isomorphism between the Cuntz–Krieger algebras $\mathcal{O}_A$ and $\mathcal{O}_B$ preserving their canonical commutative C*-subalgebras $\mathcal{D}_A (= C(X_A))$ and $\mathcal{D}_B (= C(X_B))$. Keeping in mind the above Giordano–Putnam–Skau works, we would expect that the isomorphism class of the C*-algebras completely determines an orbit equivalence class of the underlying topological dynamical systems. The isomorphism class of
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1A matrix $A$ with entries in $\{0, 1\}$ is said to satisfy condition (I) if the shift space $X_A$ is homeomorphic to a Cantor discontinuum (see \cite{9}).
The Cuntz–Krieger algebras has been completely classified by its K-theory data in Rørdam’s paper [28]. In this paper, we will prove the following theorems.

**Theorem 1.1** (Theorem 4.1). Let $A$ and $B$ be two irreducible square matrices with entries in $\{0, 1\}$ satisfying condition (I). If there exists an isomorphism $\alpha : K_0(O_A) \to K_0(O_B)$ such that $\alpha([1_A]) = [1_B]$ and $\det(1 - A) = \det(1 - B)$, then there exists an isomorphism $\Psi : O_A \to O_B$ such that $\Psi(\mathcal{D}_A) = \mathcal{D}_B$ and $\Psi_* = \alpha$, where $1_A$ and $1_B$ denote the units of $O_A$ and of $O_B$ respectively.

By using the results in [21] and [28], we have

**Theorem 1.2** (Theorem 4.3). Let $A$ and $B$ be two irreducible square matrices with entries in $\{0, 1\}$ satisfying condition (I). Suppose that the determinants of $1 - A$ and $1 - B$ have the same sign (or at least one of the determinants is zero). Then the Cuntz–Krieger algebras $O_A$ and $O_B$ are isomorphic if and only if the one-sided topological Markov shifts $(X_A, \sigma_A)$ and $(X_B, \sigma_B)$ are continuously orbit equivalent.

Under the assumption that the determinants of $1 - A$ and $1 - B$ have the same sign, the isomorphism classes of the Cuntz–Krieger algebras are completely classified by the continuous orbit equivalence classes of the underlying one-sided topological Markov shifts. The proof for Theorem 1.1 is given by an analogous method to the proof of [28] Theorem 6.5] and some K-theoretic ideas.

If the sizes of the matrices are less than or equal to three, the author in [22] has shown that the isomorphism classes of the Cuntz–Krieger algebras bijectively correspond to the continuous orbit equivalence classes of the underlying one-sided topological Markov shifts without assuming the determinant conditions. Its proof is due to a classification result by Enomoto–Fujii–Watatani [10] of the Cuntz–Krieger algebras whose sizes of the matrices are three. They have used a graph-theoretical technique. By applying Theorem 1.2, one may directly see the result shown in [22] (Theorem 4.5).

D. Huang in [15] has proved that any automorphism of the Bowen-Franks group $BF(A)$ (which is isomorphic to $K_0(O_A)$) comes from a flow equivalence of the two-sided topological Markov shift $(X_A, \sigma_A)$. Analogously to Huang’s result, we will see that any automorphism of the $K_0$-group $K_0(O_A)$ keeping the class $[1_A]$ of the unit $1_A$ of $O_A$ comes from a continuous orbit equivalence of the one-sided topological Markov shift $(X_A, \sigma_A)$ (Proposition 5.1). As a corollary for Theorem 1.1 we see

**Corollary 1.3.** Assume that $A$ is an irreducible square matrix with entries in $\{0, 1\}$ satisfying condition (I). For any automorphism $\alpha$ on the Cuntz-Krieger algebra $O_A$, there exists an automorphism $\alpha_h$ on $O_A$ induced from a homeomorphism $h$ which gives rise to a continuous orbit equivalence of the one-sided topological Markov shift $(X_A, \sigma_A)$ such that $\alpha_h(\mathcal{D}_A) = \mathcal{D}_A$ and $\alpha_{h*} = \alpha_*$ on $K_0(O_A)$.

2. Preliminaries

Let $A = [A(i, j)]_{i,j=1}^N = 1$ be an $N \times N$ matrix with entries in $\{0, 1\}$, where $1 < N \in \mathbb{N}$. Throughout the paper, we assume that $A$ has no rows or columns identically equal to zero. We denote by $X_A$ the shift space

$$X_A = \{(x_n)_{n \in \mathbb{N}} \in \{1, \ldots, N\}^\mathbb{N} \mid A(x_n, x_{n+1}) = 1 \text{ for all } n \in \mathbb{N}\}$$

of the right one-sided topological Markov shift for $A$. It is a compact Hausdorff space in the natural product topology on $\{1, \ldots, N\}^\mathbb{N}$. The shift transformation
σ_A on X_A defined by σ_A((x_n)_n∈N) = (x_{n+1})_n∈N is a continuous surjective map on X_A. The topological dynamical system (X_A, σ_A) is called the (right) one-sided topological Markov shift for A. We henceforth assume that A satisfies condition (I) in the sense of Cuntz–Krieger [9].

A word μ = μ_1⋯μ_k for μ_i ∈ {1, ..., N} is said to be admissible for X_A if μ appears somewhere in some element x in X_A. The length of μ is k and denoted by |μ|. We denote by B_k(X_A) the set of all admissible words of length k. We set B_0(X_A) = ∪_{k=0}^∞ B_k(X_A), where B_0(X_A) denotes the empty word 0. Denote by U_μ the cylinder set \{(x_n)_{n∈N} ∈ X_A | x_1 = μ_1, ..., x_k = μ_k\} for μ = μ_1⋯μ_k ∈ B_k(X_A). The clopen sets U_μ, μ ∈ B_*(X_A) form an open basis of the topology of X_A.

The Cuntz–Krieger algebra O_A for the matrix A has been defined in [9] as the universal C*-algebra generated by N partial isometries S_1,...,S_N satisfying the relations

(2.1) \[ \sum_{j=1}^{N} S_j S_j^* = 1, \quad S_i^* S_i = \sum_{j=1}^{N} A(i,j) S_j S_j^*, \quad i = 1, ..., N. \]

The algebra O_A is the unique C*-algebra subject to the relations (2.1) under condition (I) for A. If in particular A is irreducible, it is a simple C*-algebra ([9]). For a word μ = μ_1⋯μ_k with μ_i ∈ {1, ..., N}, we denote S_μ = S_{μ_1}⋯S_{μ_k} by S_μ. Then S_μ ≠ 0 if and only if μ ∈ B_*(X_A). Let Ω_A be the C*-subalgebra of O_A generated by the projections of the form S_μ S_μ^*, μ ∈ B_*(X_A). It is isomorphic to the commutative C*-algebra C(X_A) of all complex-valued continuous functions on X_A through the correspondence S_μ S_μ^* ∈ Ω_A \leftrightarrow \chi_μ ∈ C(X_A), where \chi_μ denotes the characteristic function on X_A for the cylinder set U_μ for μ ∈ B_*(X_A). We identify the subalgebra Ω_A with C(X_A). It is well known that the algebra Ω_A is maximal commutative in O_A ([9 Remark 2.18]; cf. [19 Proposition 3.3]).

For x = (x_n)_{n∈N} ∈ X_A, the orbit orb_σ_A(x) of x under σ_A is defined by

\[ orb_σ_A(x) = \bigcup_{k=0}^{∞} \bigcup_{l=0}^{∞} σ_A^{-k}(σ_A^l(x)) ⊂ X_A. \]

Let (X_A, σ_A) and (X_B, σ_B) be two topological Markov shifts. If there exists a homeomorphism h : X_A → X_B such that h(orb_σ_A(x)) = orb_σ_B(h(x)) for x ∈ X_A, then (X_A, σ_A) and (X_B, σ_B) are said to be topologically orbit equivalent. In this case, for x ∈ X_A, one has h(σ_A(x)) ∈ \bigcup_{k=0}^{∞} \bigcup_{l=0}^{∞} σ_B^{-k}(σ_B^l(h(x))). Hence there exist k_1, l_1 : X_A → Z_+ such that σ_B^{k_1}(h(σ_A(x))) = σ_B^{l_1}(h(x)). Similarly there exist k_2, l_2 : X_B → Z_+ such that σ_A^{k_2}(σ_B(y)) = σ_B^{l_2}(h^{-1}(y)). If we may take k_1, l_1 : X_A → Z_+ and k_2, l_2 : X_B → Z_+ as continuous maps, the topological Markov shifts (X_A, σ_A) and (X_B, σ_B) are said to be continuously orbit equivalent. In [21], the following has been proved.

**Proposition 2.1** ([21 Theorem 5.7]). Let A and B be two irreducible matrices with entries in \{0, 1\} satisfying condition (I). There exists an isomorphism Ψ : O_A → O_B such that Ψ(Ω_A) = Ω_B if and only if (X_A, σ_A) and (X_B, σ_B) are continuously orbit equivalent.
3. K-theoretic groups

We assume that an $N \times N$ matrix $A = [A(i,j)]_{i,j=1}^N$ with entries in $\{0,1\}$ is irreducible and satisfies condition (I) in the sense of [9]. Let us define the normalizer semigroup of $\mathcal{O}_A$ in $\mathcal{D}_A$ by

$$N_s(\mathcal{O}_A, \mathcal{D}_A) = \{v \in \mathcal{O}_A \mid v \text{ is a partial isometry ; } v\mathcal{D}_Au^* \subset \mathcal{D}_A, v^*\mathcal{D}_Av \subset \mathcal{D}_A\}.$$  

It is easy to see that $N_s(\mathcal{O}_A, \mathcal{D}_A)$ has a natural structure of an inverse semigroup. Let $\tau : U \to V$ be a homeomorphism from a clopen set $U \subset X_A$ onto a clopen set $V \subset X_A$. We call $\tau$ a partial homeomorphism of $X_A$. Let us denote by $X_{A,D(\tau)}$ and $X_{A,R(\tau)}$ the clopen sets $U$ and $V$, respectively. We denote by $PH(X_A)$ the set of all partial homeomorphisms of $X_A$. Then $PH(X_A)$ has a natural structure of an inverse semigroup (cf. [25, 27]). Let $[\sigma_A]_s$ be the set of all partial homeomorphisms $\tau \in PH(X_A)$ such that $\tau(x) \in orb_{\sigma_A}(x)$ for all $x \in X_{A,D(\tau)}$. Let $[\sigma_A]_{sc}$ be the set of all $\tau$ in $[\sigma_A]_s$ such that there exist continuous maps $k,l : X_{A,D(\tau)} \to \mathbb{Z}_+$ satisfying

$$\sigma_A^k(x) = \sigma_A^l(x) \quad \text{for all } x \in X_{A,D(\tau)}.$$  

We call $[\sigma_A]_{sc}$ the continuous full inverse semigroup for $(X_A, \sigma_A)$.  

It is clear that $[\sigma_A]_s$ is a subsemigroup of $PH(X_A)$ and $[\sigma_A]_{sc}$ is a subsemigroup of $[\sigma_A]_s$.

**Proposition 3.1** ([20, Proposition 6.4]). For $\tau \in [\sigma_A]_{sc}$, there exists a partial isometry $u_\tau \in N_s(\mathcal{O}_A, \mathcal{D}_A)$ such that

$$Ad(u_\tau)(f) = f \circ \tau^{-1} \quad \text{for } f \in C(X_{A,D(\tau)}),$$  

$$Ad(u_\tau^*)(g) = g \circ \tau \quad \text{for } g \in C(X_{A,R(\tau)}),$$

and the correspondence $\tau \in [\sigma_A]_{sc} \mapsto u_\tau \in N_s(\mathcal{O}_A, \mathcal{D}_A)$ is a homomorphism of inverse semigroups.

We henceforth denote by $Proj(\mathcal{A})$ the set of projections in a C*-algebra $\mathcal{A}$. For $e,f \in Proj(\mathcal{D}_A)$, we write $e \sim f$ if there exists a partial isometry $v \in N_s(\mathcal{O}_A, \mathcal{D}_A)$ such that $e = v^*v, vv^* = f$. The relation $\sim$ is an equivalence relation in $Proj(\mathcal{D}_A)$. We note that if there exists $u \in N_s(\mathcal{O}_A, \mathcal{D}_A)$ such that $u^*u \geq e$, then $e = (ue)^*(ue) \sim ueu^*$. For two projections $p,q$ in a C*-algebra, we write $p \perp q$ if $pq = 0$.

**Lemma 3.2.**

(i) For $e,f \in Proj(\mathcal{D}_A)$, there exists $e' \in Proj(\mathcal{D}_A)$ such that $e \sim e' \leq f$.

(ii) For $p_1,\ldots,p_n \in Proj(\mathcal{D}_A)$, there exist $q_1,\ldots,q_n \in Proj(\mathcal{D}_A)$ such that

$$p_i \sim q_i \text{ for } i = 1,\ldots,n \text{ and } q_i \perp q_j \text{ for } i \neq j.$$  

**Proof.** (i) One may assume that the projections $e,f$ are written as

$$e = \sum_{i=1}^K \chi_{U_\mu(i)}, \quad f = \sum_{j=1}^L \chi_{U_\nu(j)},$$

where $\mu(i) \in B_k(X_A), i = 1,\ldots,K$ for some $k$ and $\nu(j) \in B_l(X_A), j = 1,\ldots,L$ for some $l$. Since $A$ satisfies condition (I), there exist $J \in \{1,\ldots,N\}$ and words $\xi(1),\ldots,\xi(K) \in B_*(X_A)$ with the same length such that the words $\nu(1)\xi(i)J$ are admissible for $i = 1,\ldots,K$. Since $A$ is irreducible, there exist words $\eta(1),\ldots,\eta(K)$
such that $J\eta(i)\mu(i) \in B_s(X_A)$ for $i = 1, \ldots, K$. Define a partial homeomorphism \( \tau \) of \( X_A \) by

\[
\tau(x_1, x_2, \ldots) = (\nu(1), \eta(i), x_1, x_2, \ldots) \text{ if } x_1 x_2 \ldots x_K = \mu(i) \text{ for some } i.
\]

Then \( \tau \) defines an element of \( [\sigma_A]_{sc} \) so that a partial isometry \( u_\tau \) gives rise to an element of \( N_s(\mathcal{O}_A, \mathcal{D}_A) \). Since \( \tau(\bigcup_{i=1}^K U_{\mu(i)}) \subset U_{\nu(1)} \), one has \( u_\tau e_u^* \leq f \) so that \( e \sim u_\tau e_u^* \leq f \).

(ii) Let \( p_i = \sum_{j=1}^{K_i} xU_{\mu_i(j)} \) for \( i = 1, \ldots, n \) where \( \mu_i(j) \in B_s(X_A) \). Take \( k \in \mathbb{N} \) such that \( |B_k(X_A)| > n \) and hence there exist \( n \) different words \( \xi_1, \ldots, \xi_n \in B_k(X_A) \) of length \( k \). Since \( A \) is irreducible, there exist \( \eta_i(j) \in B_s(X_A), j = 1, \ldots, K_i \) such that \( \xi_i \eta_i(j) \mu_i(j) \in B_s(X_A) \) for \( i = 1, \ldots, n \). For \( i = 1, \ldots, n \), define a partial homeomorphism \( \tau_i \) on \( X_A \) by setting

\[
\tau_i(x_1, x_2, \ldots, x_{K_i}) = (\xi_i, \eta_i(j), x_1, x_2, \ldots) \text{ for } (x_1, x_2, \ldots) \in U_{\mu_i(j)}.
\]

Then \( \tau_i \in [\sigma_A]_{sc} \) such that \( \tau_i(\bigcup_{j=1}^{K_i} U_{\mu_i(j)}) = \bigcup_{j=1}^{K_i} U_{\xi_i \eta_i(j) \mu_i(j)} \). Put \( q_i = xU_{\xi_i \eta_i(j) \mu_i(j)} \) so that \( q_i \neq q_j \) for \( i \neq j \). Take \( u_{\tau_i} \in N_s(\mathcal{O}_A, \mathcal{D}_A) \) such that \( p_i = u_{\tau_i} u_{\tau_i}^* q_i = u_{\tau_i}^* u_{\tau_i} \). This implies that \( p_i \sim q_i \). \hfill \square

For \( p \in \text{Proj}(\mathcal{D}_A) \), denote by \([p]_{\mathcal{D}_A}\) the equivalence class of \( p \in \text{Proj}(\mathcal{D}_A) \) under the equivalence relation \( \sim \). For \( p, q \in \text{Proj}(\mathcal{D}_A) \), one may take \( p', q' \in \text{Proj}(\mathcal{D}_A) \) by Lemma 3.2 (ii) such that \( p \sim p' \sim q' \sim q \), so that we define

\[
[p]_{\mathcal{D}_A} + [q]_{\mathcal{D}_A} = [p' + q']_{\mathcal{D}_A}.
\]

We set

\[
K_0(\mathcal{O}_A; \mathcal{D}_A) = \{ [p]_{\mathcal{D}_A} \mid p \in \text{Proj}(\mathcal{D}_A) \}.
\]

Then we have

**Lemma 3.3.** \( K_0(\mathcal{O}_A; \mathcal{D}_A) \) becomes an abelian group under the addition defined by \( \mathcal{D}_A \).

**Proof.** The proof is similar to the proof of [7, 1.4 Theorem]. \hfill \square

**Lemma 3.4.** For \( \mu = \mu_1 \cdots \mu_k \in B_s(X_A) \), we have \( S_{\mu} S_{\mu}^* \sim S_{\mu} S_{\mu}^* \).

**Proof.** The assertion is obvious by the relations

\[
S_{\mu} S_{\mu}^* \sim S_{\mu} S_{\mu}^* = S_{\mu} S_{\mu}^* \sim S_{\mu} S_{\mu}^* \sim S_{\mu} S_{\mu}^*.
\]

**Lemma 3.5.** The group \( K_0(\mathcal{O}_A; \mathcal{D}_A) \) is generated by \([S_{\mu_1} S_{\mu_1}^*]_{\mathcal{D}_A}, \ldots, [S_{\mu_k} S_{\mu_k}^*]_{\mathcal{D}_A}\).

**Proof.** Since a clopen set of \( X_A \) is a finite disjoint union of cylinder sets of \( X_A \), every projection in \( \mathcal{D}_A \) is a finite sum of the projections of the form \( S_{\mu} S_{\mu}^*, \mu \in B_s(X_A) \). Hence the assertion holds by the preceding lemma. \hfill \square

We will see that the group \( K_0(\mathcal{O}_A; \mathcal{D}_A) \) is canonically isomorphic to the \( K_0 \)-group \( K_0(\mathcal{O}_A) \) of \( \mathcal{O}_A \). We are now assuming that the matrix \( A \) is irreducible satisfying condition (I), so that the algebra \( \mathcal{O}_A \) is purely infinite and simple. Recall that \( K_0(\mathcal{O}_A) \) is realized as the abelian group of the equivalence classes \([p]\) of projections \( p \in \text{Proj}(\mathcal{O}_A) \), where \( p, q \in \text{Proj}(\mathcal{O}_A) \) are equivalent if there exists a partial isometry
$v \in \mathcal{O}_A$ such that $p = v^*v, q = vv^*$ (see [7]). The addition $[p] + [q]$ for $p, q \in \text{Proj}(\mathcal{O}_A)$ is defined similarly to (3.2). Let $\epsilon_i = [0, \ldots, 0, 1, 0, \ldots, 0], i = 1, \ldots, N$ be the standard basis for $\mathbb{Z}^N$.

**Proposition 3.6.** The correspondence

$$[S_iS_i^*]_{\mathcal{D}_A} \in K_0(\mathcal{O}_A; \mathcal{D}_A) \rightarrow [\epsilon_i] \in \mathbb{Z}^N/(1 - A^t)\mathbb{Z}^N$$

gives rise to an isomorphism from the abelian group $K_0(\mathcal{O}_A; \mathcal{D}_A)$ to the quotient group $\mathbb{Z}^N/(1 - A^t)\mathbb{Z}^N$.

**Proof.** By [6] 3.1 Proposition], the classes $[S_iS_i^*], i = 1, \ldots, N$ generate $K_0(\mathcal{O}_A)$ and the correspondence

$$\delta : [S_iS_i^*] \in K_0(\mathcal{O}_A) \rightarrow [\epsilon_i] \in \mathbb{Z}^N/(1 - A^t)\mathbb{Z}^N$$

gives rise to an isomorphism. By the preceding lemma, the correspondences

(3.5) $\gamma : \epsilon_i \in \mathbb{Z}^N \rightarrow [S_iS_i^*]_{\mathcal{D}_A} \in K_0(\mathcal{O}_A; \mathcal{D}_A)$,

(3.6) $\eta : [S_iS_i^*]_{\mathcal{D}_A} \in K_0(\mathcal{O}_A; \mathcal{D}_A) \rightarrow [S_iS_i^*] \in K_0(\mathcal{O}_A)$

yield surjective homomorphisms. Denote by

$$\tilde{\gamma} : [\epsilon_i] \in \mathbb{Z}^N/\text{Ker}(\gamma) \rightarrow [S_iS_i^*]_{\mathcal{D}_A} \in K_0(\mathcal{O}_A; \mathcal{D}_A)$$

the isomorphism induced by (3.5). As we have

$$[S_iS_i^*]_{\mathcal{D}_A} = [S_i^*S_i]_{\mathcal{D}_A} = \sum_{j=1}^{N} A(i, j) [S_jS_j^*]_{\mathcal{D}_A},$$

it follows that $\gamma(\epsilon_i) = \sum_{j=1}^{N} A(i, j) \gamma(\epsilon_j)$ so that $\gamma(\epsilon_i - \sum_{j=1}^{N} A(i, j)\epsilon_j) = 0$. This implies that $\gamma(\epsilon_i - A^t\epsilon_i) = 0$ for $i = 1, \ldots, N$. Hence we have

$$\gamma((1 - A^t)\mathbb{Z}^N) = 0$$

and Ker($\gamma$) contains $(1 - A^t)\mathbb{Z}^N$. The natural map

$$\xi : [\epsilon_i] \in \mathbb{Z}^N/(1 - A^t)\mathbb{Z}^N \rightarrow [\epsilon_i] \in \mathbb{Z}^N/\text{Ker}(\gamma)$$

gives rise to a surjective homomorphism. We have compositions of surjective homomorphisms

$$\delta \circ \eta \circ \tilde{\gamma} \circ \xi : [\epsilon_i] \in \mathbb{Z}^N/(1 - A^t)\mathbb{Z}^N \xrightarrow{\xi} [\epsilon_i] \in \mathbb{Z}^N/\text{Ker}(\gamma)$$

$$\xrightarrow{\tilde{\gamma}} [S_iS_i^*]_{\mathcal{D}_A} \in K_0(\mathcal{O}_A; \mathcal{D}_A)$$

$$\xrightarrow{\eta} [S_iS_i^*] \in K_0(\mathcal{O}_A)$$

$$\xrightarrow{\delta} [\epsilon_i] \in \mathbb{Z}^N/(1 - A^t)\mathbb{Z}^N.$$  

Since $\tilde{\gamma} \circ \xi : \mathbb{Z}^N/(1 - A^t)\mathbb{Z}^N \rightarrow K_0(\mathcal{O}_A; \mathcal{D}_A)$ is a surjective homomorphism, it gives rise to an isomorphism. \hfill \Box

Denote by $\mathcal{K}$ the $C^*$-algebra of compact operators on the separable Hilbert space $l^2(\mathbb{N})$ of square summable complex sequences on $\mathbb{N}$ and by $\mathcal{C}$ the commutative $C^*$-subalgebra of diagonal operators on $l^2(\mathbb{N})$. We identify $\mathcal{C}$ with the commutative algebra $c_0(\mathbb{N})$ of all complex sequences $(c_n)_{n \in \mathbb{N}}$ convergent to 0. We set the $C^*$-algebras of the tensor products:

$$\bar{\mathcal{O}}_A = \mathcal{O}_A \otimes \mathcal{K}, \quad \bar{\mathcal{D}}_A = \mathcal{D}_A \otimes \mathcal{C}.$$
The set \( \text{Proj}(\mathfrak{D}_A) \) of projections in \( \mathfrak{D}_A \) is identified with the set \( c_0(\mathbb{N}, \text{Proj}(\mathfrak{D}_A)) \) of projection-valued sequences \( (p_n)_{n \in \mathbb{N}} \) with finite support. That is,

\[
\text{Proj}(\mathfrak{D}_A) = c_0(\mathbb{N}, \text{Proj}(\mathfrak{D}_A)) = \{(p_n)_{n \in \mathbb{N}} \mid p_n \in \text{Proj}(\mathfrak{D}_A), \text{ there exists } L \in \mathbb{N}; p_n = 0 \text{ for } n > L\}.
\]

We set the normalizer semigroup

\[
N_s(\mathfrak{O}_A, \mathfrak{D}_A) = \{ v \in \mathfrak{O}_A \mid v \text{ is a partial isometry; } v\mathfrak{D}_Av^* \subset \mathfrak{D}_A, v^*\mathfrak{D}_Av \subset \mathfrak{D}_A \}
\]

of partial isometries in \( \mathfrak{O}_A \). It is easy to see that \( N_s(\mathfrak{O}_A, \mathfrak{D}_A) \) has a natural structure of an inverse semigroup. Put the projection

\[
1_n = (1_A, \ldots, 1_A, 0, 0, \ldots) \in c_0(\mathbb{N}, \text{Proj}(\mathfrak{D}_A)), \quad n \in \mathbb{N}.
\]

For \( v \in N_s(\mathfrak{O}_A, \mathfrak{D}_A) \) one sees that

\[
vv^* = \lim_{n \to \infty} v1_n v^*, \quad v^*v = \lim_{n \to \infty} v^*1_nv
\]

so that \( vv^*, v^*v \in \text{Proj}(\mathfrak{D}_A) \).

Similarly to the equivalence relation \( \sim \) in \( \text{Proj}(\mathfrak{D}_A) \), we define an equivalence relation \( \sim \) in \( \text{Proj}(\mathfrak{D}_A) \) as follows. For \( p, q \in \text{Proj}(\mathfrak{D}_A) \), we write \( p \sim q \) if there exists a partial isometry \( v \in N_s(\mathfrak{O}_A, \mathfrak{D}_A) \) such that \( p = v^*v, vv^* = q \).

**Lemma 3.7.** For \( p = (p_n)_{n \in \mathbb{N}} \in \text{Proj}(\mathfrak{D}_A) \) and \( K \in \mathbb{N} \), put \( p' = (p_{n+K})_{n \in \mathbb{N}} \in \text{Proj}(\mathfrak{D}_A) \). Then we have \( p \sim p' \) in \( \mathfrak{D}_A \).

**Proof.** Let \( L \in \mathbb{N} \) be a number satisfying \( p_n = 0 \) for all \( n > L \). Consider the shift matrix \( S \) of size \( L+K \),

\[
S = \begin{bmatrix} 0 & 1 & \cdots \\ \vdots & \ddots & \vdots \\ 0 & \cdots & 1 \\ 1 & 0 & \cdots & 0 \end{bmatrix} \in M_{L+K}(\mathbb{C}).
\]

We may regard the matrix algebra \( M_{L+K}(\mathbb{C}) \) as the subalgebra of \( \mathcal{K} \) on the first \( L+K \) coordinates on \( l^2(\mathbb{N}) \), so that the element \( 1 \otimes S \) in \( \mathfrak{O}_A \otimes \mathcal{K} \). Put \( p' = S^KpS^{*K} \) and hence we have \( p \sim p' \) in \( \mathfrak{D}_A \). \( \square \)

**Lemma 3.8.** For \( p, q \in \text{Proj}(\mathfrak{D}_A) \), there exist \( p', q' \in \text{Proj}(\mathfrak{D}_A) \) such that

\[
p \sim p' \perp q' \sim q.
\]

**Proof.** Assume that \( p = (p_n)_{n \in \mathbb{N}}, q = (q_n)_{n \in \mathbb{N}} \in \text{Proj}(\mathfrak{D}_A) \). Take \( L \in \mathbb{N} \) such that \( q_n = 0 \) for all \( n > L \). By the preceding lemma, the projection \( p' = (p_{n+L})_{n \in \mathbb{N}} \) is equivalent to \( p \) and perpendicular to \( q \). \( \square \)

**Lemma 3.9.** For a projection \( p \in \text{Proj}(\mathfrak{D}_A) \), there exists a projection \( e \in \text{Proj}(\mathfrak{D}_A) \) such that

\[
p \sim pe, \quad \text{where } pe = (e, 0, 0, \ldots) \in \text{Proj}(\mathfrak{D}_A).
\]
Proof. For \( p = (p_1, \ldots, p_n, 0, \ldots) \in c_0(\mathbb{N}, \text{Proj}(\mathcal{A})) \), by Lemma 3.2 (ii) there exist \( q_1, \ldots, q_n \in \text{Proj}(\mathcal{A}) \) such that
\[
\forall_{i \neq j} q_i \perp q_j \quad \text{and} \quad q_i \sim q_i \quad \text{for} \quad i = 1, \ldots, n.
\]

Put \( e = q_1 + \cdots + q_n \in \text{Proj}(\mathcal{A}) \). As \( p_i \sim q_i \) for \( i = 1, \ldots, n \), it is easy to see that \( p \sim p_e \).

For \( p \in \text{Proj}(\mathcal{A}) \), denote by \([p]_{\mathcal{A}}\) the equivalence class of \( p \in \text{Proj}(\mathcal{A}) \) under the equivalence relation \( \sim \). For \( p, q \in \text{Proj}(\mathcal{A}) \), take \( p', q' \in \text{Proj}(\mathcal{A}) \) such that \( p \sim p' \perp q' \sim q \). We then define
\[
[p]_{\mathcal{A}} + [q]_{\mathcal{A}} = [p' + q']_{\mathcal{A}}.
\]

We set
\[
K_0(\mathcal{A}; \mathcal{A}) = \{ [p]_{\mathcal{A}} \mid p \in \text{Proj}(\mathcal{A}) \}.
\]

Then we have

**Lemma 3.10.** \( K_0(\mathcal{A}; \mathcal{A}) \) becomes an abelian group under the addition defined by \( (3.7) \).

**Proof.** It is clear that the definition \( (3.7) \) is independent of the choice of \( p', q' \in \text{Proj}(\mathcal{A}) \) satisfying \( p \sim p' \perp q' \sim q \).

**Lemma 3.11.**

(i) The group \( K_0(\mathcal{A}; \mathcal{A}) \) is generated by the classes of the projections \( p_e = (e, 0, \ldots) \in \text{Proj}(\mathcal{A}) \) for \( e \in \text{Proj}(\mathcal{A}) \).

(ii) The correspondence
\[
[p_e]_{\mathcal{A}} \in K_0(\mathcal{A}; \mathcal{A}) \rightarrow [e]_{\mathcal{A}} \in K_0(\mathcal{A}; \mathcal{A})
\]

gives rise to an isomorphism from \( K_0(\mathcal{A}; \mathcal{A}) \) to \( K_0(\mathcal{A}; \mathcal{A}) \).

**Proof.** (i) The assertion comes from Lemma 3.9.

(ii) It suffices to show that \([p_e]_{\mathcal{A}} = [p_f]_{\mathcal{A}} \) implies \([e]_{\mathcal{A}} = [f]_{\mathcal{A}} \). Suppose that \([p_e]_{\mathcal{A}} = [p_f]_{\mathcal{A}} \) for some \( e, f \in \text{Proj}(\mathcal{A}) \). There exists a partial isometry \( v \in N_s(\mathcal{A}, \mathcal{A}) \) such that \( v^*v = p_e, vv^* = p_f \). Denote by \( 1_1 = (1_A, 0, \ldots) \in \text{Proj}(\mathcal{A}) \subseteq \text{Proj}(\mathcal{A}) \). Since \( 1_1v^*v = v^*v = v^*1_1 \) and \( 1_1vv^* = vv^* = vv^*1_1 \), by putting \( u = 1_1v1_1 \), we have \( u^*u = p_e, uu^* = p_v \). As \( u \) is regarded as an element of \( N_s(\mathcal{A}, \mathcal{A}) \), we have \([e]_{\mathcal{A}} = [f]_{\mathcal{A}} \) in \( K_0(\mathcal{A}; \mathcal{A}) \).

Therefore we have

**Proposition 3.12.**

(i) The correspondence
\[
[p]_{\mathcal{A}} \in K_0(\mathcal{A}; \mathcal{A}) \rightarrow \sum_{i=1}^n [p_i]_{\mathcal{A}} \in K_0(\mathcal{A}; \mathcal{A})
\]

for \( p = (p_1, \ldots, p_n, 0, \ldots) \in \text{Proj}(\mathcal{A}) \) gives rise to an isomorphism.
(ii) The correspondence
\[ [p]_{\mathcal{D}_A} \in K_0(\tilde{O}_A; \mathcal{D}_A) \longrightarrow [p] \in K_0(\tilde{O}_A) = K_0(\mathcal{O}_A) \]
for \( p = (p_1, \ldots, p_n, 0, \ldots) \in \text{Proj}(\mathcal{D}_A) \) gives rise to an isomorphism, where \( p \) is regarded as an element of \( \mathcal{O}_A \).

Proof. (i) As we have
\[
[p]_{\mathcal{D}_A} = [(p_1, p_2, \ldots, p_n, 0, \ldots)]_{\mathcal{D}_A} = [(0, p_2, 0, \ldots)]_{\mathcal{D}_A} + \cdots + [(0, \ldots, 0, p_n, 0, \ldots)]_{\mathcal{D}_A},
\]
by Lemma 3.7 and Lemma 3.11, the assertion holds.
(ii) The correspondence is now obvious. \( \square \)

Therefore we have

**Proposition 3.13.** Assume that \( A \) is an irreducible square matrix with entries in \( \{0, 1\} \) satisfying condition (I). The correspondence
\[ [p]_{\mathcal{D}_A} \in K_0(\tilde{O}_A; \mathcal{D}_A) \longrightarrow [p] \in K_0(\tilde{O}_A) \]
for \( p \in \text{Proj}(\mathcal{D}_A) \subset \text{Proj}(\tilde{O}_A) \) gives rise to an isomorphism so that we have isomorphisms
\[ K_0(\tilde{O}_A; \mathcal{D}_A) \cong K_0(\mathcal{O}_A; \mathcal{D}_A) \cong K_0(\tilde{O}_A) \cong \mathbb{Z}^N/(1 - A^t)\mathbb{Z}^N. \]

**Corollary 3.14.** For \( p, q \in \text{Proj}(\mathcal{D}_A) \subset \text{Proj}(\tilde{O}_A) \), we have
\[ [p]_{\mathcal{D}_A} = [q]_{\mathcal{D}_A} \text{ in } K_0(\tilde{O}_A; \mathcal{D}_A) \text{ if and only if } [p] = [q] \text{ in } K_0(\tilde{O}_A). \]

4. Main results

Let us denote by \((\tilde{X}_A, \tilde{\sigma}_A)\) the two-sided topological Markov shift for \( A \), where \( \tilde{X}_A \) is the shift space defined by
\[
\tilde{X}_A = \{(x_n)_{n \in \mathbb{Z}} \in \{1, \ldots, N\}^\mathbb{Z} \mid A(x_n, x_{n+1}) = 1 \text{ for all } n \in \mathbb{Z}\}
\]
and \( \tilde{\sigma}_A : \tilde{X}_A \longrightarrow \tilde{X}_A \) is the homeomorphism of the shift defined by \( \tilde{\sigma}_A((x_n)_{n \in \mathbb{Z}}) = (x_{n+1})_{n \in \mathbb{Z}} \). Thanks to the discussions on \( K \)-theoretic groups in the preceding section, we reach the following theorem.

**Theorem 4.1.** Let \( A \) and \( B \) be two irreducible square matrices with entries in \( \{0, 1\} \) satisfying condition (I). Suppose that the equality \( \det(1 - A) = \det(1 - B) \) holds. If there exists an isomorphism \( \alpha : K_0(\mathcal{O}_A) \longrightarrow K_0(\mathcal{O}_B) \) such that \( \alpha(\lfloor 1_A \rfloor) = [1_B] \), then there exists an isomorphism \( \Psi : \mathcal{O}_A \longrightarrow \mathcal{O}_B \) such that \( \Psi(\mathcal{D}_A) = \mathcal{D}_B \) and \( \Psi_* = \alpha \).

Proof. Since \( K_0(\mathcal{O}_A) \cong K_0(\mathcal{O}_B) \) and \( \det(1 - A) = \det(1 - B) \), the two-sided topological Markov shifts \((\tilde{X}_A, \tilde{\sigma}_A)\) and \((\tilde{X}_B, \tilde{\sigma}_B)\) are flow equivalent ([11]). Hence by [9, 4.1 Theorem], there exists an isomorphism \( \varphi : \tilde{\mathcal{O}}_A \longrightarrow \tilde{\mathcal{O}}_B \) such that \( \varphi(\tilde{\mathcal{D}}_A) = \tilde{\mathcal{D}}_B \). Let \( e_1 \) be the rank one projection in \( \mathcal{K} \) defined by \( e_1 = (1, 0, 0, \ldots) \in \mathcal{C} \). Define the isomorphism \( \beta = \alpha \circ \varphi_*^{-1} : K_0(\mathcal{O}_B) \longrightarrow K_0(\mathcal{O}_B) \) which satisfies
\[
\beta([\varphi(1_A \otimes e_1)]) = \alpha([1_B \otimes e_1]) = [1_B \otimes e_1].
\]

By Huang’s theorem [15, Theorem 2.15] and its proof, any automorphism on \( K_0(\mathcal{O}_B) \) is induced by a flow equivalence, and the flow equivalence gives rise to an automorphism \( \psi \) on \( \tilde{\mathcal{O}}_B \) such that \( \psi(\tilde{\mathcal{D}}_B) = \tilde{\mathcal{D}}_B \) and \( \psi_* = \beta \) (see also [6]). We
then have an isomorphism \( \psi \circ \varphi : \mathcal{O}_A \rightarrow \mathcal{O}_B \) such that \( \psi \circ \varphi(\mathcal{D}_A) = \mathcal{D}_B \). It satisfies
\[
[\psi \circ \varphi(1_A \otimes e_1)] = \beta([\varphi(1_A \otimes e_1)]) = [1_B \otimes e_1] \quad \text{in} \quad K_0(\mathcal{O}_B).
\]
As \( \psi \circ \varphi(1_A \otimes e_1) \), \( 1_B \otimes e_1 \in \text{Proj}(\mathcal{D}_B) \), Corollary 3.14 implies that
\[
[\psi \circ \varphi(1_A \otimes e_1)]_{\mathcal{D}_B} = [1_B \otimes e_1]_{\mathcal{D}_B} \quad \text{in} \quad K_0(\mathcal{O}_B; \mathcal{D}_B).
\]
There exists a partial isometry \( v \in N_4(\mathcal{O}_B, \mathcal{D}_B) \) such that \( vv^* = 1_B \otimes e_1, v^*v = \psi \circ \varphi(1_A \otimes e_1) \). The compositions of the maps
\[
a \otimes e_1 \in \mathcal{O}_A \otimes \mathbb{C}e_1 \xrightarrow{\psi \circ \varphi} \psi \circ \varphi(a \otimes e_1) \in \mathcal{O}_B \xrightarrow{\text{Adv}} v \psi(\varphi(a \otimes e_1))v^* \in \mathcal{O}_B \otimes \mathbb{C}e_1
\]
give rise to an isomorphism \( \text{Adv} \circ \psi \circ \varphi \) from \( \mathcal{O}_A \otimes \mathbb{C}e_1 \) to \( \mathcal{O}_B \otimes \mathbb{C}e_1 \) such that \( \text{Adv} \circ \psi \circ \varphi(\mathcal{D}_A \otimes \mathbb{C}e_1) = \mathcal{D}_B \otimes \mathbb{C}e_1 \). By putting \( \Psi = \text{Adv} \circ \psi \circ \varphi|_{\mathcal{O}_A \otimes \mathbb{C}e_1} \), one has a desired isomorphism from \( \mathcal{O}_A \) to \( \mathcal{O}_B \) which satisfies \( \Psi_* = \alpha \).

The following lemma is well-known and easily shown.

**Lemma 4.2.** If \( K_0(\mathcal{O}_A) \) is isomorphic to \( K_0(\mathcal{O}_B) \) and \( \det(1-A) \times \det(1-B) \geq 0 \), then \( \det(1-A) = \det(1-B) \).

**Proof.** Since the groups \( K_0(\mathcal{O}_A) \cong K_0(\mathcal{O}_B) \) are finitely generated abelian groups, they are written as \( \mathbb{Z}m_1 \oplus \cdots \oplus \mathbb{Z}m_r \oplus \mathbb{Z}^k \) for some nonnegative integers \( m_i, k \in \mathbb{Z}_+ \). Then \( k \neq 0 \) if and only if \( \det(1-A) = 0 \), and hence equivalently \( \det(1-B) = 0 \). If \( k = 0 \), one sees that \( |\det(1-A)| = |\det(1-B)| = m_1 \cdots m_r \). Under the condition \( \det(1-A) \times \det(1-B) \geq 0 \), one has \( \det(1-A) = \det(1-B) \).

We note that if there exists an isomorphism from \( \mathcal{O}_A \) to \( \mathcal{O}_B \), it induces an isomorphism from \( K_0(\mathcal{O}_A) \) to \( K_0(\mathcal{O}_B) \) which maps \([1_A]\) to \([1_B]\). We therefore reach the main theorem.

**Theorem 4.3.** Let \( A \) and \( B \) be two irreducible square matrices with entries in \( \{0,1\} \) satisfying condition (I). Suppose that the inequality \( \det(1-A) \times \det(1-B) \geq 0 \) holds. Then the following conditions are equivalent:

(i) The Cuntz–Krieger algebras \( \mathcal{O}_A \) and \( \mathcal{O}_B \) are isomorphic.

(ii) The one-sided topological Markov shifts \( (X_A, \sigma_A) \) and \( (X_B, \sigma_B) \) are continuously orbit equivalent.

**Proof.** The implication (i) \( \Rightarrow \) (ii) is deduced from Proposition 2.1, Theorem 4.1 and Lemma 4.2. The other implication comes from Proposition 2.1.

**Corollary 4.4.** Let \( A \) and \( B \) be two irreducible square matrices with entries in \( \{0,1\} \) satisfying condition (I). Suppose that \( K_1(\mathcal{O}_A) \neq \{0\} \) or \( K_1(\mathcal{O}_B) \neq \{0\} \). Then the following conditions are equivalent:

(i) The Cuntz–Krieger algebras \( \mathcal{O}_A \) and \( \mathcal{O}_B \) are isomorphic.

(ii) The one-sided topological Markov shifts \( (X_A, \sigma_A) \) and \( (X_B, \sigma_B) \) are continuously orbit equivalent.
Proof. It suffices to show the implication (i) \(\Rightarrow\) (ii). Suppose that \(K_1(O_A) \neq \{0\}\). As \(K_1(O_A) \cong \text{Ker}(1 - A^t)\) in \(\mathbb{Z}^N\), we have \(\det(1 - A) = \det(1 - A^t) = 0\). Hence the condition \(\det(1 - A) \times \det(1 - B) \geq 0\) in the above theorem is satisfied. Therefore we have the assertion. 

Enomoto–Fujii–Watatani in [10] have introduced a notion of primitive equivalence in square matrices with entries in \{0, 1\} and in its associated finite directed graphs and proved that the equivalence relation completely classifies the isomorphism classes of the Cuntz–Krieger algebras defined by \(3 \times 3\) matrices with entries in \{0, 1\}. The author in [22] has shown that the equivalence relation preserves the continuous orbit equivalence relation of the associated one-sided topological Markov shifts, so that the isomorphism classes of the Cuntz–Krieger algebras defined by \(3 \times 3\) matrices with entries in \{0, 1\} are completely classified by the continuous orbit equivalence classes of the associated one-sided topological Markov shifts. As a result, for the matrices whose sizes are less than or equal to three, it has been proved in [22] that the two conditions (i) and (ii) in Theorem 4.3 are equivalent without the hypothesis on the determinants of the matrices. Since the primitive equivalence preserves the determinants [10, Theorem 8.4], one may directly see the following result stated in [22] by using Theorem 4.3.

Theorem 4.5 ([22]). Let \(A\) and \(B\) be two irreducible square matrices with entries in \{0, 1\} satisfying condition (I). Suppose that the sizes of the matrices \(A\) and \(B\) are less than or equal to three. Then the following conditions are equivalent:

\begin{enumerate}
  \item [(i)] The Cuntz–Krieger algebras \(O_A\) and \(O_B\) are isomorphic.
  \item [(ii)] The one-sided topological Markov shifts \((X_A, \sigma_A)\) and \((X_B, \sigma_B)\) are continuously orbit equivalent.
\end{enumerate}

Proof. It suffices to show the implication (i) \(\implies\) (ii) for the matrices \(A, B\) whose sizes are both less than or equal to three. Suppose that \(O_A\) is isomorphic to \(O_B\). If \(A\) and \(B\) are both \(3 \times 3\) matrices, they are primitive equivalent to each other by [10, Theorem 4.1]. The equality \(\det(1 - A) = \det(1 - B)\) holds under the primitive equivalence by [10, Theorem 8.4]. Hence condition (ii) comes from Theorem 4.3.

If \(A\) and \(B\) are both \(2 \times 2\) matrices, then they are \([1 \ 1] [1 \ 1]\) or \([1 \ 0] [1 \ 0]\), because of their irreducibility with condition (I). Since the \(C^*\)-algebras \(O_{[1 \ 1]}\) and \(O_{[1 \ 0]}\) are both isomorphic to \(O_2\), the one-sided topological Markov shifts \(X_{[1 \ 1]}\) and \(X_{[1 \ 0]}\) are continuously orbit equivalent as in the Example of [21, Section 5]. Hence the implication (i) \(\implies\) (ii) holds in this case. We may finally assume that \(A\) is a \(3 \times 3\) matrix and \(B\) is a \(2 \times 2\) matrix. Since \(X_{[1 \ 1]}\) and \(X_{[1 \ 0]}\) are continuous orbit equivalent, we may assume that \(B = [1 \ 1] [1 \ 1]\). By the hypothesis that \(O_A\) is isomorphic to \(O_B\), the \(3 \times 3\) matrix \(A\) is one of the 13 matrices in the classification table [10, p. 450], whose representative is \(O_2\). One may take the matrix \(A\) as \([0 \ 1 \ 1 \ 0] [1 \ 0 \ 1] \), which is one of the 13 matrices. As the first column and the third column are the same in the matrix \(A\), we may consider its column amalgamation matrix, which is \(B\) (see [17, §2.1]). This implies that the one-sided topological Markov shifts \((X_A, \sigma_A)\) and \((X_B, \sigma_B)\) are topologically conjugate and hence continuously orbit equivalent. Therefore the implication (i) \(\implies\) (ii) holds. 

We remark that there are $4 \times 4$ irreducible matrices $A, B$ with condition (I) such that $O_A$ is isomorphic to $O_B$, whereas $\det(1 - A) \neq \det(1 - B)$ ([28]).

5. AUTOMORPHISMS ON $O_A$ AND ORBIT EQUIVALENCE

D. Huang’s theorem [15, Theorem 2.15] shows that any automorphism on the group $K_0(O_A)$ comes from a flow equivalence on the two-sided topological Markov shift $(X_A, \sigma_A)$. We apply the preceding discussions to study automorphisms on $O_A$ from the viewpoint of orbit equivalence. A homeomorphism $h$ on $X_A$ is called an orbit equivalent homeomorphism if there exist continuous maps $k_1, l_1, k_2, l_2 : X_A \to \mathbb{Z}_+$ such that

\begin{align}
\sigma_A^{k_1(x)}(h(\sigma_A(x))) &= \sigma_A^{l_1(x)}(h(x)), \\
\sigma_A^{k_2(x)}(h^{-1}(\sigma_A(x))) &= \sigma_A^{l_2(x)}(h^{-1}(x)),
\end{align}

for all $x \in X_A$. We denote by $H_{\sigma_A}(X_A)$ the set of all orbit equivalent homeomorphisms on $X_A$. The set $H_{\sigma_A}(X_A)$ has been written as $N_c[\sigma_A]$ in [21]. By [21, Lemma 6.2], it is the normalizer subgroup of the continuous full group $[\sigma_A]_c$ in the group of all homeomorphisms on $X_A$. Since an orbit equivalent homeomorphism $h \in H_{\sigma_A}(X_A)$ gives rise to a continuous orbit equivalence on $(X_A, \sigma_A)$, it induces an automorphism $\alpha_h$ on $O_A$ satisfying $\alpha_h(D_A) = D_A$ (Proposition 6.3]). Let us denote by $\text{Aut}(O_A, D_A)$ the group of automorphisms $\alpha$ on $O_A$ satisfying $\alpha(D_A) = D_A$. Then we have

**Proposition 5.1.** Assume that $A$ is an irreducible square matrix with entries in \{0, 1\} satisfying condition (I). For an automorphism $\beta$ on the group $K_0(O_A)$ satisfying $\beta([1_A]) = [1_A]$, there exists an orbit equivalent homeomorphism $h \in H_{\sigma_A}(X_A)$ such that the induced automorphism $\alpha_h$ on $\text{Aut}(O_A, D_A)$ satisfies $\alpha_{h*} = \beta$ on $K_0(O_A)$.

**Proof.** We apply Theorem 4.3 for the matrix $A = B$. There exists an automorphism $\Psi$ on $O_A$ satisfying $\Psi(D_A) = D_A$ and $\Psi_* = \beta$ on $K_0(O_A)$. By [21], $\Psi \in \text{Aut}(O_A, D_A)$ induces an orbit equivalent homeomorphism $h : X_A \to X_A$. Let $\alpha_h \in \text{Aut}(O_A, D_A)$ be the induced automorphism from $h \in H_{\sigma_A}(X_A)$. Since $\Psi|_{D_A} = \alpha_h|_{D_A} = h$ on $X_A$, one has

$$\Psi_*([S_iS_i^*]) = \alpha_{h*}([S_iS_i^*]) = [h(S_iS_i^*)]$$

in $K_0(O_A)$. Hence $\Psi_* = \alpha_{h*}$ on $K_0(O_A)$. Therefore we have $\alpha_{h*} = \beta$ so that we have the assertion.

It is well-known that any automorphism on $K_0(O_A)$ keeping the class $[1_A]$ of the unit of $O_A$ comes from an automorphism on the algebra $O_A$ (see [28]).

**Corollary 5.2.** Assume that $A$ is an irreducible square matrix with entries in \{0, 1\} satisfying condition (I). For any automorphism $\alpha$ on the Cuntz-Krieger algebra $O_A$, there exists an automorphism $\alpha_h$ on $O_A$ induced from a homeomorphism $h$ which gives rise to a continuous orbit equivalence of the one-sided topological Markov shift $(X_A, \sigma_A)$ such that $\alpha_h(D_A) = D_A$ and $\alpha_{h*} = \alpha_*$ on $K_0(O_A)$. 
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6. Concluding remarks

We have used the hypothesis that the determinants of $1 - A$ and $1 - B$ have the same sign to prove Theorem 1.1 and Theorem 1.2. The hypothesis is needed in our discussions. However, we do not know examples of topological Markov shifts $(X_A, \sigma_A)$ and $(X_B, \sigma_B)$ which are continuously orbit equivalent and satisfy $\det(1 - A) \neq \det(1 - B)$. We present the following conjecture:

**Conjecture:** The determinant $\det(1 - A)$ is invariant under the continuous orbit equivalence class of $(X_A, \sigma_A)$.

If the conjecture is true, the triplet $(K_0(O_A), [1_A], \det(1 - A))$ would be a complete invariant for the continuous orbit equivalence class of $(X_A, \sigma_A)$. Then we would have: the one-sided topological Markov shifts $(X_A, \sigma_A)$ and $(X_B, \sigma_B)$ are continuously orbit equivalent if and only if the Cuntz–Krieger algebras $O_A$ and $O_B$ are isomorphic and $\det(1 - A) = \det(1 - B)$.
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