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Abstract. For a large class of piecewise expanding $C^1$ maps of the interval we prove the Lasota-Yorke inequality with a constant smaller than the previously known $2/\inf |\tau'|$. Consequently, the stability results of Keller-Liverani apply to this class and in particular to maps with periodic turning points. One of the applications is the stability of acim’s for a class of W-shaped maps. Another application is an affirmative answer to a conjecture of Eslami-Misiurewicz regarding acim-stability of a family of unimodal maps.

1. Introduction

The problem of stability in general and the stability of invariant measures in particular are one of the most important (and difficult) questions in dynamical systems. Here, we are concerned with the stability of absolutely continuous invariant measures (acim-stability) for piecewise expanding maps of an interval. The general setting is as follows.

Definition 1.1 (acim-stability). Given a family of maps $\{\tau_\epsilon : X \to X\}_{\epsilon \geq 0}$ with corresponding invariant densities $\{f_\epsilon\}_{\epsilon \geq 0}$, we say that $\tau_0$ is acim-stable if $\lim_{\epsilon \to 0} \tau_\epsilon = \tau_0$ implies $\lim_{\epsilon \to 0} f_\epsilon = f_0$. The limits are taken with respect to properly chosen metrics on the space of maps and densities, respectively.

A relevant notion of closeness for maps under consideration is convergence in the Skorokhod metric (see Definition 4.4), and for the corresponding invariant densities, in this paper it is convergence in $L^1$.

Stability problems were investigated in a multitude of works; most relevant to our study are [6] and [7].

The main motivation for this work was to prove acim-stability for some W-shaped maps with slopes $> 1$ (by a slope we shall always mean the absolute value of the slope). A troublesome property of such maps is that they contain periodic turning points. Let us consider such a map $W$ with a fixed turning point $p_0$. This would not be a problem if $|W'| > 2$ (whenever the derivative exists). In fact, then the acim-stability of $W$ follows directly from the results of [6]. However, if $1 < |W'| \leq 2$ near $p_0$, the standard procedure, which is to work with an iterate of $W$ that has...
derivative $> 2$, fails due to the presence of the fixed turning point $p_0$. We bypass this problem by deriving a stronger Lasota-Yorke inequality, hence avoiding the iteration of the maps.

A. Lasota and J. Yorke [10] first discovered this inequality and used it to prove the existence of acim’s for piecewise expanding $C^2$ maps. Z. Kowalski [8] later proved the existence of acim’s for piecewise expanding $C^{1,1}$ maps.

In this work we consider piecewise expanding $C^{1,1}$ maps of an interval (see [9] for higher-dimensional results). We prove a Lasota-Yorke inequality with a constant which is smaller than the previously known $2/\inf |\tau'|$ for a fairly large class of maps. This allows us to apply the stability theorems of [7]. One of the implications would be the acim-stability of a class of maps in the presence of periodic turning points.

We point out that perhaps one may be able to enlarge the class of maps under consideration to piecewise expanding $C^{1+\epsilon}$ maps (i.e. with a Hölder condition on the derivatives). However, there are examples of piecewise expanding $C^1$ maps with no acim’s, as shown in [5].

2. Setting and notation

Suppose $I = [0, 1]$ and $m$ is the Lebesgue measure on $I$. We will be concerned with piecewise expanding $C^{1,1}$ maps on $I$, which are defined as follows.

**Definition 2.1 (Piecewise expanding $C^{1,1}$ functions).** Suppose there exists a partition $\mathcal{P} = \{ I_i := (a_{i-1}, a_i), \ i = 1, \ldots, q \}$ of $I$ such that $\tau : I \rightarrow I$ satisfies the following conditions. For all $i$,

(1) $\tau_i := \tau|_{I_i}$ is monotonic, $C^1$, and can be extended to the closed interval $[a_{i-1}, a_i]$ as a $C^1$ function;

(2) $\tau'_i$ is Lipschitz, i.e., there exists a constant $M_i$ such that $|\tau'_i(x) - \tau'_i(y)| \leq M_i|x - y|$, for all $x, y \in I_i$;

(3) $|\tau'_i(x)| \geq s_i > 1$ for all $x \in I_i$.

Then, we say $\tau \in \mathcal{T}(I)$, the class of piecewise expanding $C^{1,1}$ maps on $I$.

If a family of maps $\{\tau_\epsilon\}$ satisfies the above conditions with uniform constants $s_i$ and $M_i$ (i.e. independent of $\epsilon$), then we shall write $\{\tau_\epsilon\} \subset \mathcal{T}(I)$ uniformly.

We will use the following notation throughout the paper.

Let

$s := \min_{1 \leq i \leq q} s_i$ and $M := \max_{1 \leq i \leq q} M_i$.

Also, let

$\delta^\pm_i := \delta_{\tau(a_i^\pm) \notin \{0,1\}} = \begin{cases} 0 & \text{if } \tau(a_i^\pm) \in \{0,1\}, \\ 1 & \text{if } \tau(a_i^\pm) \notin \{0,1\}, \end{cases}$

where $\tau(a_i^\pm)$ means $\lim_{x \rightarrow a_i^\pm} \tau(x)$. For example, $\delta^+_i = 1$ means that the left endpoint of the $(i + 1)$-st branch of $\tau$ is hanging (doesn’t touch 0 or 1).
We denote by $P_\tau$ the Perron-Frobenius operator induced by $\tau$ on $L^1(I)$. That is,

$$P_\tau f = \sum_{y \in \tau^{-1}(x)} g(y) f(y) = \sum_{i=1}^{q} \frac{f(\tau_i^{-1}(x))}{|\tau'(\tau_i^{-1}(x))|} \chi_{\tau(a_{i-1},a_i)}(x),$$

where $g(y) := 1/|\tau'(y)|$. Note that $\sup_I |g| \leq 1/s_i < 1$.

The (total) variation of a function $f : I \to \mathbb{R}$ is defined as

$$\nabla f = \sup_{0=x_0<x_1<x_2<\ldots<x_N=1} \sum_{i=1}^{N} |f(x_i) - f(x_{i-1})|,$$

where the supremum is taken over all the partitions of the interval $I$.

The essential variation of a function $f : I \to \mathbb{R}$ is defined by

$$\nabla^* f = \inf_{g \simeq f} \nabla g,$$

where $\simeq$ denotes equality almost everywhere with respect to Lebesgue measure.

We will consider $P_\tau$ on the space of functions of the bounded essential variation

$$BV(I) = \{f \in L^1(I) : \nabla^* f < \infty\}$$

modulo equality almost everywhere, with the norm

$$\|f\|_{BV} = \|f\|_{L^1} + \nabla f.$$

Since functions of the bounded variation are continuous except at the most countable number of points at which they have one-sided limits, we assume that functions in $BV(I)$ satisfy

$$(2.1) \quad f(x_0) = \max \left\{ \lim_{x \to x_0^-} f(x) , \lim_{x \to x_0^+} f(x) \right\}$$

at any point $x_0 \in I$. For such functions $\nabla f = \nabla^* f$. For more information about $BV(I)$ we refer the reader to [1] and [3].

### 3. Lasota-Yorke Inequality

Let

$$\eta_i := \begin{cases} \max \left\{ \frac{\delta^+}{s_i} , \frac{\delta^+}{s_2} \right\} & \text{if } i = 1, \\ \max \left\{ \frac{\delta^-}{s_{i-1}} , \frac{\delta^-}{s_0} \right\} & \text{if } i = q, \\ \max \left\{ \frac{\delta^-}{s_{i-1}} , \frac{\delta^+}{s_{i+1}} \right\} & \text{for } i = 2, \ldots, q - 1. \end{cases}$$

The new Lasota-Yorke inequality is given by the following.

**Proposition 3.1 (New Lasota-Yorke inequality).** Suppose $\tau \in \mathcal{T}(I)$, i.e., the class of piecewise expanding $C^{1,1}$ maps on $I$. Then, for every $f \in BV(I)$,

$$(3.1) \quad \nabla P_\tau f \leq \max_{1 \leq i \leq q} \left\{ \frac{1}{s_i} + \eta_i \right\} \nabla f + \left[ \frac{M}{s^2} + \frac{2\max_{1 \leq i \leq q} \eta_i}{\min_{1 \leq i \leq q} m(I_i)} \right] \int_I |f| dm.$$
Proof. We will estimate $\sqrt{I} P_\tau f$. Let $0 = x_0 < x_1 < x_2 < \cdots < x_N = 1$ be a partition of $I$. We assume that the points $\tau_i(a_i^-)$ and $\tau_i(a_i^+)$, $i = 1, 2, \ldots, q$, are included in this partition. This does not diminish the generality of the considerations. We also assume without loss of generality that

$\tag{3.2} \max \{|x_j - x_{j-1}| : j = 1, 2, \ldots, N\} \to 0$ as $N \to \infty$.

Let $I_i := (a_{i-1}, a_i)$. Let us use the following notation:

\[ g_i(x) := g(\tau_i^{-1}(x))\chi_{\tau(I_i)}(x), \quad f_i(x) := f(\tau_i^{-1}(x))\chi_{\tau(I_i)}(x). \]

Both functions $g_i$ and $f_i$ are supported on $\tau(I_i)$. Let $J_i$ denote the set of indices $j$ such that $x_{j-1}$ and $x_j \in \tau(I_i)$. We have

\[
\begin{aligned}
\sum_{j=1}^N |P_\tau f(x_j) - P_\tau f(x_{j-1})| &\leq \sum_{j=1}^N \sum_{i=1}^q |g_i(x_j)f_i(x_j) - g_i(x_{j-1})f_i(x_{j-1})| \\
&\leq \sum_{i=1}^q \sum_{j \in J_i} |g_i(x_j)f_i(x_j) - g_i(x_{j-1})f_i(x_{j-1})| \\
&\quad + \sum_{i=1}^q \left(|g(a_i^+)f(a_i^+)| + |g(a_i^-)f(a_i^-)|\right) \\
&\leq \sum_{i=1}^q \sum_{j \in J_i} |f_i(x_j)(g_i(x_j) - g_i(x_{j-1}))| + \sum_{i=1}^q \sum_{j \in J_i} |g_i(x_{j-1})(f_i(x_j) - f_i(x_{j-1}))| \\
&\quad + \sum_{i=1}^q \left(\frac{\delta_i^-}{s_i} |f(a_{i-1})| + \frac{\delta_i^+}{s_i} |f(a_i)|\right).
\end{aligned}
\]

Using the Lipschitz condition on $\tau'$, we estimate the first sum above as follows:

\[
\begin{aligned}
\sum_{j \in J_i} |f_i(x_j)(g_i(x_j) - g_i(x_{j-1}))| &\leq \sum_{j} \left| f_i(x_j) \frac{\tau'(\tau_i^{-1}(x_j)) - \tau'(\tau_i^{-1}(x_{j-1}))}{\tau'(\tau_i^{-1}(x_j))\tau'(\tau_i^{-1}(x_{j-1}))} \right| \\
&\leq \frac{M}{s^2} \sum_{j} \left| f(\tau_i^{-1}(x_j)) - \tau_i^{-1}(x_{j-1}) \right| \\
&\leq \frac{M}{s^2} \int_{I_i} |f| dm + \epsilon_i(N).
\end{aligned}
\]

The last sum above is a Riemann sum, which is estimated by the corresponding integral and an error term $\epsilon_i(N)$. It follows from assumption (3.2) that $\epsilon_i(N) \to 0$ as $N \to \infty$.

Using this estimate,

\[
\begin{aligned}
\sum_{j=1}^N |P_\tau f(x_j) - P_\tau f(x_{j-1})| &\leq \frac{M}{s^2} \sum_{i=1}^q \int_{I_i} |f| + \sum_{i=1}^q \epsilon_i(N) + \sum_{i=1}^q \frac{1}{s_i} \int_{I_i} f \\
&\quad + \sum_{i=1}^q \left(\frac{\delta_i^-}{s_i} |f(a_{i-1})| + \frac{\delta_i^+}{s_i} |f(a_i)|\right).
\end{aligned}
\]
We divide the last sum into three groups and estimate them as follows:

\[
\frac{\delta_0^+}{s_1} |f(a_0)| + \frac{\delta_1^+}{s_2} |f(a_1)| \leq \max \left\{ \frac{\delta_0^+}{s_1}, \frac{\delta_1^+}{s_2} \right\} \left( \overline{\nabla f} + 2 \inf_{I_i} |f| \right)
\leq \max \left\{ \frac{\delta_0^+}{s_1}, \frac{\delta_1^+}{s_2} \right\} \left( \overline{\nabla f} + \frac{2}{m(I_i)} \int_{I_i} |f| \right).
\]

Similarly,

\[
\frac{\delta_{q-1}^-}{s_{q-1}} |f(a_{q-1})| + \frac{\delta_q^-}{s_q} |f(a_q)| \leq \max \left\{ \frac{\delta_{q-1}^-}{s_{q-1}}, \frac{\delta_q^-}{s_q} \right\} \left( \overline{\nabla f} + \frac{2}{m(I_q)} \int_{I_q} |f| \right).
\]

Finally, for \( i = 2, \ldots, q - 1 \),

\[
\frac{\delta_{i-1}^-}{s_{i-1}} |f(a_{i-1})| + \frac{\delta_i^+}{s_{i+1}} |f(a_i)| \leq \max \left\{ \frac{\delta_{i-1}^-}{s_{i-1}}, \frac{\delta_i^+}{s_{i+1}} \right\} \left( \overline{\nabla f} + \frac{2}{m(I_i)} \int_{I_i} |f| \right).
\]

Therefore,

\[
\sum_{j=1}^N |P_f(x_j) - P_f(x_{j-1})| \leq \frac{M}{s^2} \sum_{i=1}^q \int_{I_i} |f| + \sum_{i=1}^q \epsilon_i(N) + \sum_{i=1}^q \frac{1}{s_i} \overline{\nabla f}
+ \max \left\{ \frac{\delta_0^+}{s_1}, \frac{\delta_1^+}{s_2} \right\} \left( \overline{\nabla f} + \frac{2}{m(I_1)} \int_{I_1} |f| \right)
+ \max \left\{ \frac{\delta_{q-1}^-}{s_{q-1}}, \frac{\delta_q^-}{s_q} \right\} \left( \overline{\nabla f} + \frac{2}{m(I_q)} \int_{I_q} |f| \right)
+ \sum_{i=2}^{q-1} \max \left\{ \frac{\delta_{i-1}^-}{s_{i-1}}, \frac{\delta_i^+}{s_{i+1}} \right\} \left( \overline{\nabla f} + \frac{2}{m(I_i)} \int_{I_i} |f| \right).
\]

Estimating \( I_i \) by \( \min_i m(I_i) \) and combining appropriate terms together, we get

\[
\sum_{j=1}^N |P_f(x_j) - P_f(x_{j-1})| \leq \max_{1 \leq i \leq q} \left\{ \frac{1}{s_i} + \eta_i \right\} \int_I |f| + \left[ \frac{M}{s^2} + \frac{2 \max_{1 \leq i \leq q} \eta_i}{\min_i m(I_i)} \right] \int_I |f| dm + \sum_{i=1}^q \epsilon_i(N).
\]

Finally, letting \( N \to \infty \), we arrive at inequality (3.1). \( \square \)

**Corollary 3.1** ("Standard" Lasota-Yorke inequality). If \( s = \min_{1 \leq i \leq q} s_i > 2 \), then we obtain the standard Lasota-Yorke inequality (see [10])

\[
\int_I P_f \leq 2s^{-1} \int_I f + (K + 2 \beta^{-1}) \|f\|_{L^1},
\]

where \( K := M/s^2 \) and \( \beta := \min_{1 \leq i \leq q} m(I_i) \).
Remark 3.1. The classical proof of the standard Lasota-Yorke inequality differs from that of Proposition 3.1 in grouping the terms in the estimates. It uses the inequality
\[ \bigvee_{\tau(I)} P_{\tau} f \leq \sum_{i=1}^{q} \left( \bigvee_{\tau(I_i)} g_i f_i + \left| g_i(\tau(a_i^{+}-1)) f_i(\tau(a_i^{+})\delta_i^{+} \delta_i^{-1}) + g_i(\tau(a_i^{-})) f_i(\tau(a_i^{-}))\delta_i^{-} \right| \right) \]
and then proceeds similarly as above without mixing the terms from the neighbouring subintervals. This works if \( s_i > 2 \) or if both \( \delta_i^{+} \) and \( \delta_i^{-} \) are 0.

The following theorems state conditions under which the coefficient of \( \bigvee_{\tau} f \) in inequality (3.1) is less than 1. That is,
\[ \max_{1 \leq i \leq q} \left\{ \frac{1}{s_i} + \eta_i \right\} \leq \alpha < 1, \]
for some \( \alpha > 0 \).

**Theorem 3.2.** Suppose \( \tau \in \mathcal{T}(I) \) satisfies the following condition:
\[ \frac{1}{s_i} + \frac{1}{s_{i+1}} \leq \alpha < 1, \text{ for } i = 1, \ldots, q-1. \]
Then (3.3) holds for \( \tau \) or for an extension \( (\hat{\tau}, \hat{I}) \) of \( (\tau, I) \) that contains \( (\tau, I) \) as an attractor.

**Proof.** Let us first assume that
\[ \tau(0), \tau(1) \in \{0, 1\}. \]
For \( i = 1 \) (and similarly for \( i = q \)):
\[ \frac{1}{s_1} + \eta_1 \leq \frac{1}{s_1} + \max \left\{ \frac{\delta_0^+}{s_1}, \frac{\delta_1^+}{s_2} \right\} \leq \frac{1}{s_1} + \frac{1}{s_2} \leq \alpha < 1. \]
For \( i = 2, \ldots, q-1 \):
\[ \frac{1}{s_i} + \eta_i \leq \frac{1}{s_i} + \max \left\{ \frac{\delta_{i-1}^+}{s_{i-1}}, \frac{\delta_i^+}{s_{i+1}} \right\} \leq \max \left\{ \frac{1}{s_i} + \frac{1}{s_{i-1}}, \frac{1}{s_i} + \frac{1}{s_{i+1}} \right\} \leq \alpha < 1. \]

If condition (3.4) does not hold, we extend the map \( \tau \) to a map \( \hat{\tau} \) defined on a larger interval \( \hat{I} \) for which condition (3.4) is satisfied and the original system \( (\tau, I) \) is an attractor. The idea of the proof is presented in Figure 1. \( \square \)

The following theorem is a generalization of Theorem 3.2.

**Theorem 3.3.** Let \( s_i^* := \frac{a_i}{s_{i-1}} \). Suppose \( \tau \in \mathcal{T}(I) \) satisfies the following conditions:
\begin{enumerate}
  \item (1) For the first branch:
    \begin{enumerate}
      \item (a) if \( \tau(a_0) \notin \{0, 1\} \), then \( s_1 > 2 \);
      \item (b) if \( \tau(a_1^-) \notin \{0, 1\} \), then \( s_2 > s_1^* \).
    \end{enumerate}
  \item (2) For the last branch:
    \begin{enumerate}
      \item (a) if \( \tau(a_{q-1}^+) \notin \{0, 1\} \), then \( s_{q-1} > s_{q-1}^* \);
      \item (b) if \( \tau(a_q^-) \notin \{0, 1\} \), then \( s_q > 2 \).
    \end{enumerate}
  \item (3) For all \( i = 2, \ldots, q-1 \):
    \begin{enumerate}
      \item (a) if \( \tau(a_i^+) \notin \{0, 1\} \), then \( s_{i-1} > s_i^* \);
      \item (b) if \( \tau(a_i^-) \notin \{0, 1\} \), then \( s_{i+1} > s_i^* \).
    \end{enumerate}
\end{enumerate}
Then (3.3) holds.
Figure 1. Extending the system $\tau: I \to I$ to $\hat{\tau}: \hat{I} \to \hat{I}$ in such a way that $(\tau, I)$ is the attractor of $(\hat{\tau}, \hat{I})$.

Proof. Let us sketch a proof of (3.3). First, note that we can find $0 < \alpha < 1$ such that for all $i = 1, \ldots, q - 1$,

(i) if $s_{i+1} > s_i^*$, then $s_{i+1} \geq \frac{s_i}{\alpha s_i - 1} > s_i^*$;
(ii) if $s_1 > 2$, then $s_1 \geq \frac{2}{\alpha} > 2$; and
(iii) if $s_q > 2$, then $s_q \geq \frac{2}{\alpha} > 2$.

Now suppose $i = 1$. Conditions (i), (ii) above, and condition (1)(a) of the theorem imply

$$\frac{1}{s_1} + \eta_1 \leq \max \left\{\frac{2}{s_1}, \frac{1}{s_1} + \frac{1}{s_2}\right\} \leq \alpha < 1.$$ 

A similar argument applies when $i = 2, \ldots, q$, showing that

$$\frac{1}{s_i} + \eta_i \leq \alpha < 1,$$

hence proving (3.3). \hfill \Box

4. Existence and stability of acim’s

Our existence and stability results are the applications of known results and methods to a wider space of maps. By a density we mean a function $f \in L^1$ such that $f \geq 0$ and $\int f \, dm = 1$.

Theorem 4.1 (Quasicompactness and existence of acim’s). If a map $\tau \in T(I)$ satisfies inequality (5.1) with the coefficient

$$\max_{1 \leq i \leq q} \left\{\frac{1}{s_i} + \eta_i\right\} \leq \alpha < 1,$$

for some $\alpha > 0$, then for any $f \in BV(I)$ and $n \in \mathbb{N}$,

$$\|P_n^\tau f\|_{BV} \leq \alpha^n \|f\|_{BV} + \left(1 + \frac{K + 2\beta^{-1}}{1 - \alpha}\right) \|f\|_{L^1},$$

where $K := M/s^2$ and $\beta := \min_{1 \leq i \leq q} m(I_i)$. Furthermore, $\tau$ admits an acim with a density of bounded variation and where $P^\tau_{\tau}: BV(I) \to BV(I)$ is quasicompact.
Proof. Using the norm \( \| \cdot \|_{BV} := \sqrt{\int f(\cdot)} + \| \cdot \|_{\mathcal{L}^1} \) of \( BV(I) \) and Proposition 3.1 it follows that for all \( n \in \mathbb{N} \),

\[
\| P^n f \|_{BV} \leq \alpha^n \| f \|_{BV} + \left( 1 + \frac{K + 2 \beta^{-1}}{1 - \alpha} \right) \| f \|_{\mathcal{L}^1}.
\]

Since \( \{ f \in BV : \| f \|_{BV} \leq 1 \} \) is relatively compact in the \( \| \cdot \|_{\mathcal{L}^1} \) norm, it follows by standard arguments that \( P_\tau \) has a fixed point in \( BV(I) \), the essential spectral radius of \( P_\tau \) (as defined below) on \( BV(I) \) is \( \leq \alpha < 1 \), and \( P_\tau : BV(I) \to BV(I) \) is quasicompact. \( \square \)

**Definition 4.2** (Essential spectral radius). Consider a bounded linear operator \( P \). We denote its spectrum by \( \sigma(P) \) and its spectral radius by \( r_{\text{spec}} \). The set of all eigenvalues in \( \sigma(P) \) that are isolated and of finite multiplicity will be called the discrete spectrum of \( P \), denoted by \( \sigma_{\text{disc}}(P) \). The complement of \( \sigma_{\text{disc}}(P) \) in \( \sigma(P) \) will be called the essential spectrum of \( P \), denoted by \( \sigma_{\text{ess}}(P) \). The essential spectral radius \( r_{\text{ess}} \) of \( P \) is defined as the smallest upper bound for all elements of \( \sigma_{\text{ess}}(P) \).

**Definition 4.3** (Eigenvalue gap, spectral gap). The eigenvalue gap of \( P \) is defined as \( r_{\text{spec}} - \lambda_2 \), where \( \lambda_2 := \sup \{ \lambda \in \sigma(P) : |\lambda| < r_{\text{spec}}(P) \} \). The spectral gap of \( P \) is defined as \( r_{\text{spec}} - r_{\text{ess}} \).

For any \( \tau \in \mathcal{T} \), it is well-known that the spectral radius of \( P_\tau \) on the space \( BV(I) \) is equal to 1. That is, the eigenvalue gap of \( P_\tau \) equals \( 1 - \lambda_2 \), while its spectral gap equals \( 1 - r_{\text{ess}} \).

Now we turn to the problem of stability. We shall use the Skorokhod metric as a measure of closeness for maps.

**Definition 4.4** (Skorokhod metric). The Skorokhod distance \( d_S(\tau_\epsilon, \tau_0) \) between two maps is the infimum of all positive \( r \) such that there exists a subset \( A_r \subseteq I \) with \( m(A_r) > 1 - r \) and a diffeomorphism \( \sigma : I \to I \) such that

\[
\tau_{\epsilon|A_r} = \tau_0 \circ \sigma|_{A_r}, |\sigma(x) - x| < r, \quad \text{and} \quad \left| \frac{1}{\sigma'(x)} - 1 \right| < r,
\]

for all \( x \in A_r \).

The following stability theorem is a direct consequence of Keller-Liverani stability results (see e.g. Corollaries 1, 2 and Remark 4 of [7]) and Proposition 3.1.

**Theorem 4.5** (Stability). Consider the one-parameter family of maps \( \{ \tau_\epsilon \}_{\epsilon \geq 0} \), where \( \{ \tau_\epsilon \}_{\epsilon \geq 0} \in \mathcal{T}(I) \) uniformly. Suppose there exists \( 0 < \alpha < 1 \) such that

\[
\max_{1 \leq i \leq q} \left\{ \frac{1}{s_i} + \eta_i \right\} \leq \alpha < 1.
\]

Let \( f_\epsilon \) be a \( \tau_\epsilon \)-invariant density whose existence is guaranteed by Theorem 3.1. If \( d_S(\tau_\epsilon, \tau_0) \to 0 \) as \( \epsilon \to 0 \), then the following statements hold:

1. The family \( \{ f_\epsilon \}_{\epsilon \geq 0} \) is relatively compact in \( \mathcal{L}^1 \), and any of its limit functions is a \( \tau_0 \)-invariant density.

2. If \( \tau_0 \) is ergodic, then \( \tau_\epsilon \) is ergodic for small \( \epsilon \) and \( f_\epsilon \to f_0 \) in \( \mathcal{L}^1 \) as \( \epsilon \to 0 \) (i.e. \( \tau_0 \) is acim-stable).
(3) If \( \tau_0 \) is weakly mixing, then the eigenvalue gaps of \( \{P_{\tau_\epsilon}\}_\epsilon \), for \( \epsilon \) small enough, are uniformly bounded, i.e. \( 0 < \gamma < 1 - |\lambda_2| \). As a consequence, there exists a constant \( C > 0 \) such that for all \( \epsilon \) small enough and all densities \( f \in BV \),

\[
\|P^n_{\tau_{\epsilon}} f - f_{\epsilon}\|_{L^1} \leq C(1-\gamma)^n \|f\|_{BV}.
\]

Remark 4.6. It also follows by Theorem 4.1 that there is a uniform spectral gap for the family \( \{P_{\tau_\epsilon}\}_{\epsilon \geq 0} \) bounded below by \( 1 - \alpha \).

The stronger L-Y inequality (3.1) allows us to apply the results about stochastic perturbations such as those discussed in [4] and [6] to a wider class of maps satisfying the conditions of Theorems 3.2 or 3.3. In particular, inequality (3.1) extends the validity of Ulam’s approximation method to such maps. Similarly, the results of [12] can be extended to this class of maps.

5. Examples

Below we give examples of situations ensuring that the assumptions of Theorem 4.5 are satisfied.

Example 5.1. Assume that \( \tau_0 \in T(I) \) and satisfies condition (3.3). Assume that \( \{\tau_\epsilon\}_{\epsilon > 0} \) is defined on the same partition \( P = \{I_1, I_2, \ldots, I_q\} \) as \( \tau_0 \), and \( \tau_\epsilon \to \tau_0 \) as \( \epsilon \to 0 \) in \( C^1(\text{int}(I_i)) \) for all \( i = 1, 2, \ldots, q \). Then, \( d_S(\tau_\epsilon, \tau_0) \to 0 \) as \( \epsilon \to 0 \), \( \{\tau_\epsilon\} \subset T(I) \) uniformly for all \( \epsilon \geq 0 \), and the conclusions of Theorem 4.5 hold.

Example 5.2. Assume that \( \tau_0 \in T(I) \) and satisfies condition (3.3). Assume that \( \tau_\epsilon \) is piecewise expanding on the partition \( P_\epsilon = \{I_1(\epsilon), I_2(\epsilon), \ldots, I_q(\epsilon)\}, I_i(\epsilon) = (a_{i-1}(\epsilon), a_i(\epsilon)) \), such that \( a_i(\epsilon) \to a_i(0) \) as \( \epsilon \to 0 \) (in particular, \( \tau_\epsilon \) has the same number of monotonic branches as \( \tau_0 \)). Additionally, assume that there exists \( \epsilon_1 > 0 \) such that for every \( 0 < \epsilon_0 < \epsilon_1 \), \( \tau_\epsilon \to \tau_0 \) in \( C^1 \) on the set

\[
\bigcup_{i=1,2,\ldots,q} \left[ \max \left\{ a_{i-1}(0), a_i(\epsilon_0) \right\}, \min \left\{ a_i(0), a_i(\epsilon_0) \right\} \right]
\]

and that \( \{\tau_\epsilon\} \subset T(I) \) uniformly for all \( \epsilon \geq 0 \). Then, \( d_S(\tau_\epsilon, \tau_0) \to 0 \) as \( \epsilon \to 0 \), and the conclusions of Theorem 4.5 hold.

Example 5.3 (Asymmetric W-map). Let \( W_0 \) be the asymmetric W-map whose graph is shown in Figure 2(a). It is straightforward to check that \( W_0 \) satisfies the slope conditions of Theorem 5.2. Therefore, it is acim-stable with respect to perturbations described in Examples 5.1 and 5.2.

Remark 5.4. W-maps were first constructed by Keller [6] and shown to be acim-unstable under perturbations that force the existence of invariant intervals (e.g. perturbations that only move the fixed turning point downward). It was shown in [2] that Markov W-maps could be acim-unstable even with respect to perturbations that do not produce an invariant interval (e.g. perturbations that move the fixed turning point upward). Later in [11] the acim-instability of these maps was proven without assuming that they are Markov. In both of the papers the limiting W-map had slope = 2 on both sides of the fixed turning point. Recently, in [13] and using the same techniques as [11], it was shown that these maps are acim-unstable (under specific perturbations) if \( 1/s_2 + 1/s_3 \geq 1 \) and acim-stable if \( 1/s_2 + 1/s_3 < 1 \). Here \( s_2 \) and \( s_3 \) represent the slopes on the left and right sides of the fixed turning point, respectively.
Example 5.5. Consider the piecewise linear map $\tau$ with five branches whose graph is shown in Figure 2(b). The partition points are $\{0, 1, 20, 1, 14, 1, 3, 1\}$ and the slopes $\{16, 16, 5, 1, 1, 3, 5, 1, 3, 2, 1\}$, correspondingly. It is easily checked that $\tau$ satisfies the hypothesis of Theorem 3.3. In fact,

$$\max_{1 \leq i \leq 5} \left\{ \frac{1}{s_i} + \eta_i \right\} = \max \left\{ \frac{1}{16} + \frac{1}{16}, \frac{1}{16} + \frac{1}{5}, \frac{3}{3} + \frac{1}{3} + \frac{3}{3}, \frac{2}{3} + 0 \right\} = \frac{14}{15} < 1.$$ 

Therefore, $\tau$ is acim-stable with respect to perturbations described in Examples 5.1 and 5.2.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure2.png}
\caption{Figure (a) shows the graph of the asymmetric W-map of Example 5.3. Figure (b) shows the graph of the map $\tau$ of Example 5.5.}
\end{figure}

The results of this paper allow us to answer a question posed in [2].

Example 5.6. Consider the family of unimodal maps $\{\tau_t\}_{0 \leq t < 1/2}$ defined by

$$\tau_t(x) = \begin{cases} \frac{1}{2} - t + (1 + 2t)x, & 0 \leq x < \frac{1}{2}, \\
2 - 2x, & \frac{1}{2} \leq x \leq 1. \end{cases}$$

$\tau_0$ is exact with invariant density $f_0 = \frac{2}{3} \chi_{[0, 1/2]} + \frac{4}{3} \chi_{[1/2, 1]}$. The question is whether $\tau_0$ is acim-stable in the family $\{\tau_t\}_{t \geq 0}$. Note that $\tau_0$ has a turning point at $1/2$, which is periodic with period 3. Previously known methods did not give an answer to this question.

We will consider the family of third iterates, $\{\tau_t^3\}_{t > 0}$. The slopes of $\tau_t^3$ are $s_1 = s_3 = s_7 = 2 + 8t + 8t^2$, $s_2 = s_4 = s_6 = 4 + 8t$, and $s_5 = 8$. The map $\tau_0^3$ is shown in Figure 3(a) and a typical $\tau_t^3$ is shown in Figure 3(b) Since $\tau_0$ is exact, $\tau_0^3$ is also exact with the same acim; moreover, the acim-stability of $\tau_0^3$ implies the same for $\tau_0$. Because of arbitrarily short intervals in the partitions $P_t$, our results cannot be applied directly to the family $\{\tau_t^3\}$. 
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Let \( g_1^t \) and \( g_7^t \) be linear functions which coincide with the first and last branches of \( \tau_1^3 \), respectively. For each \( t \) we find points \( a_0^t \) and \( a_8^t \) such that \( g_1^t(a_0^t) = a_8^t \) and \( g_7^t(a_8^t) = a_0^t \). We extend maps \( \tau_1^3 \) to \([a_0^t, a_8^t]\) using the functions \( g_1^t \) and \( g_7^t \). Let us call the new maps \( \hat{\tau}_1^3 \), although they may not be third iterates of some other maps. The new maps are shown in Figure 4(b) for \( t > 0 \) and in Figure 4(a) for the limiting case \( t = 0 \).

The extended family satisfies assumptions of Theorem 3.2 and Example 5.2, so we have acim-stability as described in Theorem 4.5. For all maps \( \hat{\tau}_1^3 \) the interval \([0, 1]\) is the attractor supporting the unique acim’s. Thus, we obtain acim-stability of \( \tau_0^3 \) and consequently the acim-stability of \( \tau_0 \).

![Diagram](image1.png)

**Figure 3.** Figure (a) shows the graph of \( \tau_0^3 \) of Example 5.6. Figure (b) shows the graph of \( \tau_1^3 \), for \( t = 0.1 \).

![Diagram](image2.png)

**Figure 4.** Figure (a) shows the graph of \( \hat{\tau}_0^3 \) of Example 5.6. Figure (b) shows the graph of \( \hat{\tau}_1^3 \), for \( t = 0.05 \).
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