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Abstract. We study the blowup dynamics of solutions to the $L^2$-supercritical nonlinear Schrödinger equation and prove that the blowup solution with bounded $\dot{H}^{s_c}$ norm must concentrate at least a fixed amount of the $\dot{H}^{s_c}$ norm and, also, its $L^{p_c}$ norm must concentrate at least a fixed $L^{p_c}$ norm. We show these properties without any further symmetry assumptions on the solution and partly generalize the results obtained in papers of Holmer and Roudenko and of Zhu, which only deal with the radially symmetric case. Our proof is based on the profile decomposition theorems.

1. Introduction

In this paper, we study several concentration properties of the blowup solutions to the following $L^2$-supercritical and $\dot{H}^1$-subcritical nonlinear Schrödinger equation:

\begin{equation}
\begin{cases}
i u_t + \Delta u + |u|^{p-1}u = 0, & (x,t) \in \mathbb{R}^N \times \mathbb{R}, \\
u(x,0) = u_0(x),
\end{cases}
\end{equation}

where $\frac{4}{N} + 1 < p < \frac{4}{N-2} + 1$.

By scaling, equation (1.1) is $\dot{H}^{s_c}$-critical with $s_c = \frac{N}{2} - \frac{2}{p-1}$. As is well-known, for $s_c < 0$, the equation is $L^2$-subcritical and all $H^1$ solutions are global. The smallest power for which blowup may occur is $p = \frac{4}{N} + 1$, which is referred to as the $L^2$-critical case corresponding to $s_c = 0$. For this case, the blowup theory is mainly connected to the notion of the ground state: the unique positive radial solution of the elliptic problem $\Delta Q - Q + |Q|^{4N/(N+4)}Q = 0$. There is abundant literature devoted to the study of the blowup mechanism (see [3, 15]), and it has been shown that there is a minimal amount of concentration of the $L^2$ norm (see [11, 14, 17]).

For the $\dot{H}^1$-critical case with $s_c = 1$, the authors in [12] and [13] showed that any blowup solution with bounded kinetic energy must concentrate at least the kinetic energy of the ground state in the cases of dimensions $N = 3, 4, 5$ (for radially symmetric initial data) and $N \geq 5$ respectively.
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In this paper, we are concerned with the $L^2$-supercritical and $\dot{H}^1$-subcritical case, i.e., $0 < s_c < 1$. In this case, Ginibre and Velo [8] established the local well-posedness results in the energy space $H^1$, while Cazenave and Weissler [4] did that in space $\dot{H}^{s_c} \cap \dot{H}^1$. More precisely, setting $2^* = \frac{2N}{N-2}$, we have the following two propositions.

**Proposition 1.1** ([8]). Let $1 < p < 2^* - 1$ and $u_0 \in H^1$. Then, there exist some time $T_+ > 0$ and a unique solution $u(x, t) \in C([0, T_+]; H^1)$ to equation (1.1) such that either $T_+ = \infty$ or $T_+ < \infty$ and $\lim_{t \to T_+} \|u(t, x)\|_{H^1} = \infty$. Moreover, $u$ admits the following conservation laws in space $H^1$ : $M(u)(t) \equiv \int |u(x, t)|^2 dx = M(u_0)$ and

$$\text{(1.2) Energy : } E(u)(t) \equiv \frac{1}{2} \int |\nabla u(x, t)|^2 dx - \frac{1}{p+1} \int |u(x, t)|^{p+1} dx = E(u_0).$$

**Proposition 1.2** ([4]). Let $1 < p < 2^* - 1$ and $u_0 \in \dot{H}^{s_c} \cap \dot{H}^1$. Then, there exist some time $T_+ > 0$ and a unique solution $u(x, t) \in C([0, T_+]; \dot{H}^{s_c} \cap \dot{H}^1)$ to equation (1.1), such that either $T_+ = \infty$ or $T_+ < \infty$ and $\lim_{t \to T_+} \|u(t, x)\|_{H^1} = \infty$. Moreover, $u$ satisfies the energy conservation law (1.2).

For the 3D cubic nonlinear Schrödinger equation with $s_c = \frac{1}{2}$ and $p = 3$, there have been several results on both scattering and blowup solutions to (1.1), for which one can refer to [8, 9, 10]. The author in [19] has extended the scattering results to the general case $0 < s_c < 1$, while its blowup theory was also studied in [7]. In the present paper, we further study the dynamical properties of blowup solutions in such a general case. More precisely, applying profile decomposition theorems and using the variational structure associated to the corresponding elliptic problems, we prove that the blowup solution with bounded $\dot{H}^{s_c}$ norm must concentrate at least a fixed amount of $\dot{H}^{s_c}$ norm and its $L^{p_c}$ norm must concentrate at least a fixed $L^{p_c}$ norm as well (see Theorem 1.3 and Theorem 1.4 below). Following the idea from Keraani [11] about the $L^2$-critical case, our proof is based on the compactness argument without any further symmetric assumptions on the solution and, thus, has partly generalized the results obtained in [9, 20], which only dealt with the radially symmetric case.

In this paper, we denote the Sobolev space $H^1(\mathbb{R}^N)$ as $H^1$ and the space $L^p(\mathbb{R}^N)$ as $L^p$ with their norms denoted by $\| \cdot \|_{H^1}$ and $\| \cdot \|_p$ respectively for short. We define the Fourier transform on $\mathbb{R}^N$ by $\hat{f}(\xi) = (2\pi)^{-N/2} \int e^{-ix \cdot \xi} f(x) dx$. For $s \in \mathbb{R}$, the pseudo-differential operator $(-\Delta)^s$ is defined by $(-\Delta)^s f(\xi) \equiv |\xi|^{2s} \hat{f}(\xi)$, which in turn defines the homogeneous Sobolev space $\dot{H}^s = \dot{H}^s(\mathbb{R}^N) : \dot{H}^s \equiv \{ f \in S'(\mathbb{R}^N) : \int |\xi|^{2s} |\hat{f}(\xi)|^2 d\xi < \infty \}$ with its norm defined by $\|f\|_{\dot{H}^s} = \|(-\Delta)^{\frac{s}{2}} f\|_2$, where $S'(\mathbb{R}^N)$ denotes the space of tempered distributions. For convenience, we use the notation $C$ standing for variant absolute constants and introduce the following notation: $s_c = \frac{N}{2} - \frac{2}{p_c-2}$, $p_c = \frac{2N}{N - 2s_c} = \frac{N(p-1)}{2}$, $2^* = \frac{2N}{N-2}$. Note that, by Sobolev imbeddings, we have $H^1 \hookrightarrow L^{2^*}$ and $\dot{H}^{s_c} \hookrightarrow L^{p_c}$.

The main results obtained in this paper are as follows:

**Theorem 1.3.** Let $u_0 \in \dot{H}^{s_c} \cap \dot{H}^1$ be such that the corresponding solution $u$ to (1.1) blows up in finite time $T_+ > 0$ satisfying

$$\text{(1.3) } \sup_{t \in [0, T_+)} \|u(t)\|_{\dot{H}^{s_c}} < \infty.$$
Assume that $\lambda(t) > 0$ such that

$$\text{(1.4)} \quad \lambda(t) \|\nabla u(t)\|^{\frac{1}{2}} \to \infty, \quad \text{as } t \to T_+.\) Then, there exists $x(t) \in \mathbb{R}^N$ such that

$$\text{(1.5)} \quad \liminf_{t \to T_+} \int_{|x-x(t)| \leq \lambda(t)} |(-\Delta)^\frac{1}{2} u(t,x)|^2 \, dx \geq \|\tilde{Q}\|_{H^{s_c}}^2,$$

where $\tilde{Q}$ solves the elliptic equation

$$\text{(1.6)} \quad -\Delta Q + \frac{p-1}{2} (-\Delta)^{s_c} Q - |Q|^{p-1} Q = 0.$$

**Theorem 1.4.** Let $u_0 \in \dot{H}^{s_c} \cap \dot{H}^1$ be such that the corresponding solution $u$ to the supercritical problem (1.1) blows up in finite time $T_+ > 0$ and satisfies (1.3). Assume that $\lambda(t) > 0$ satisfying (1.4). Then, there exists $x(t) \in \mathbb{R}^N$ such that

$$\text{(1.7)} \quad \liminf_{t \to T_+} \int_{|x-x(t)| \leq \lambda(t)} |u(t,x)|^{p_c} \, dx \geq \|Q'\|_{p_c}^{p_c},$$

where $Q'$ solves the elliptic equation

$$\text{(1.8)} \quad -\Delta Q + |Q|^{p_c-2} Q - |Q|^{p-1} Q = 0.$$

**Remark 1.5.** In view of Proposition 2.3 to be introduced in the following section, the $\dot{H}^{s_c}$ norm bound assumption (1.3) should, in fact, be equivalent to $\|\tilde{Q}\|_{\dot{H}^{s_c}} \leq \sup_{t \in [0,T_+]} \|u(t)\|_{\dot{H}^{s_c}} < \infty$ with the same $\tilde{Q}$ as in Theorem 1.3.

The paper is structured as follows. We prove Theorems 1.3 and 1.4 in section 3, which follows a review of some variational facts related to some elliptic problems in section 2. In the last section of this paper, we give some remarks on the divergent solutions to (1.1) obtained in [7] and describe the corresponding concentration properties as $t \to +\infty$, which, to the author’s knowledge, are new.

## 2. Some variational estimates

In this section, we review some variational facts related to the corresponding elliptic equations which play an important role in our main theorems.

From [7], it is known that the sharp constant $c_{GN}$ in the Gagliardo-Nirenberg inequality

$$\text{(2.1)} \quad \|u\|_{p+1}^{p+1} \leq c_{GN} \|\nabla u\|_2^{\frac{N(p-1)}{2}} \|u\|_2^{2-\frac{(N-2)(p-1)}{2}},$$

is attained by the function $Q$, which is the ground state of the elliptic equation $-(1-s_c)Q + \Delta Q + |Q|^{p-1}Q = 0$, and $c_{GN}$ can be expressed by

$$c_{GN} = \|Q\|_{p+1}^{p+1} \||\nabla Q\|_2^{\frac{N(p-1)}{2}} \|Q\|_2^{2-\frac{(N-2)(p-1)}{2}}.$$

Using the same method as in [18], we can obtain the following theorem, a variational structure to study the $L^2$-supercritical problem (1.1).

**Theorem 2.1.** Let $p_c - 1 < p < 2^* - 1$. The best constant $c_{p_c}$ in

$$\text{(2.2)} \quad \|f\|_{p+1}^{p+1} \leq c_{p_c} \|f\|_{p_c}^{p-1} \|\nabla f\|_2^2, \quad f \in \dot{H}^1 \cap L^{p_c},$$

is attained at $c_{p_c} = \frac{p+1}{2} \|Q'\|_{p_c}^{-(p-1)}$, where $Q'$ solves the elliptic equation (1.8).
Proof. It suffices to show that
\[ \inf_{u \in (H^1 \cap L^{p^*}) \setminus \{0\}} J(u) = \frac{2}{p+1} \|Q'\|^{p-1}_{p^*} \|\nabla u\|^2_2, \]
where \( J(u) = \frac{\|u\|^{p-1}_{p^*} \|\nabla u\|^2}{\|u\|^{p+1}_{p+1}}. \)

We set \( J = \inf_{u \in (H^1 \cap L^{p^*}) \setminus \{0\}} J(u) \) and consider a minimizing sequence \( \{v_n\}_{n=1}^\infty \). By inequality (2.2), we observe that \( J > 0 \). Now, we rescale \( \{v_n\}_{n=1}^\infty \) by setting \( u_n(x) = \mu_n v_n(\lambda_n x) \), where
\[ \lambda_n = \left( \frac{\|v_n\|_{p^*}}{\|\nabla v_n\|_2} \right)^{\frac{1}{p-2}}, \quad \mu_n = \left( \frac{\|v_n\|_{p^*}^{-1}}{\|\nabla v_n\|_2^{\frac{N}{2} - s'}} \right)^{\frac{1}{p-2}}. \]

so that \( \|u_n\|_{p^*} = \|\nabla u_n\|_2 = 1 \). Thus, as \( n \to \infty \), we have \( \|u_n\|_{p^*}^{(p+1)} = J(u_n) \to J > 0 \).

According to Berestycki and Lions (2), if \( f_n \) is a minimizing sequence, then so is its Schwarz symmetrization. Thus, we may assume that \( \{u_n\}_{n=1}^\infty \) is radially symmetric. Since \( p^* < p+1 < 2^* \), there exist a subsequence (still denoted by itself) and \( u \in H^1 \cap L^{p^*} \) such that \( u_n \to u \) weakly in \( H^1 \cap L^{p^*} \) and \( u_n \to u \) strongly in \( L^{p+1} \). Then we get from the definition of \( J \) that
\[ J \leq J(u) = \frac{\|u\|_{p^*}^{p-1} \|\nabla u\|^2_2}{\|u\|_{p+1}^{p+1}} \leq \lim_{n \to \infty} \|u_n\|_{p^*}^{p-1} \lim_{n \to \infty} \|\nabla u_n\|^2_2 = \lim_{n \to \infty} J(u_n) = J, \]
which implies that \( J(u) = J \) and \( \|u\|_{p^*}^{p-1} \|\nabla u\|^2_2 = \lim_{n \to \infty} \|u_n\|_{p^*}^{p-1} \lim_{n \to \infty} \|\nabla u_n\|^2_2 = 1 \) by construction. Since \( 0 < \|u\|_{p^*}^{p-1}, \|\nabla u\|^2_2 \leq 1 \), we get from the above equality that \( \|u\|_{p^*} = \|\nabla u\|_2 = 1 \). From \( J(u) = J \), we obtain that \( \frac{d}{dt} J(u + tw) \big|_{t=0} = 0 \) for all \( w \in H^1 \cap L^{p^*} \), and so we obtain that \(-\Delta u + \frac{p-1}{2} |u|^{p-2} u - \frac{J(p+1)}{2} |u|^{p-1} u = 0 \). Now let \( Q' \) be defined by \( u(x) = a Q'(bx) \) with
\[ a = \left( \frac{(p+1)J}{p-1} \right)^{\frac{N}{Np^*-2p^*-2N}}, \quad b = \left( \frac{p-1}{2} \right)^{\frac{1}{2}} \left( \frac{(p+1)J}{p-1} \right)^{\frac{N}{Np^*-2p^*-2N}}. \]
so that \( Q' \) is a solution of (1.8) and that \( \|Q'\|_{p^*} = a^{-p^*} b^N \|u\|_{p^*}, \|Q'\|_{p^*} = a^{-p^*} b^N = \left( \frac{p-1}{2} \right)^{\frac{N}{2}} J^{\frac{N}{2}} \). That is, \( J = \frac{2}{p^*+1} \|Q'\|_{p^*}^{p-1} \), and we complete the proof of Theorem 2.1. \( \square \)

As a consequence of (2.2), we can obtain a global well-posedness result.

**Theorem 2.2.** Let \( 1 < p < 2^*-1 \). Assume that \( u_0 \in H^{p^*} \cap H^1 \) and \( u(t) \) is the corresponding solution to (1.1) such that \( \sup_t \|u(t)\|_{p^*} < \|Q'\|_{p^*} \) with \( Q' \) the solution of the elliptic equation (1.8). Then \( u(t) \) exists globally in time.

**Proof.** By (2.2) and the conservation of energy, we immediately get
\[ E(u_0) = E(u) = \frac{1}{2} \|\nabla u\|^2_2 - \frac{1}{p+1} \|u\|_{p^*+1}^{p^*+1} \geq \frac{1}{2} \left( 1 - \left( \frac{\|u\|_{p^*}}{\|Q'\|_{p^*}} \right)^{p-1} \right) \|\nabla u\|^2_2, \]
which combined with the assumption \( \sup_t \|u(t)\|_{p^*} < \|Q'\|_{p^*} \) implies that \( \|\nabla u(t)\|_2 \) is bounded for all \( t \). In view of the well-posedness results (Proposition 1.2), we obtain that the solution of (1.1) must be global. \( \square \)

The same method can be used by showing another global existence result:
Proposition 2.3. Let $1 < p < 2^* - 1$. Assume that $u_0 \in \dot{H}^{s_c} \cap \dot{H}^1$ and $u(t)$ is the corresponding solution to (1.1) such that $\sup_t \|u(t)\|_{\dot{H}^{s_c}} < \|\tilde{Q}\|_{\dot{H}^{s_c}}$, with $\tilde{Q}$ the solution of the elliptic equation (1.6). Then, $u(t)$ exists globally in time.

Similarly to Theorem 2.2, to show this proposition we just need another sharp Gagliardo-Nirenberg inequality

\begin{equation}
\|u\|_{p+1}^{p+1} \leq c_G \|u\|_{p-1}^{p-1} \|u\|_{H^1}^2, \quad u \in \dot{H}^{s_c} \cap \dot{H}^1,
\end{equation}

with the best constant $c_G = \frac{p-1}{2p^*}$. For some $\tilde{Q}$ solves the elliptic equation (1.6).

In fact, following the idea in [18], known as used in the proof of Theorem 2.1, which we will not repeat here. One can also find the result in [19].

Finally, we review some facts about the critical elliptic equation

\begin{equation}
\Delta W + |W|^{\frac{4}{N-4}}W = 0.
\end{equation}

By the work of Aubin [1] and Talenti [16], we have the following characterization of $W(x)$, which is the radially symmetric and decreasing solution to (2.4):

\begin{equation}
\|u\|_{2^*} \leq c_N \|\nabla u\|_2, \quad u \in \dot{H}^1.
\end{equation}

Moreover, the equality holds if and only if $u(x) = e^{i\theta} \lambda^{\frac{N-2}{2}} W(\lambda(x - x_0))$ for some $(\theta, \lambda, x_0) \in [-\pi, \pi] \times \mathbb{R}^*_+ \times \mathbb{R}^N$, where $\mathbb{R}^*_+ = \mathbb{R}^+ \setminus \{0\}$. The best constant $c_N$ can be described as $c_N^N \|\nabla W\|_2^2 = 1$.

Remark 2.4. By the interpolation inequality of the space $L^p$ and the Sobolev imbedding (2.5), we have $\|u\|_{p+1}^{p+1} \leq \|u\|_{p_c}^{p_c} \|u\|_2^2 \leq c_N^2 \|u\|_{p_c}^{p_c} \|\nabla u\|_2^2$, which immediately implies that $c_{p_c} \leq c_N^2$. 

3. PROOF OF THE MAIN RESULTS

The main tool we used to prove Theorem 1.3 and Theorem 1.4 is the following proposition.

Proposition 3.1. Let $\{v_n\}_{n=1}^\infty$ be a bounded family of $\dot{H}^{s_c} \cap \dot{H}^1$. Then there exist a subsequence of $\{v_n\}_{n=1}^\infty$ (still denoted by itself), a family of sequences $\{x_n^j\} \subset \mathbb{R}^N$, and a sequence of functions $\{V^j\}_{j=1}^\infty \subset \dot{H}^{s_c} \cap \dot{H}^1$ such that:

i) There holds the following asymptotic pairwise divergence as $n \to \infty$:

\begin{equation}
\forall k \neq j, \quad |x_n^k - x_n^j| \to \infty.
\end{equation}

ii) For every $l \geq 1$ and every $x \in \mathbb{R}^N$, we have

\begin{equation}
v_n(x) = \sum_{j=1}^l V^j(x - x_n^j) + v_l^i(x)
\end{equation}

with $\limsup_{n \to \infty} \|v_n^l\|_r \to 0$ as $l \to \infty$ for every $r \in (p_c, 2^*)$. Moreover,

\begin{equation}
\|v_n\|_{\dot{H}^s}^2 = \sum_{j=1}^l \|V^j\|_{\dot{H}^s}^2 + \|v_l^i\|_{\dot{H}^s}^2 + o(1)
\end{equation}

for any $s \in [s_c, 1]$, where $o(1) = o_n(1) \to 0$ as $n \to \infty$. 

The proof of Proposition 3.1 is similar to a well-known result from [11], where the author considered the $H^1$-bounded sequence. In fact, it is essentially because $H^1$ is no other than $\hat{H}^{s_c} \cap \hat{H}^1$ with $s_c = 0$. In [20], there was a similar argument, but to be self-contained, we now sketch the proof of Proposition 3.1.

**Proof.** Let $\mathcal{V}(v_n)$ be the set of functions obtained as weak limits of subsequences of the translated $v_n(\cdot + x_n)$ with $\{x_n\}_{n=1}^\infty \subset \mathbb{R}^N$. We denote $\eta(v_n) = \sup \{|\nabla v|_2^2 + |v|_H^2\}^{1/2} : v \in \mathcal{V}(v_n)\}$. Clearly, $\eta(v_n) \leq \limsup_{n \to \infty} (|v_n|_{H^{s_c}}^2 + |v_n|_{H^1}^2)^{1/2}$. We claim that there exist a sequence $\{V_j\}_{j=1}^\infty$ of $\mathcal{V}(v_n)$ and a family of sequences $\{x_n^j\} \subset \mathbb{R}^N$ such that for any $k \neq j$, $|x_n^k - x_n^j| \to \infty$ as $n \to \infty$, and up to a subsequence,

$$
(3.4) \quad v_n(x) = \sum_{j=1}^l V_j(x - x_n^j) + v_n^1(x), \quad \eta(v_n^1) \to 0 \text{ as } l \to \infty
$$

such that (3.3) holds. Indeed, if $\eta(v_n) = 0$, we can take $V_j \equiv 0$ for all $j$. Otherwise, we choose $V_j \in \mathcal{V}(v_n)$ such that $(|V_j|_H^{s_c})^2 + |V_j|_{H^1}^2)^{1/2} \geq \frac{1}{2} \eta(v_n) > 0$. By definition, there exists some sequence $\{x_n^j\} \subset \mathbb{R}^N$ such that, up to a subsequence, $v_n(\cdot + x_n^j) \to V^1$ weakly in $\hat{H}^{s_c} \cap \hat{H}^1$. Setting $v_n^j(x) = v_n(x) - V^1(x - x_n^j)$, we get $v_n^j(\cdot + x_n^j) \to 0$, and then

$$
(3.5) \quad \|v_n\|_{H^{s_c}}^2 = |V^1|_H^{s_c} + \|v_n^1\|_{H^{s_c}}^2 + o(1) \quad \text{and} \quad \|v_n\|_{H^1}^2 = |V^1|_H^1 + \|v_n^1\|_{H^1}^2 + o(1)
$$

It is known that for any $s \in (s_c, 2^*)$, $\hat{H}^s$ is an interpolation space between $\hat{H}^{s_c}$ and $\hat{H}^1$, and the square of its norm $\| \cdot \|_{\hat{H}^s}$ is equivalent to $\| \cdot \|_{\hat{H}^{s_c}}^2 + \| \cdot \|_{\hat{H}^1}^2$, which by (3.5) implies (3.3) in the case $l = 1$. Now, we replace $v_n$ by $v_n^1$ and repeat the same process. If $\eta(v_n^1) > 0$ we get $V^2 \to 0$, $x_n^2$ and $v_n^2$. Moreover, we can obtain $|x_n^1 - x_n^2| \to \infty$ as $n \to \infty$. Otherwise, if up to a subsequence, $x_n^1 - x_n^2 \to x_0$ for some $x_0 \in \mathbb{R}^N$, then since $v_n^2(x + x_n^1) = v_n^1(x + x_n^2) - V^2(x) = v_n^1(x + x_n^2) - x_n^1 - V^2(x)$ and $v_n^1(\cdot + x_n^1) \to 0$, we get $V^2 = 0$, a contradiction. An argument of iteration allows us to construct the families $\{V_j\}_{j=1}^\infty$ and $\{x_n^j\}_{j=1}^\infty$ satisfying the claims above. Furthermore, the convergence of the series $\sum_{j=1}^\infty |V_j|_H^{s_c} + \|V_j\|_{H^1}^2$ implies that $|V^j|_{H^{s_c}}^2 + |V_j|_{H^1}^2 \to 0$ as $j \to \infty$. By construction, $\eta(v_n^j) \leq 2(|V^j|_{H^{s_c}}^2 + \|V_j\|_{H^1}^2)^{1/2} \to 0$ as $j \to \infty$, which implies (3.4).

To complete the proof of Proposition 3.1, it suffices to show $\limsup_{n \to \infty} \|v_n\|_{s_c} \to 0$ as $l \to \infty$ for every $r \in (p_c, 2^*)$. For that purpose, we introduce $\hat{X}_R \in \mathcal{S}(\mathbb{R}^N)$ satisfying

$$
\hat{X}_R(\xi) = 1 \quad \text{if} \quad \frac{1}{R} \leq |\xi| \leq R; \quad \hat{X}_R(\xi) = 0 \quad \text{if} \quad |\xi| \geq 2R \quad \text{or} \quad |\xi| \leq \frac{1}{2R}
$$

By Fourier transform, we have $v_n^j = \hat{X}_R * v_n^j + (\delta - \hat{X}_R) * v_n^j$, where $*$ stands for the convolution and $\delta$ for the Dirac distribution. Using the Sobolev embedding $H^{s_c} \hookrightarrow L^{p_c}$, we have

$$
\|(\delta - \hat{X}_R) * v_n^j\|_{p_c} \leq C\|(\delta - \hat{X}_R) * v_n^j\|_{H^{s_c}} \leq C\int |\xi|^{2s_c} |(1 - \hat{X}_R(\xi))\hat{v}_n^j(\xi)|^2 d\xi \leq C\int_{|\xi| \leq R} |\xi|^{2s_c} |\hat{v}_n^j(\xi)|^2 d\xi + \int_{|\xi| \geq R} |\xi|^{2s_c} |\hat{v}_n^j(\xi)|^2 d\xi.
$$
Since \( \int |\xi|^{2s} |\hat{v}^l_n(\xi)|^2 d\xi = \|v^l_n\|^2_{H^{s_c}} \) is uniformly bounded, then
\[
\limsup_{n \to \infty} \int_{|\xi| \leq \frac{1}{R}} |\xi|^{2s_c} |\hat{v}^l_n(\xi)|^2 d\xi + \int_{|\xi| \geq R} |\xi|^{2s_c} |\hat{v}^l_n(\xi)|^2 d\xi \to 0 \quad \text{as} \quad R \to \infty.
\]
Using the Sobolev embedding \( \dot{H}^1 \hookrightarrow L^2, \), we have
\[
\| (\delta - \mathcal{X}_R) * v^l_n \|_{2^*} \leq C \| (\delta - \mathcal{X}_R) * v^l_n \|_{\dot{H}^1} \leq C \left( \int |\xi|^2 |(1 - \hat{\mathcal{X}}_R(\xi)) \hat{v}^l_n|^2 d\xi \right)^{\frac{1}{2}}
\leq C \left( \int_{|\xi| \leq \frac{1}{R}} |\xi|^2 |\hat{v}^l_n(\xi)|^2 d\xi + \int_{|\xi| \geq R} |\xi|^2 |\hat{v}^l_n(\xi)|^2 d\xi \right)^{\frac{1}{2}}.
\]
Since \( \|v^l_n\|_{\dot{H}^1} \) is uniformly bounded, then
\[
\limsup_{n \to \infty} \int_{|\xi| \leq \frac{1}{R}} |\xi|^2 |\hat{v}^l_n(\xi)|^2 d\xi + \int_{|\xi| \geq R} |\xi|^2 |\hat{v}^l_n(\xi)|^2 d\xi \to 0 \quad \text{as} \quad R \to \infty.
\]
By Hölder inequalities,
\[
(3.6) \quad \limsup_{n \to \infty} \| (\delta - \mathcal{X}_R) * v^l_n \|_r
\leq \limsup_{n \to \infty} \| (\delta - \mathcal{X}_R) * v^l_n \|_{2^*}^{\frac{1}{2}} \| (\delta - \mathcal{X}_R) * v^l_n \|_{p_c}^\theta \to 0 \quad \text{as} \quad R \to \infty,
\]
where \( r \in (p_c, 2^*) \), satisfying \( \frac{1}{r} = \frac{\theta}{p_c} + \frac{1 - \theta}{2^*} \) with \( 0 < \theta < 1 \).

On the other hand, one can estimate
\[
(3.7) \quad \| \mathcal{X}_R * v^l_n \|_r \leq C \| \mathcal{X}_R * v^l_n \|_{\infty}^{\frac{r - p_c}{r}} \| \mathcal{X}_R * v^l_n \|_{p_c}^{\frac{p_c}{r}} \leq C \| \mathcal{X}_R * v^l_n \|_{\infty}^{\frac{r - p_c}{r}} \| \mathcal{X}_R * v^l_n \|_{\dot{H}^{s_c}}^{\frac{p_c}{r}}.
\]
Observe that \( \limsup_{n \to \infty} \| \mathcal{X}_R * v^l_n \|_{\infty} = \sup_{\{x_n\}} \| \mathcal{X}_R * v^l_n(x_n) \| \). So by definition of \( \mathcal{V}(v^l_n) \), we infer
\[
\limsup_{n \to \infty} \| \mathcal{X}_R * v^l_n \|_{\infty} \leq \sup \{ \int \mathcal{X}_R(-x) V(x) dx : V \in \mathcal{V}(v^l_n) \}.
\]
By Parseval identity and Hölder’s inequality, we have
\[
| \int \mathcal{X}_R(-x) V(x) dx | = | \int \mathcal{F}^{-1}[\mathcal{X}_R(-x)] \mathcal{F}(V) d\xi |
\leq C \int_{\frac{1}{2R} \leq |\xi| \leq 2R} \frac{1}{|\xi|} |\hat{V}(\xi)| d\xi \leq CR^{\frac{2}{2^*} + 1} \| \nabla V \|_2 \leq CR^{\frac{2}{2^*} + 1} \eta(v^l_n),
\]
where \( \mathcal{F} \) and \( \mathcal{F}^{-1} \) stand for the Fourier transform and its inverse transform respectively. Since \( v^l_n \) are uniformly bounded in \( \dot{H}^{s_c} \cap \dot{H}^1 \), we obtain from (3.7) that
\[
(3.8) \quad \limsup_{n \to \infty} \| \mathcal{X}_R * v^l_n \|_r \leq C(R) \eta(v^l_n)^{1 - \frac{p_c}{r}}.
\]
Since \( \limsup_{n \to \infty} \| v^l_n \|_\infty \leq \limsup_{n \to \infty} (\| \mathcal{X}_R * v^l_n \|_r + \| (\delta - \mathcal{X}_R) * v^l_n \|_r), \) then from (3.6), (3.8) and \( \eta(v^l_n) \to 0 \) as \( l \to \infty \), we successively let \( l \) and \( R \) go to infinity to obtain finally that for every \( p_c < r < 2^* \), \( \limsup_{n \to \infty} \| v^l_n \|_r \to 0 \) as \( l \to \infty \), concluding the proof of Proposition 3.1. \( \square \)

Theorem 1.3 is a consequence of the following proposition.
Proposition 3.2. Let \( \{v_n\}_{n=1}^{\infty} \) be a bounded family of \( \dot{H}^{s_c} \cap \dot{H}^1 \) such that
\[
\limsup_{n \to \infty} \|\nabla v_n\|_2 \leq M, \quad \limsup_{n \to \infty} \|v_n\|_{p+1} \geq m > 0.
\]
Then, there exists \( \{x_n\}_{n=1}^{\infty} \subseteq \mathbb{R}^N \) such that, up to a subsequence,
\[
v_n(\cdot + x_n) \to V \quad \text{weakly in} \quad \dot{H}^{s_c} \cap \dot{H}^1
\]
with
\[
\|V\|_{\dot{H}^{s_c}}^{p-1} \geq \frac{2m^{p+1}}{(p+1)M^2} \|\hat{Q}\|_{\dot{H}^{s_c}}^{p-1},
\]
with the same \( \hat{Q} \) as that in Theorem 1.3.

We do not prove Proposition 3.2 here but will show a very similar proof (Theorem 3.3) later, since they both can be proved with the same method. Now we prove Theorem 1.3 using the above two propositions.

Proof of Theorem 1.3 Let \( \{t_n\}_{n=1}^{\infty} \) be an arbitrary time sequence such that \( t_n \uparrow T_+ \). Set
\[
\rho_n = \frac{\|\nabla \hat{Q}\|_{2}^{-\frac{1}{1-s_c}}}{\|\nabla u(t_n)\|_{2}^{-\frac{1}{1-s_c}}} \quad \text{and} \quad v_n = \rho_n^{\frac{1}{p}} u(t_n, \rho_n x).
\]
Then, by assumption (1.3), \( v_n \) satisfies that \( \|v_n\|_{\dot{H}^{s_c}} = \|u(t_n)\|_{\dot{H}^{s_c}} < \infty \) uniformly in \( n \). Moreover, we get
\[
\|\nabla v_n\|_2 = \rho_n^{1-s_c} \|\nabla u(t_n)\|_2 = \|\nabla \hat{Q}\|_2
\]
and
\[
E(v_n) = \rho_n^{2(1-s_c)} E(u(t_n)) = \rho_n^{2(1-s_c)} E(u_0).
\]
From the blowup criteria established in Proposition 1.2 we get that \( \rho_n \to 0 \) and thus \( E(v_n) \to 0 \) as \( n \to \infty \), which implies that \( \|v_n\|_{p+1} \to \frac{p+1}{2} \|\nabla \hat{Q}\|_2 \).

If we set \( m = (\frac{p+1}{2} \|\nabla \hat{Q}\|_2)^{\frac{1}{p+1}} \) and \( M = \|\nabla \hat{Q}\|_2 \), applying Proposition 3.2 to \( \{v_n\}_{n=1}^{\infty} \), which is a bounded sequence in \( \dot{H}^{s_c} \cap \dot{H}^1 \) by construction, we obtain a family \( \{x_n\}_{n=1}^{\infty} \) and a profile \( V \) with
\[
\|V\|_{\dot{H}^{s_c}}^{p-1} \geq \frac{2m^{p+1}}{(p+1)M^2} \|\hat{Q}\|_{\dot{H}^{s_c}}^{p-1} = \|\hat{Q}\|_{\dot{H}^{s_c}}^{p-1}
\]
such that, up to a subsequence, \( \rho_n^{\frac{1}{p}} u(t_n, \rho_n \cdot + x_n) \to V \) weakly in \( \dot{H}^{s_c} \cap \dot{H}^1 \). Thus, we infer from the definition of \( \dot{H}^s \) (see section 1) that
\[
(-\Delta)^{\frac{p}{2}} \rho_n^{\frac{2}{p}} u(t_n, \rho_n \cdot + x_n) \to (-\Delta)^{\frac{p}{2}} V \quad \text{weakly in} \quad L^2.
\]
Consequently, for every \( R > 0 \),
\[
\int_{|x| \leq R} |(-\Delta)^{\frac{p}{2}} V(x)|^2 dx \leq \liminf_{n \to \infty} \int_{|x-x_n| \leq \rho_n R} |(-\Delta)^{\frac{p}{2}} u(t_n, x)|^2 dx.
\]
Assumption (1.4) implies that \( \frac{\lambda(t_n)}{\rho_n} \to \infty \) as \( n \to \infty \), which immediately gives
\[
\int |(-\Delta)^{\frac{p}{2}} V(x)|^2 dx \leq \liminf_{n \to \infty} \sup_{y \in \mathbb{R}^N} \int_{|x-y| \leq \lambda(t_n)} |(-\Delta)^{\frac{p}{2}} u(t_n, x)|^2 dx.
\]
Since the sequence \( \{t_n\}_{n=1}^\infty \) is arbitrary, we infer that
\[
\int |(-\Delta)^{\frac{m}{2}} V(x)|^2 \, dx \leq \liminf_{t \to T_+} \sup_{y \in \mathbb{R}^N} \int_{|x-y| \leq \lambda(t)} |(-\Delta)^{\frac{m}{2}} u(t,x)|^2 \, dx.
\]
For every fixed \( t \in [0,T_+] \), the function \( y \mapsto \int_{|x-y| \leq \lambda(t)} |(-\Delta)^{\frac{m}{2}} u(t,x)|^2 \, dx \) is continuous and goes to zero at infinity. Thus, there exists \( x(t) \in \mathbb{R}^N \) such that
\[
\int_{|x-x(t)| \leq \lambda(t)} |(-\Delta)^{\frac{m}{2}} u(t,x)|^2 \, dx = \sup_{y \in \mathbb{R}^N} \int_{|x-y| \leq \lambda(t)} |(-\Delta)^{\frac{m}{2}} u(t,x)|^2 \, dx,
\]
which, together with (3.11), immediately gives (1.5) and completes the proof. \( \square \)

In order to show Theorem 1.4 we should first prove the following theorem.

**Theorem 3.3.** Let \( \{v_n\}_{n=1}^\infty \) be a bounded family of \( \dot{H}^{s_c} \cap \dot{H}^1 \) such that
\[
\limsup_{n \to \infty} \|\nabla v_n\|_2 \leq M, \quad \limsup_{n \to \infty} \|v_n\|_{p+1} \geq m > 0.
\]
Then, there exists \( \{x_n\}_{n=1}^\infty \subseteq \mathbb{R}^N \) such that, up to a subsequence, \( v_n(\cdot + x_n) \rightharpoonup V \) weakly in \( \dot{H}^{s_c} \cap \dot{H}^1 \) with
\[
\|V\|_{p_c}^{p-1} \geq \frac{2m^{p+1}}{(p+1)M^2} \|Q\|_{p_c}^{p-1},
\]
where we use the same \( Q' \) as in Theorem 1.4.

**Proof.** Applying Proposition 3.1 to the sequence \( \{v_n\}_{n=1}^\infty \), we obtain the decomposition \( v_n(x) = \sum_{j=1}^l V^j(x-x_n^j) + u_n^1(x) \) such that (3.3) holds. Since \( p_c = \frac{2N}{N-2s_c} < \frac{2N+2(1-s_c)}{N-2s_c} = p + 1 < 2^* \), we get, in particular,
\[
(3.12) \quad m^{p+1} \leq \limsup_{n \to \infty} \|\sum_{j=1}^\infty V^j(x-x_n^j)\|_{p+1}^{p+1}.
\]
From the elementary inequality
\[
\left| \sum_{j=1}^l a_j^{p+1} - \sum_{j=1}^l |a_j|^{p+1} \right| \leq C \sum_{k \neq j} |a_j||a_k|^p
\]
we get that
\[
\int \left| \sum_{j=1}^l V^j(x-x_n^j)\right|^{p+1} \, dx
\]
\[
\leq \sum_{j=1}^l \int |V^j(x-x_n^j)|^{p+1} \, dx + C \sum_{j \neq k} \int |V^j(x-x_n^j)|^p |V^k(x-x_n^k)| \, dx
\]
\[
= \sum_{j=1}^l \int |V^j(x-x_n^j)|^{p+1} \, dx + C \sum_{j \neq k} \int |V^j(x)|^p |V^k(x+x_n^j-x_n^k)| \, dx.
\]
From (3.11), \( |x_n^j - x_n^k| \to \infty \) as \( n \to \infty \) for \( j \neq k \). Thus from the Hölder inequalities, we get that \( V^k(\cdot + (x_n^j - x_n^k) \rightharpoonup 0 \) for any \( j \neq k \) and that the mixed terms in the sum of (3.12) tend to vanish as \( n \to \infty \). Thus, we obtain
\[ m^{p+1} \leq \limsup_{n \to \infty} \sum_{j=1}^{\infty} \| V_j \|_{p+1}^{p+1}. \] On the other hand, in view of the Gagliardo-Nirenberg inequality (2.2), we obtain that

\[ \sum_{j=1}^{\infty} \| V_j \|_{p+1}^{p+1} \leq c_{p_c} \sum_{j=1}^{\infty} \| V_j \|_{p_c}^{p-1} \| \nabla V_j \|_2^2 \leq c_{p_c} \sup_{j \geq 1} \| V_j \|_{p_c}^{p-1} \sum_{j=1}^{\infty} \| \nabla V_j \|_2^2. \]

From (3.3), we get \( \sum_{j=1}^{\infty} \| \nabla V_j \|_2^2 \leq \limsup_{n \to \infty} \| \nabla v_n \|_2^2 \leq M^2. \) Therefore,

\[ \sup_{j \geq 1} \| V_j \|_{p_c}^{p-1} \geq \frac{m^{p+1}}{c_{p_c} M^2}. \]

By the Sobolev imbedding \( \dot{H}^{s_c} \hookrightarrow L^{p_c} \) and in view of the convergence of the series \( \sum_{j=1}^{\infty} \| V_j \|_{p_c}^2 \), we get that \( \sum_{j=1}^{\infty} \| V_j \|_{p_c}^2 < \infty \). This implies that there exist some \( j_0 \geq 1 \) such that \( \| V_j \|_{p_c} = \sup_{j \geq 1} \| V_j \|_{p_c} \). By Theorem 2.1, we have that

\[ c_{p_c} = \frac{p+1}{2} \| Q \|_{p_c}^{-p/(p-1)}. \]

Thus, (3.14) implies that

\[ \| V_j \|_{p_c}^{p-1} \geq \frac{2m^{p+1}}{(p+1) M^2} \| Q \|_{p_c}^{p-1}. \]

Now, by a change of variables, (3.2) gives that

\[ v_n(x + x_n^{j_0}) = V_j(x) + \sum_{j \neq j_0} V_j(x + x_n^{j_0} - x_n^j) + \tilde{v}_n(x), \]

where \( \tilde{v}_n(x) = v_n(x + x_n^{j_0}) \). As discussed above, \( |x_n^{j_0} - x_n^j| \to \infty \) as \( n \to \infty \) implies that

\[ V_j(x + x_n^{j_0} - x_n^j) \to 0 \text{ weakly in } \dot{H}^{s_c} \cap \dot{H}^1 \text{ for every } j \neq j_0. \]

Hence, we obtain that \( v_n(x + x_n^{j_0}) \rightharpoonup V_j + v^l \) weakly in \( \dot{H}^{s_c} \cap \dot{H}^1 \), where \( v^l \) denotes the weak limit of \( \{ v_n \}_{n=1}^{\infty} \). However, since

\[ \| v^l \|_{p+1} \leq \limsup_{n \to \infty} \| \tilde{v}_n \|_{p+1} = \limsup_{n \to \infty} \| v_n \|_{p+1} \to 0, \quad l \to \infty, \]

the uniqueness of the weak limit implies that \( v^l = 0 \) for every \( l \geq j_0 \). Thus, \( v_n(x + x_n^{j_0}) \rightharpoonup V_j \) weakly in \( \dot{H}^{s_c} \cap \dot{H}^1 \). Then the sequence \( \{ x_n^{j_0} \}_{n=1}^{\infty} \) and the function \( V_j \) fulfill the conditions of Theorem 3.3.

\textbf{Remark 3.4.} From the proof above, we can also replace \( c_{p_c} \) in (3.13) with \( c_N^2 = \| \nabla W \|_2^2 \) (see section 2 and Remark 2.4), and by the same argument, we should then obtain that the weak limit \( V \) satisfies that

\[ \| V \|_{p_c}^{p-1} \geq \frac{m^{p+1}}{M^2} \| \nabla W \|_2^2. \]

Now we sketch the proof of Theorem 1.4 by the same method as used in the proof of Theorem 1.3.

\textbf{Proof of Theorem 1.4} Let \( \{ t_n \}_{n=1}^{\infty} \) be an arbitrary time sequence such that \( t_n \uparrow T_+ \). Set \( \rho_n = \| \nabla Q \|_{2^{-s_c}} / \| \nabla u(t_n) \|_{2^{-s_c}} \) and \( v_n = \rho_n^2 u(t_n, \rho_n x) \). Similarly to the proof of Theorem 1.3, we obtain

\[ \| v_n \|_{H^{s_c}} = \| u(t_n) \|_{H^{s_c}} < \infty, \quad \| \nabla v_n \|_2 = \| \nabla Q \|_2, \quad \text{and } E(v_n) = \rho_n^{2(1-s_c)} E(u_0). \]
Moreover, \( \|v_n\|_{p+1}^2 \to \frac{p+1}{2} \|\nabla Q\|_2^2 \). Applying Theorem 3.3 to \( \{v_n\}_{n=1}^\infty \) with \( m = \left( \frac{p+1}{2} \|\nabla Q\|_2^2 \right)^{\frac{2}{p+1}} \) and \( M = \|\nabla Q\|_2 \), we obtain a family \( \{x_n\}_{n=1}^\infty \) and a profile \( V \) with
\[
\|V\|^p_{p_c} \geq \frac{2m^{p+1}}{(p+1)M^2} \|Q\|^p_{p_c} = \|Q\|^p_{p_c}
\]
such that, up to a subsequence, \( \rho_n^{\frac{2}{p-1}} u(t_n, \rho_n \cdot +x_n) \to V \) weakly in \( \dot{H}^{s_c} \cap \dot{H}^1 \). Consequently, for every \( R > 0 \),
\[
\int_{|x| \leq R} |V(x)|^{p_c} dx \leq \liminf_{n \to \infty} \int_{|x-x_n| \leq \rho_n R} |u(t_n, x)|^{p_c} dx.
\]
In view of assumption (1.4), by the same steps used in the proof of Theorem 1.3 we finally obtain that
\[
\|V\|^p_{p_c} \leq \liminf_{t \to T_+} \int_{|x-x(t)| \leq \lambda(t)} |u(t, x)|^{p_c} dx,
\]
which together with (3.17) gives (1.7), concluding the proof. \( \Box \)

Remark 3.5. In view of Remark 2.4 and Remark 3.3 we can obtain another form of concentration as follows:

**Theorem 3.6.** Let \( u_0 \in \dot{H}^{s_c} \cap \dot{H}^1 \) be such that the corresponding solution \( u \) to (1.1) blows up in finite time \( T_+ > 0 \) satisfying (1.3). Assume \( \lambda(t) > 0 \) satisfying (1.4). Then there exists \( x(t) \in \mathbb{R}^N \) such that
\[
\liminf_{t \to T_+} \|u\|^p_{L^{p_c}(|x-x(t)| \leq \lambda(t))} \geq \left( \frac{p+1}{2} \right)^{\frac{N}{2}} \|\nabla W\|_2^2,
\]
where \( W \) is the solution to (2.4).

In fact, to prove Theorem 3.6 we just need to take \( \rho_n = \frac{\|\nabla W\|_2^{\frac{1}{2-s_c}}}{\|\nabla u(t_n)\|_2^{\frac{1}{2-s_c}}} \), \( m = \left( \frac{p+1}{2} \|\nabla W\|_2^2 \right)^{\frac{2}{p+1}} \) and \( M = \|\nabla W\|_2 \) in the proof of Theorem 1.4 and follow the argument there exactly. By Theorem 2.1 and Remark 2.4 we obtain without difficulty that \( \|Q\|^p_{p_c} \geq \left( \frac{p+1}{2} \right)^{\frac{N}{2}} \|\nabla W\|_2^2 \), which implies that the concentration property described in Theorem 1.4 should be better than that in Theorem 3.6.

Note that the quantity of the least concentration described in [20] for the \( L^{p_c} \) norm of the radial blowup solutions to (1.1) was indeed in accordance with that in Theorem 3.6. In this regard, our result obtained in Theorem 1.3 not only removes the radially symmetric assumption in the case that (1.3) holds but also quantitatively improves the concentration property obtained by [20].

4. REMARKS ON DIVERGENCE OF SOLUTIONS IN \( H^1 \)

Recall that in [7], the author proved the following result.

**Proposition 4.1.** Suppose \( u_0 \in H^1 \), \( M(u) \frac{1-s_c}{2} E(u) < M(Q) \frac{1-s_c}{2} E(Q) \) and
\[
\|\nabla u_0\|_2^2 \|u_0\|_2^{\frac{1-s_c}{2}} > \|\nabla Q\|_2^2 \|Q\|_2^{\frac{1-s_c}{2}}.
\]
Then either \( u(t) \) blows up in finite forward time \( T_+ > 0 \) or \( u(t) \) is forward global and there exists a time sequence \( t_n \to \infty \) such that \( \|\nabla u(t_n)\|_2 \to \infty \) as \( n \to +\infty \). A similar statement holds for negative time.
Since $u_0 \in H^1 \subset \dot{H}^{s_c} \cap \dot{H}^1$, if the corresponding finite time blowup solution $u(t)$ to (1.1) satisfies (1.3), then the concentration properties (1.5) and (1.7) hold by Theorem 1.3 and Theorem 1.4. On the other hand, if $T_+ = \infty$ with the same $T_+$ as in Proposition 1.2 and the assumptions of Proposition 4.1 hold, then we, furthermore, have the following result.

**Theorem 4.2.** Suppose $u_0 \in H^1$, $M(u) \frac{1-s_c}{s_c} E(u) < M(Q) \frac{1-s_c}{s_c} E(Q)$ and
\[
\|\nabla u_0\|_2 \|u_0\|_{\frac{1-s_c}{s_c}} > \|\nabla Q\|_2 \|Q\|_{\frac{1-s_c}{s_c}}.
\]
If the corresponding solution $u(t)$ to (1.1) exists globally in positive time and satisfies (1.3) with $T_+ = \infty$, then there exists some time sequence $t_n \to +\infty$ as $n \to +\infty$ and $x_n \in \mathbb{R}^N$ such that for any sequence $R_n \in (0, +\infty)$ satisfying
\[
(4.1) \quad R_n \|\nabla u(t_n)\|_{\frac{1-s_c}{s_c}} \to +\infty, \quad n \to +\infty,
\]
the following hold:
\[
(4.2) \quad \liminf_{n \to +\infty} \int_{|x-x_n| \leq R_n} |(-\Delta)^{\frac{s_c}{2}} u(t_n, x)|^2 \, dx \geq \|\tilde{Q}\|_{\dot{H}^{s_c}}^2
\]
and
\[
(4.3) \quad \liminf_{n \to +\infty} \int_{|x-x_n| \leq R_n} |u(t_n, x)|^{p_c} \, dx \geq \|Q'\|_{p_c}^{p_c},
\]
where $\tilde{Q}$ and $Q'$ are the same as in Theorem 1.3 and Theorem 1.4.

Since the proof is similar to that for Theorem 1.3 and Theorem 1.4, we just sketch it as follows. In view of Proposition 4.1, we have obtained a time sequence $t_n \to +\infty$ such that $\|\nabla u(t_n)\|_2 \to +\infty$ as $n \to +\infty$. Using such a sequence $u(t_n)$, we can construct $\rho_n \in \mathbb{R}^+ \setminus \{0\}$ and a bounded sequence $v_n$ in $\dot{H}^{s_c} \cap \dot{H}^1$, the same as in the proof of Theorem 1.3 and Theorem 1.4. Correspondingly, we then get a profile $V$ with $\|V\|_{\dot{H}^{s_c}} \geq \|\tilde{Q}\|_{\dot{H}^{s_c}}$ and some sequence $\{x_n\}_{n \geq 1} \subset \mathbb{R}^N$ such that
\[
\rho_n^{-2s_c} u(t_n, \rho_n \cdot +x_n) \to V
\]
weakly in $\dot{H}^{s_c} \cap \dot{H}^1$. By assumption (4.1), we can finally obtain that
\[
\liminf_{n \to +\infty} \int_{|x-x_n| \leq R_n} |(-\Delta)^{\frac{s_c}{2}} u(t_n, x)|^2 \, dx \geq \|\tilde{Q}\|_{\dot{H}^{s_c}}^2,
\]
which is (4.2). The concentration (4.3) can be obtained similarly.
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