KATO’S INEQUALITY AND FORM BOUNDEDNESS OF KATO POTENTIALS ON ARBITRARY RIEMANNIAN MANIFOLDS
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Abstract. Let $M$ be a Riemannian manifold and let $E \to M$ be a Hermitian vector bundle with a Hermitian covariant derivative $\nabla$. Furthermore, let $H(0)$ denote the Friedrichs extension of $\nabla^* \nabla/2$. Let $V : M \to \text{End}(E)$ be a potential. We prove that if $V$ has a decomposition of the form $V = V_1 - V_2$ with $V_j \geq 0$, $V_1$ locally integrable and $|V_2|$ in the Kato class of $M$, then one can define the form sum $H(V) := H(0) + V$ in $\Gamma_{L^2}(M, E)$ without any further assumptions on $M$. Applications to quantum physics are discussed.

1. Introduction

Let $M$ be a smooth Riemannian $m$-manifold equipped with the Riemannian volume measure $\text{vol}(\bullet)$. The usual scalar Laplace Beltrami operator will be written as $\Delta = -d^* d$. Let $E \to M$ be a smooth (finite dimensional) Hermitian vector bundle with a Hermitian covariant derivative $\nabla$. The symbol $\|\bullet\|_x$ stands for the norm and the operator norm corresponding to the Hermitian structure $(\bullet, \bullet)_x$ on each fiber $E_x$. For any section $\Psi$ in $E$ or in $\text{End}(E)$, we will use the notation

$|\Psi| : M \to [0, \infty), \quad |\Psi|(x) := \|\Psi(x)\|_x$.

The smooth sections in $E$ with compact support will be denoted by $\Gamma_{C^\infty}_0(M, E)$, and $\Gamma_{L^2}(M, E)$ stands for the Hilbert space of (equivalence classes of) measurable sections $f$ in $E$ such that

$\|f\|^2 := \int_M \|f(x)\|^2_x \text{vol}(dx) < \infty$,

with scalar product

$\langle f_1, f_2 \rangle = \int_M (f_1(x), f_2(x))_x \text{vol}(dx)$.

The Hermitian covariant derivative $\nabla$ induces the Bochner Laplacian

$\nabla^* \nabla : \Gamma_{C^\infty}(M, E) \to \Gamma_{C^\infty}(M, E)$,

which is a second order elliptic differential operator. Here, $\nabla^*$ stands for the formal adjoint of $\nabla$ with respect to $\langle \cdot, \cdot \rangle$, where $T^* M$ is (complexified and) equipped with the fixed Riemannian structure. The assignment (2) defines a symmetric nonnegative operator in $\Gamma_{L^2}(M, E)$. Throughout, let $V : M \to \text{End}(E)$ be a potential; that is,
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We will only assume that $M$ is connected and without boundary.
$V$ is a measurable section in $\text{End}(E)$ such that $V(x) : E_x \to E_x$ is self-adjoint for almost every (a.e.) $x \in M$.

The nonrelativistic quantum mechanical description of the energy of atoms corresponds to the spectral theory of self-adjoint operators in $\Gamma_{L^2}(M, E)$ that are formally given by $\nabla^* \nabla + V$, where $V$ may locally have a very singular behaviour. This is certainly well-known in the Euclidean $\mathbb{R}^m$, but recently it has been realized \cite{6, 5, 9} that it is also possible to formulate analogous quantum mechanical problems on general nonparabolic Riemannian manifolds. Two typical situations that we have in mind are described in the following example:

**Example 1.1.** Let $M$ be nonparabolic. Then there is a natural analogue of the usual Euclidean Coulomb potential, namely, the minimal positive Green’s function $G : M \times M \to (0, \infty]$. $G$ has a singular behaviour near $\text{diag}(M)$, which is comparable with the Coulomb singularity.

1. If one neglects spin, then the energy of atoms with one electron is described by operators of the form $\nabla^* \nabla - \kappa G(\bullet, x_0) \mathbf{1}$ in $\Gamma_{L^2}(M, E)$, where $\text{rank} E = 1$, where $\kappa \geq 0$, and where the nucleus is considered as fixed in $y$ with respect to the electron.

2. If one takes the electron’s spin into account (assuming now that $M$ has a spin $^C$ structure), then the energy of an atom as above is described by an operator of the form $\mathcal{D}^2 - \kappa G(\bullet, x_0) \mathbf{1}$ in $\Gamma_{L^2}(M, E)$, where now $E$ is a spin $^C$ bundle and $\mathcal{D}$ is the corresponding Dirac operator. By the Lichnerowitz formula, this operator has a unique representation of the form $\nabla^* \nabla + V$.

In view of these considerations, the proper definition of self-adjoint realizations in $\Gamma_{L^2}(M, E)$ of operators that are formally given by $\nabla^* \nabla + V$, with $V$ possibly singular and $M$ arbitrary, is a very natural question in the nonrelativistic description of atoms. The aim of this paper is to show how one can use quadratic form methods to define such a canonic self-adjoint realization (“the form sum”) without any further assumptions on $M$ and under very weak assumptions on $V$, which are, nevertheless, usually easy to check in applications through $L^p$-type criteria, as we will show below. Analogously to the well-known case of scalar Schrödinger operators in Euclidean space, this quadratic form approach has the advantage of not being restricted to $L^2_{\text{loc}}$-potentials.

We proceed as follows in order to carry out this approach: First, we use the KLMN theorem together with semigroup domination to prove that the form sum $H(V) := H(0) + V$ of the Friedrichs realization $H(0)$ of $\nabla^* \nabla/2$ and $V$ is well-defined, if there are potentials $V_1, V_2 \geq 0$ with $V = V_1 - V_2$ such that $|V_1| \in L^1_{\text{loc}}(M)$ and such that $|V_2|$ is $-\Delta/2$-form bounded with bound $< 1$ (see Theorem 2.4). This abstract result shows that it is essentially enough to consider scalar problems, but it is still a difficult task to check the latter “scalar” condition. In the Euclidean $\mathbb{R}^m$, however, it is well-known that a scalar potential $v : \mathbb{R}^m \to \mathbb{R}$ is $-\Delta/2$-form bounded with bound $< 1$ if $v$ is in the Euclidean Kato class $\mathcal{K}(\mathbb{R}^m)$. There are two equivalent definitions of $\mathcal{K}(\mathbb{R}^m)$: The original analytic one, which first appeared in T. Kato’s paper \cite{12}, and the probabilistic one using Brownian motion which we know from the Aizenman-Simon paper \cite{1}. The essential observation now is that both definitions make sense on arbitrary Riemannian manifolds (in fact, both definitions can even be extended \cite{13}, \cite{17} to arbitrary metric Dirichlet spaces) and

\footnote{Although now they will only be equivalent under certain assumptions on the underlying Riemannian structure; see Theorem 2.4.}
that by taking the probabilistic one as the definition of $\mathcal{K}(M)$, one can use an abstract result on Dirichlet spaces by P. Stollmann and J. Voigt [17] to show that $v : M \to \mathbb{R}$ is $-\Delta/2$-form bounded with bound $< 1$, if $v \in \mathcal{K}(M)$. This is carried out in the proof of Theorem 2.13, which is our main result, and which states that if there is a decomposition $V = V_1 - V_2$ with potentials $V_j \geq 0$, $|V_1| \in L^1_{\text{loc}}(M)$ and $|V_2| \in \mathcal{K}(M)$, then Theorem 2.14 is applicable; that is, $H(V) = H(0) + V$ is well-defined. We believe it is a remarkable fact that we do not have to make any kind of completeness or boundedness assumptions on the underlying Riemannian structure in order to prove this result and that the global Kato assumption on $\max \sigma(V(\bullet))$ can be checked effectively in applications through $L^p$-criteria (see Proposition 2.8, Theorem 2.9 and Corollary 2.11). Furthermore, our results are strong enough to deal with Coulomb type singularities, even on a large class of nonparabolic Riemannian manifolds (see Remark 1.2 and Remark 2.12).

Remark 1.2. Although Theorem 2.13 is modelled for potentials that need not be in $L^2_{\text{loc}}$, this result has an important consequence for essential self-adjointness results: In the situation of Theorem 2.13 the operator $\nabla^* \nabla + V$ is semibounded from below on $\Gamma_{C^0}(M, E)$, and this semiboundedness is a typical assumption for essential self-adjointness criteria corresponding to operators of the form $\nabla^* \nabla + V$ with $|V| \in L^2_{\text{loc}}(M)$ [2]. Indeed, we have combined Theorem 2.13 with results from [2] in order to prove [11] the essential self-adjointness of the atomic Schrödinger operators from Example 1.1.

This paper is organized as follows: We first recall some abstract facts about quadratic forms in Hilbert spaces and then use these results together with probabilistic semigroup methods to prove Theorem 2.14. Next we introduce the Kato class $\mathcal{K}(M)$ corresponding to the Riemannian manifold $M$ (see Definition 2.6) and collect several criteria (in particular $L^p$-type criteria) for functions on $M$ to be in $\mathcal{K}(M)$. Then we will prove Theorem 2.13 and, as an additional result, we will use a result of O. Milatovic [15] to prove Proposition 2.14, which states that if $M$ is geodesically complete, then $\Gamma_{C^0}(M, E)$ is a form core for $H(V)$ under the assumptions of Theorem 2.13. Here, the geodesic completeness enters the proof through the existence of appropriate cut-off functions.

2. Main results

We first recall some well-known facts from the perturbation theory of quadratic forms: Let $\mathcal{H}$ be a Hilbert space. If $q_1$ and $q_2$ are quadratic forms in $\mathcal{H}$, then their sum $q_1 + q_2$ is defined on $D(q_1 + q_2) := D(q_1) \cap D(q_2)$, and $q_1 + q_2$ is semibounded from below and closed if $q_1$ and $q_2$ are semibounded from below and closed. If $H \geq c$ is a self-adjoint operator in $\mathcal{H}$ and if $c' \leq c$, then the densely defined, closed quadratic form $q \geq c$ corresponding to $H$ can be defined by

$$D(q) = D\left((H - c')^{1/2}\right), \quad q(f) = \left\| (H - c')^{1/2} f \right\|_{\mathcal{H}}^2 + c' \left\| f \right\|_{\mathcal{H}}^2,$$

and (3) does not depend on $c'$. Conversely, if $q \geq c$ is a densely defined, closed quadratic form, then there is a unique self-adjoint operator $H \geq c$ with (3) for all $c' \leq c$.

One often applies these considerations in the following situation: If $H' \geq c$ is a symmetric operator in $\mathcal{H}$, then the quadratic form $q'(f) := \langle Hf, f \rangle_{\mathcal{H}}$ with $D(q') := D(H')$ is closable, and its (minimal) closure $q \geq c$ corresponds uniquely
in the above sense to a self-adjoint operator \( H \geq c \), the Friedrichs extension of \( H' \). We refer the reader to [11] for details on these facts.

Let \( q \geq 0 \) be a densely defined, closed quadratic form in \( \mathcal{H} \) and let \( H \geq 0 \) be the corresponding self-adjoint operator. We will use the usual extension \( q(f) := \infty \) if \( f \in \mathcal{H} \setminus D(q) \). Using spectral calculus, \( q \) can be easily further characterized as follows:

\[
D(q) = \left\{ f \left| f \in \mathcal{H}, \lim_{t \searrow 0} \left\langle \frac{f - e^{-tH}f}{t}, f \right\rangle_{\mathcal{H}} < \infty \right\}, \tag{4}
\]

\[
q(f) = \lim_{t \searrow 0} \left\langle \frac{f - e^{-tH}f}{t}, f \right\rangle_{\mathcal{H}}.
\]

Next, we state a well-known perturbation theorem ([11], Theorem 3.4 on p. 338):

**Theorem 2.1** (KLMN theorem). Let \( \tilde{q} \) be a real-valued quadratic form on \( \mathcal{H} \) which is \( q \)-bounded with bound \( < 1 \), that is, one has \( D(q) \subseteq D(\tilde{q}) \) and there are constants \( 0 \leq C_1 < 1 \) and \( C_2 \geq 0 \) such that

\[
|\tilde{q}(f)| \leq C_1 q(f) + C_2 \|f\|_{\mathcal{H}}^2 \quad \text{for all } f \in D(q).
\]

Then the quadratic form \( q + \tilde{q} \) is semibounded from below and closed. In particular, there is a unique self-adjoint semibounded from below operator which corresponds to \( q + \tilde{q} \) in the sense of [3].

We return to our manifold setting: As we have already remarked, the operator \( \nabla^* \nabla / 2 \) with domain of definition \( D(\nabla^* \nabla / 2) = \Gamma_{L^2}(M, E) \) is a nonnegative symmetric operator in \( \Gamma_{L^2}(M, E) \), and the Friedrichs extension of this operator will be denoted by \( H(0) \geq 0 \). With a slight abuse of notation, we will continue to denote the Friedrichs extension of \( -\Delta / 2 \) in \( L^2(M) \) by \( -\Delta / 2 \geq 0 \). The quadratic forms that correspond to \( H(0) \) in \( \Gamma_{L^2}(M, E) \) and to \( -\Delta / 2 \) in \( L^2(M) \) will be written as \( q_{H(0)} \) and \( q_{-\Delta/2} \), respectively. Furthermore, the potential \( V \) defines a quadratic form in \( \Gamma_{L^2}(M, E) \) by setting

\[
D(q_V) = \left\{ f \left| f \in \Gamma_{L^2}(M, E), (Vf, f) \in L^1(M) \right\}, \tag{6}
\]

\[
q_V(f) = \int_M (V(x)f(x), f(x))_x \vol(dx).
\]

For our probabilistic considerations, let \( \mathcal{M} := (\Omega, \mathcal{F}, \mathcal{F}_x, \mathbb{P}) \) be a filtered probability space which satisfies the usual assumptions. We assume that \( \mathcal{M} \) is chosen in a way such that for any \( x \in M \), \( \mathcal{M} \) carries a Brownian motion \( B(x) \) with respect to the Riemannian manifold \( M \), starting from \( x \) (a possible choice for \( \mathcal{M} \) and \( B(x) \) which uses the Nash embedding theorem can be found in [7] and the references therein). If \( \zeta(x) : \Omega \to [0, \infty] \) is the lifetime of \( B(x) \) and if \( [0, \zeta(x)] \times \Omega \subseteq [0, \infty) \times \Omega \) stands for the half open stochastic interval of all \( (t, \omega) \) with \( 0 \leq t < \zeta(x)(\omega) \), then \( B(x) : [0, \zeta(x)] \times \Omega \to M \).

With these preparations, we can prove the following technical result, which will directly imply Theorem 2.4 below.
Proposition 2.2. Assume that $V$ has a decomposition $V = V_1 - V_2$ into potentials $V_1, V_2 \geq 0$ such that $q_{\{V_2\}} = q_{\max\sigma\{V_2\}}$ is $q_{-\Delta/2}$-bounded with bound $< 1$. Then $q_{V_2}$ is $q_{H(0)}$-bounded with bound $< 1$, one has
\begin{equation}
D(q_{H(0)} + q_V) = D(q_{H(0)}) \cap D(q_{V_1}),
\end{equation}
and the quadratic form $q_{H(0)} + q_V$ is closed and semibounded from below.

Remark 2.3. 1. Note that we do not make any (completeness or boundedness) assumptions on the Riemannian structure of $M$.

2. The crucial point for the proof of Proposition 2.2 is the semigroup domination
\begin{equation}
\langle e^{-tH(0)}\Psi, \Psi \rangle \leq \left\langle e^{\frac{t}{2}\Delta}|\Psi|, |\Psi| \right\rangle_{L^2(M)}
\end{equation}
for any $\Psi \in \Gamma_{L^2}(M, E)$, which will be proved with probabilistic methods. Explicitly, we will use a geometric Feynman-Kac type path integral formula from [4]. In fact, we have combined the results from [4] with the results of this note to generalize the cited path integral formula to Schrödinger type operators with singular potentials in [3].

Proof of Proposition 2.2. For any $t > 0$ the stochastic parallel transport with respect to $(B(x), \nabla)$ will be written as
\begin{equation}
/\!\!/^x_t : E_x \to E_{B_t(x)} \quad \text{in } \{t < \zeta(x)\} \subset \Omega.
\end{equation}
The construction of $/\!\!/^x_t$ is not important for the following considerations; we will only need the following fact: The map
\begin{equation}
/\!\!/^x_t |_{\omega} : E_x \to E_{B_t(x)}(\omega)
\end{equation}
is unitary for $\mathbb{P}$-a.e. $\omega \in \{t < \zeta(x)\}$.

Exhausting $M$ with a sequence of relatively compact open subsets in order to deal with the possible explosion in a finite time of $B(x)$, the following Feynman-Kac formulae have been proven in [4]: For any $t > 0$, $\Psi \in \Gamma_{L^2}(M, E)$, $\psi \in L^2(M)$ and a.e. $x \in M$ one has
\begin{equation}
e^{-tH(0)}\Psi(x) = \int_{\{t < \zeta(x)\}} /\!\!/^{x_t}_{\omega}^{-1}\Psi(B_t(x))d\mathbb{P}, \quad e^{\frac{t}{2}\Delta}\psi(x) = \int_{\{t < \zeta(x)\}} \psi(B_t(x))d\mathbb{P}.
\end{equation}
In particular, applying these formulae with $\psi := |\Psi|$ implies the semigroup domination $\|e^{-tH(0)}\Psi(x)\|_x \leq e^{\frac{t}{2}\Delta}|\Psi|(x)$, so that
\begin{equation}
\langle e^{-tH(0)}\Psi, \Psi \rangle \leq \left\langle e^{\frac{t}{2}\Delta}|\Psi|, |\Psi| \right\rangle_{L^2(M)}.
\end{equation}
If $f \in D(q_{H(0)})$, then by (4) and the latter inequality one has
\begin{equation}
\infty > q_{H(0)} = \lim_{t \searrow 0} \left\langle \frac{f - e^{-tH}f}{t}, f \right\rangle \geq \lim_{t \searrow 0} \left\langle \frac{|f| - e^{\frac{t}{2}\Delta}|f|}{t}, |f| \right\rangle_{L^2(M)} = q_{-\Delta/2}(|f|),
\end{equation}
so that
\begin{equation}|f| \in D(q_{-\Delta/2}) \quad \text{and} \quad q_{H(0)}(f) \geq q_{-\Delta/2}(|f|).
\end{equation}
Finally,
\[ q_{V_2}(f) \leq q_{|V_2|}(|f|) \leq C_1 q_{-\Delta/2}(|f|) + C_2 \|f\|^2 \]
\[ \leq C_1 q_{H(0)}(f) + C_2 \|f\|^2 \]
for some \(0 \leq C_1 < 1\) and some \(C_2 \geq 0\), which follows directly from the assumptions and \(\mathfrak{D}\), so that \(q_{V_2}\) is \(q_{H(0)}\)-bounded with bound \(< 1\).

Now \(\mathfrak{D}\) follows from \(D(q_{H(0)}) \subset D(q_{V_2})\) and \(V = V_1 - V_2\), and the last assertion is implied by the KLMN theorem: Indeed, we have \(q_{H(0)} + q_V = q_{H(0)} - q_{V_2} + q_{V_1}\) and the KLMN theorem implies that \(q_{H(0)} - q_{V_2}\) is closed and semibounded from below on \(D(q_{H(0)})\). On the other side, \(q_{V_1}\) is closed and nonnegative by the above abstract considerations (this is the quadratic form corresponding to the nonnegative multiplication operator defined by \(V_1\)), so that \(q_{H(0)} + q_V\) is closed and semibounded from below. \(\square\)

Proposition 2.2 has the following important consequence:

**Theorem 2.4.** Assume that \(V\) has a decomposition \(V = V_1 - V_2\) into potentials \(V_1, V_2 \geq 0\) such that \(|V_1| \in L^1_{\text{loc}}(M)\) and such that \(q_{|V_2|}\) is \(q_{-\Delta/2}\)-bounded with bound \(< 1\). Then one has \(\mathfrak{D}\), and the quadratic form \(q_{H(0)} + q_V\) is densely defined, closed and semibounded from below. In particular, the form sum \(H(V) := H(0) + V\) is well-defined.

**Proof.** We only have to prove that \(D(q_{H(0)} + q_V)\) is dense. But clearly the local integrability of \(V_1\) implies \(\Gamma_{C^0_c}(M, E) \subset D(q_{H(0)}) \cap D(q_{V_1})\), so that the claim follows from \(\mathfrak{D}\). \(\square\)

We also state the following corollary to the proof of Proposition 2.2 separately. It is a quadratic form version of Kato’s inequality \(\mathfrak{D}\):

**Corollary 2.5.** One has \(|f| \in D(q_{-\Delta/2})\) and \(q_{H(0)}(f) \geq q_{-\Delta/2}(|f|)\) for any \(f \in D(q_{H(0)})\).

In general, it is a difficult task to determine large explicitly given classes of potentials \(V\) that ensure that \(q_V\) is \(q_{H(0)}\)-bounded with bound \(< 1\). However, it is well-known that the latter condition is satisfied for scalar Schrödinger operators in the Euclidean \(\mathbb{R}^m\) if the potential is in the Kato class of the underlying Riemannian structure.\(^3\) As an application of Theorem 2.4, we are going to extend this classical result to our general setting.

To this end, let \(p_t(x, y)\) denote the minimal positive heat kernel of \(M\). For example, \(p_t(x, y)\) can be defined as the smooth integral kernel corresponding to \(e^{\frac{t}{2} \Delta} \in \mathcal{L}(L^2(M))\) \(\mathfrak{D}\):

\[ e^{\frac{t}{2} \Delta} f(x) = \int_M p_t(x, y) f(y) \text{vol}(dy). \]

\(^3\)\(H(V)\) is, by definition, the self-adjoint semibounded from below operator corresponding to \(q_{H(0)} + q_V\). This is a slightly nonstandard notion.

\(^4\)To be more exact \(\mathfrak{D}\), one should actually write “...of the underlying Dirichlet space structure”. 
The basic properties of \( p_t(x,y) \) that we are going to use here are

\[
\int_M p_t(x,y) \text{vol}(dy) \leq 1,
\]

and then finally the Chapman-Kolmogorov identity

\[
p_{t+s}(x,y) = \int_M p_t(x,z)p_s(z,y) \text{vol}(dz),
\]
valid for all \( s, t > 0 \) and \( x, y \in M \).

**Definition 2.6.** A measurable function \( v : M \to \mathbb{C} \) is said to be in the Kato class \( \mathcal{K}(M) \) of \( M \) if

\[
\lim_{t \searrow 0} \sup_{x \in M} \int_0^t \int_M p_s(x,y) |v(y)| \text{vol}(dy) ds = 0.
\]

By a usual abuse of notation, the obvious dependence of the linear space \( \mathcal{K}(M) \) on the underlying Riemannian structure does not appear in our notation.

**Definition 2.6** is probabilistic in its nature: Since one has (10), Proposition 4.1.6

\[
P\{B_t(x) \in N, t < \zeta(x)\} = \int_N p_t(x,y) \text{vol}(dy)
\]
for any Borel set \( N \subset M \), it follows that

\[
\int_0^t \int_M p_s(x,y) |v(y)| \text{vol}(dy) ds = \int_0^t \int_{\{s < \zeta(x)\}} |v(B_s(x))| dP ds
\]
for all \( t > 0, x \in M \) and any measurable function \( v : M \to \mathbb{C} \).

If \( v \in L^\infty(M) \), then (10) implies

\[
\int_0^t \int_M p_s(x,y) |v(y)| \text{vol}(dy) ds \leq Ct
\]
for some essential bound \( C > 0 \) of \( v \), so that one always has

\[
L^\infty(M) \subset \mathcal{K}(M).
\]

We also note the following facts:

**Proposition 2.7.** Let \( v : M \to \mathbb{C} \) be measurable.

a) For any \( r, t > 0 \) one has

\[
(1 - e^{-rt}) \sup_{x \in M} \int_0^\infty e^{-rs} \int_M p_s(x,y) |v(y)| \text{vol}(dy) ds
\]

\[
\leq \sup_{x \in M} \int_0^t \int_M p_s(x,y) |v(y)| \text{vol}(dy) ds
\]

\[
\leq e^{rt} \sup_{x \in M} \int_0^\infty e^{-rs} \int_M p_s(x,y) |v(y)| \text{vol}(dy) ds.
\]

In particular, one has \( v \in \mathcal{K}(M) \) if and only if

\[
\lim_{r \to \infty} \sup_{x \in M} \int_0^\infty e^{-rs} \int_M p_s(x,y) |v(y)| \text{vol}(dy) ds = 0.
\]

\(^5\)In typical applications, \( v \) will be real-valued of course.
b) If for any compact $K \subset M$ there is a $\varepsilon_K > 0$ with
\[
\sup_{x, y \in M} \int_0^{\varepsilon_K} \int_K p_s(x, y) |v(y)| \text{vol}(dy) ds < \infty,
\]
then one has $v \in L^1_{\text{loc}}(M)$. In particular, one has $\mathcal{K}(M) \subset L^1_{\text{loc}}(M)$.

Proof. a) This assertion follows from a straightforward application of the Chapman-Kolmogorov identity. Details can be carried out as in the proof of Lemma 3.1 in [14] (where the authors consider measure perturbations of Dirichlet forms) if one defines a Kato type measure by setting $\mu(dx) := |v(x)| \text{vol}(dx)$.

b) Let $K \subset M$ be compact and fix some $C_K > 0$ such that for all $s \in [\varepsilon_K/2, \varepsilon_K]$ and all $x, y \in K$ one has $p_s(x, y) > C_K$. Then
\[
C_K \left( \varepsilon_K - \frac{\varepsilon_K}{2} \right) \int_K |v(y)| \text{vol}(dy)
\leq \sup_{x \in M} \int_0^{\varepsilon_K} \int_K p_s(x, y) \text{vol}(dy)
\]
(16)
which is finite. $\square$

We now turn to criteria for functions to be in the Kato class. The first one is an abstract $L^p$ type criterion:

**Proposition 2.8.** Assume that there is a $C > 0$ and a $t_0 > 0$ such that for all $0 < t < t_0$ one has
\[
\sup_{x, y \in M} p_t(x, y) \leq \frac{C}{t^2}.
\]
Then for any $p$ such that $p \geq 1$ if $m = 1$ and $p > m/2$ if $m \geq 2$, one has
\[
L^p(M) + L^\infty(M) \subset \mathcal{K}(M).
\]

Proof. It is sufficient to prove $L^p(M) \subset \mathcal{K}(M)$, so let $v \in L^p(M)$, $0 < t < t_0$, $x \in M$ and $1/p + 1/q = 1$. Then using Hölder’s inequality we get
\[
\int_0^t \int_M p_s(x, y) v(y) \text{vol}(dy) ds \leq \|v\|_{L^p(M)} \int_0^t \|p_s(x, \bullet)\|_{L^q(M)} ds.
\]
Since (17) and (10) give
\[
\left( \int_M p_s(x, y)^{q-1} p_s(x, y) \text{vol}(dy) \right)^{\frac{1}{q}} \leq \frac{C p}{s \|p\|_{L^q(M)}},
\]
one has that (18) is
\[
\leq \|v\|_{L^p(M)} C p \int_0^t \frac{1}{s \|p\|_{L^q(M)}} ds,
\]
which tends to 0 as $t \searrow 0$. $\square$

Let $d(x, y)$ stand for the geodesic distance of $x, y \in M$ and let $K_r(x)$ stand for the open geodesic ball with radius $r$ around $x$. For $p \geq 1$ let $L^p_{\text{loc}}(M)$ denote the space of uniformly locally $p$-integrable functions on $M$; that is, a measurable function $v : M \to \mathbb{C}$ is in $L^p_{\text{loc}}(M)$ if and only if
\[
\sup_{x \in M} \int_{K_1(x)} |v(y)|^p \text{vol}(dy) < \infty.
\]
Again, the dependence of this space on the Riemannian structure will not be indicated in our notation. Note the trivial inclusions
\[ L^p(M) \subset L^p_{u,\text{loc}}(M) \subset L^p_{\text{loc}}(M). \]

With the following control on the Riemannian structure, one has an equivalent analytic characterization of \( \mathcal{K}(M) \) and a large class of Kato functions can be constructed:

**Theorem 2.9.** Let \( M \) be geodesically complete with Ricci curvature bounded from below and assume that there is a \( C > 0 \) and an \( R > 0 \) such that for all \( 0 < r < R \) and all \( x \in M \) one has
\[ \text{vol}(K_r(x)) \geq Cr^m. \] (20)
a) A measurable function \( v : M \to \mathbb{C} \) is in \( \mathcal{K}(M) \) if and only if
\[ v \in L^1_{u,\text{loc}}(M), \quad \text{if } m = 1, \]
and
\[ \lim_{r \to 0} \sup_{x \in M} \int_{K_r(x)} |v(y)| h_m(d(x,y)) \text{vol}(dy) = 0, \quad \text{if } m \geq 2. \]

Here, \( h_m : [0, \infty) \to [-\infty, \infty] \) is the function given by
\[ h_m(r) := \begin{cases} r^{2-m}, & \text{if } m > 2, \\ \log(r^{-1}), & \text{if } m = 2. \end{cases} \] (21)
b) For any \( p \) such that \( p \geq 1 \) if \( m = 1 \) and \( p > m/2 \) if \( m \geq 2 \), one has
\[ L^p(M) + L^\infty(M) \subset \mathcal{K}(M). \]

**Remark 2.10.** If \( M \) is geodesically complete with Ricci curvature bounded from below and a positive injectivity radius, then \( M \) satisfies the assumptions of Theorem 2.9. This is explained in [13, p. 110] and the references therein.

**Proof of Theorem 2.9.** These assertions are included in [13, p. 110] in the following sense: There, the authors assume that \( M \) is geodesically complete with Ricci curvature bounded from below and a positive injectivity radius (which, according to the remark above, is a slightly stronger assumption), but the assumption on the injectivity radius is only used to deduce (20).

The analytic characterization of \( \mathcal{K}(M) \) from Theorem 2.9 coincides with the original form of the Kato assumption in the Euclidean \( \mathbb{R}^m \), which first appeared as condition (1.5) in [12].

Using Bishop-Gromov’s volume comparison theorem, we get:

**Corollary 2.11.** Let \( M \) be geodesically complete with Ricci curvature bounded from below.

a) For any \( p \geq 1 \), one has
\[ L^p(M) + L^\infty(M) \subset L^p_{u,\text{loc}}(M). \]

b) Assume that there is a \( C > 0 \) and an \( R > 0 \) such that for all \( 0 < r < R \) and all \( x \in M \) one has
\[ \text{vol}(K_r(x)) \geq Cr^m. \] (22)
Then for any \( p \) such that \( p \geq 1 \) if \( m = 1 \) and \( p > m/2 \) if \( m \geq 2 \), one has
\[ L^p(M) + L^\infty(M) \subset \mathcal{K}(M). \]
Proof. a) Assume that $\kappa \in \mathbb{R}$ is chosen such that $\text{Ric} \geq (m - 1)\kappa$ and let $l_{m,\kappa} : (0, \infty) \to (0, \infty)$ be given as

\[
\begin{aligned}
l_{m,\kappa}(r) &= C_m \int_0^r \left( \frac{\sin(s\sqrt{\kappa})}{\sqrt{\kappa}} \right)^{m-1} ds, \quad \text{if } \kappa > 0, \\
l_{m,\kappa}(r) &= C_m \int_0^r \left( \frac{\sinh(s\sqrt{-\kappa})}{\sqrt{-\kappa}} \right)^{m-1} ds, \quad \text{if } \kappa < 0, \\
l_{m,0}(r) &= C_m \int_0^r s^{m-1} ds,
\end{aligned}
\]

with $C_m$ the Euclidean volume of the unit sphere $S^{m-1} \subset \mathbb{R}^m$. Note that $l_{m,\kappa}(r)$ is just the volume of a geodesic ball with radius $r$ in the $m$-dimensional model space with constant sectional curvature $\kappa$, so that Bishop-Gromov’s volume comparison theorem [16] states that for all $x \in M$ and all $r > 0$ one has $\text{vol}(K_r(x)) \leq l_{m,\kappa}(r)$. In particular, for $v = v_1 + v_2 \in L^p(M) + L^\infty(M)$,

\[
\int_{K_1(x)} |v(y)|^p \text{vol}(dy) \leq 2^{p-1} \int_{K_1(x)} |v_1(y)|^p \text{vol}(dy) + 2^{p-1} \int_{K_1(x)} |v_2(y)|^p \text{vol}(dy) \leq 2^{p-1} \|v_1\|_{L^\infty(M)} l_{m,\kappa}(1) + 2^{p-1} \|v_2\|_{L^p(M)},
\]

which proves the assertion.

b) This follows from part a) and Theorem [2.9] b). One can also use Proposition [2.8] to deduce this result; namely, it is included in [13, p. 110] that (17) is satisfied in this situation.

Remark 2.12. The class $\mathcal{K}(M)$ is big enough to include Coulomb type singularities: If $M$ is the Euclidean $\mathbb{R}^3$, then Corollary [2.11] obviously implies that the function $v : \mathbb{R}^3 \to \mathbb{R}$, $v(x) := C/|x|_{\mathbb{R}^3}$ if $x \neq 0$ and $v(x) := 0$ if $x = 0$ is in $\mathcal{K}(\mathbb{R}^3)$ for any $C \in \mathbb{R}$. Of course, this can also be seen from Proposition [2.8]. More generally, one can use the latter result to show that if $M$ is three dimensional and geodesically complete such that $p_t(x,y)$ satisfies a Gaussian upper bound for all times, then $M$ is nonparabolic and the corresponding Coulomb potential $G_1(x_0) : M \to [0, \infty]$ is in $\mathcal{K}(M)$ [9].

Remarkably, we do not have to make any kind of completeness or boundedness assumption on the underlying Riemannian structure in order to prove our main result:

**Theorem 2.13.** Assume that $V$ has a decomposition $V = V_1 - V_2$ into potentials $V_1, V_2 \geq 0$ such that

\[|V_1| \in L^1_{\text{loc}}(M) \quad \text{and} \quad |V_2| \in \mathcal{K}(M).\]

Then one has [7], and the quadratic form $q_{H(0)} + q_V$ is densely defined, closed and semibounded from below so that the form sum $H(V) = H(0) + V$ is well-defined.

**Proof.** By Theorem [2.4] it is sufficient to prove that with

\[0 \leq v := |V_2| \in \mathcal{K}(M),\]

it holds that $q_v$ is $q_{-\Delta/2}$-bounded with bound $< 1$. 

To this end, we will use an abstract result from the theory of measure perturbations of regular Dirichlet forms from [17]: By definition, \( \mathcal{C}_0^\infty(M) \) is a core for the quadratic form \( q_{-\Delta/2} \). Furthermore, one has\[6\]
\[ \mathcal{C}_0^\infty(M) \subset \mathcal{C}_0(M) \cap D(q_{-\Delta/2}), \]
and \( \mathcal{C}_0^\infty(M) \) is dense in \( \mathcal{C}_0(M) \) with respect to \( \| \cdot \|_\infty \). In particular, (10) implies that \( q_{-\Delta/2} \) is a regular Dirichlet form in \( \mathbb{L}^2(M) \). For any \( r > 0 \) let
\[
(24) \quad C_r(v) := \sup_{x \in M} \int_0^\infty e^{-rs} \int_M p_s(x, y)v(y)\text{vol}(dy)ds.
\]
It follows from Proposition 2.7 a) that \( C_r(v) < \infty \) for some/all \( r > 0 \). As a consequence, the Kato type measure \( \mu(dx) := v(x)\text{vol}(dx) \) is in the class \( \hat{S}_K \) from [17], so that Theorem 3.1 in [17] implies
\[
(25) \quad q_v(u) = \int_M |u(x)|^2v(x)\text{vol}(dx) \leq C_r(v)q_{-\Delta/2}(u) + rC_r(v)\|u\|_{\mathbb{L}^2(M)}^2
\]
for all \( r > 0, u \in D(q_{-\Delta/2}) \). Finally, we may use (15) to take \( r \) large enough with \( C_r(v) < 1 \) in the last inequality to complete the proof. \( \square \)

Finally, we show that under geodesic completeness, \( \Gamma_{\mathcal{C}_0^\infty}(M, E) \) is a form core for \( H(V) \) in the setting of Theorem 2.13:

**Proposition 2.14.** In the situation of Theorem 2.13, assume that \( M \) is geodesically complete. Then \( \Gamma_{\mathcal{C}_0^\infty}(M, E) \) is a form core for \( H(V) \).

**Proof.** Since the proof Theorem 2.13 actually shows that \( q_{V_2} \) is \( q_{H(0)} \)-bounded with bound < 1, we can assume \( V_2 = 0 \). But in this case, the result has been proven in [15, Lemma 2.2]. As we have already mentioned in the introduction, the geodesic completeness assumption enters the proof of the latter assertion through the existence of appropriate cut-off functions. \( \square \)
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\( ^6 \)Here, \( \mathcal{C}_0(M) \) stands for the continuous functions on \( M \) with compact support.


Institut für Mathematik, Humboldt-Universität zu Berlin, Rudower Chaussee 25, 12489 Berlin, Germany

E-mail address: gueneysu@math.hu-berlin.de