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Abstract. We consider the gravitational motion of $n$ point particles with masses $m_1, m_2, \ldots, m_n > 0$ on surfaces of constant Gaussian curvature. Based on the work of Diacu and his co-authors, we derive the law of universal gravitation in spaces of constant curvature. Using the results, we examine all possible 3-body configurations that can generate geodesic relative equilibria. We prove the existence of all acute triangle Eulerian relative equilibria and get a necessary and sufficient condition for the existence of obtuse triangle Eulerian relative equilibria. We also show that any three positive masses can generate Eulerian relative equilibria.

1. Introduction

The $n$-body problem in spaces of constant curvature has its roots in the 2-body case, independently proposed by Bolyai, [2], and Lobachevsky, [10]. Their geometric ideas were expressed analytically by Schering, [12], who showed that the natural extension of the Newtonian potential is given by the cotangent of the distance, as we will explain later. Like the Kepler problem in the Euclidean space, the potential is a harmonic function in 3-dimensional space and generates a central field in which bounded orbits are closed.

Kozlov and Harin, [9], as well as Cariñena, Rañada, and Santander, [3], revisited the idea of the cotangent potential, wrote the Lagrangian function in generalized co-ordinates, and solved the Kepler problem with the methods of Lagrangian mechanics. Diacu, Pérez-Chavela, and Santoprete, [5], viewed the problem as a mechanical system with holonomic constraints, wrote the Lagrangian function in Cartesian coordinates, obtained the equations of motion using constrained Lagrangian dynamics, and studied relative equilibria in $S^2$ and $H^2$. Basing our results on their work, we analyze the attractive force between bodies in a geometrical way and obtain the law of universal gravitation in spaces of constant curvature $\kappa$, which leads to Newton’s equations in Euclidean space when $\kappa \to 0$.

Using the formula of the attractive force, we study geodesic relative equilibria of the 3-body problem in $S^2$ and especially focus on Eulerian relative equilibria. Diacu, Pérez-Charela, and Manuele Santoprete, [5], as well as Pérez-Chavela and Reyes-Victoria, [11], found solutions of this kind. They mainly discussed whether
or not three given masses can generate an Eulerian relative equilibrium. Instead, we examine all possible configurations that can generate Eulerian relative equilibria. We prove the existence of acute triangle Eulerian relative equilibria and obtain a necessary and sufficient condition for the existence of Eulerian relative equilibria given by obtuse triangles. We also show that any three positive masses can generate Eulerian relative equilibria.

2. Equations of motion

Let us first introduce some notation and formulas.

1. To set the 2-dimensional manifolds of constant curvature $\kappa$ in which the bodies move, we endow $\mathbb{R}^3$ with two structures: $\mathbb{E}^3$, i.e., $(\mathbb{R}^3, ds^2 = dx_1^2 + dx_2^2 + dx_3^2)$, and $\mathbb{M}^3$, i.e., $(\mathbb{R}^3, ds^2 = dx_1^2 + dx_2^2 - dx_3^2)$. These metrics lead to the “inner” products:

$$\mathbf{a} \odot \mathbf{b} := a_1 b_1 + a_2 b_2 + \sigma a_3 b_3,$$

where $\sigma = 1$, if $\kappa > 0$, and $\sigma = -1$, if $\kappa < 0$.

We define two kinds of spheres.

- $S_\kappa^2 := \{ \mathbf{a} \in \mathbb{R}^3 \mid \mathbf{a} \odot \mathbf{a} = \kappa - 1, \kappa > 0 \}$,
- $H_\kappa^2 := \{ \mathbf{a} \in \mathbb{R}^3 \mid \mathbf{a} \odot \mathbf{a} = \kappa - 1, a_3 > 0, \kappa < 0 \}$.

2. Following [3], let us consider the following trigonometric $\kappa$-functions, which unify elliptic and hyperbolic trigonometry. We define the $\kappa$-sine, $sn_\kappa$, as

$$sn_\kappa(x) := \begin{cases} 
\kappa^{-1/2} \sin \kappa^{1/2} x & \text{if } \kappa > 0, \\
0 & \text{if } \kappa = 0, \\
(-\kappa)^{-1/2} \sinh(-\kappa)^{1/2} x & \text{if } \kappa < 0,
\end{cases}$$

the $\kappa$-cosine, $csn_\kappa$, as

$$csn_\kappa(x) := \begin{cases} 
\cos \kappa^{1/2} x & \text{if } \kappa > 0, \\
1 & \text{if } \kappa = 0, \\
\cosh(-\kappa)^{1/2} x & \text{if } \kappa < 0,
\end{cases}$$

as well as the $\kappa$-tangent, $tn_\kappa$, and $\kappa$-cotangent, $ctn_\kappa$, as

$$tn_\kappa(x) := \frac{sn_\kappa(x)}{csn_\kappa(x)} \quad \text{and} \quad ctn_\kappa(x) := \frac{csn_\kappa(x)}{sn_\kappa(x)},$$

respectively. The entire trigonometry can be rewritten in this unified context, but the only identity we will further need is the fundamental formula

$$ctn'_\kappa(x) = -\frac{1}{sn^2_\kappa(x)}.$$

3. The position of the $i$-th mass $m_i$ on the surface of curvature $\kappa$ is $\mathbf{q}_i$, and the distances between masses $m_i$ and $m_j$ are $d_\kappa(\mathbf{q}_i, \mathbf{q}_j)$, $i, j = 1, \ldots, n$.

The curvature of $S_\kappa^2$ and $H_\kappa^2$ is $\kappa$, so the $n$-body problem in spaces of constant curvature $\kappa$ can now be formulated as follows.

Consider a Lagrangian system in $\mathbb{R}^3$ given by

$$L_\kappa(\mathbf{q}, \dot{\mathbf{q}}) = T_\kappa(\mathbf{q}, \dot{\mathbf{q}}) + U_\kappa(\mathbf{q})$$
where
\[
T_\kappa(q, \dot{q}) := \frac{1}{2} \sum_{i=1}^{n} m_i (q_i \odot \dot{q}_i) (\kappa q_i \odot q_i),
\]
\[
U_\kappa(q) := \sum_{i,j=1, j \neq i}^{n} m_i m_j \text{ctn}_\kappa(d_\kappa(q_i, q_j)),
\]
and the holonomic constraints are \(q_i \odot q_i = \kappa^{-1}, \ i = 1, \ldots, n\).

Using the method of Lagrange multipliers, we obtain the Euler-Lagrange equations:
\[
\begin{align*}
\left\{ \begin{array}{l}
m_i \dot{q}_i = \nabla_{q_i} U_\kappa(q) - m_i \kappa (q_i \odot q_i) q_i, \quad q_i \odot q_i = \kappa^{-1}, \quad i = 1, \ldots, n, \ \kappa \neq 0, \\
\nabla_{q_i} U_\kappa(q) = \sum_{j=1, j \neq i}^{n} \frac{m_i m_j (\kappa |q_j|)^{3/2} - \kappa (q_i \odot q_j) q_i}{|\sigma - \kappa (q_i \odot q_j)|^{3/2}},
\end{array} \right.
\end{align*}
\]

Diacu pointed out that this formalism allows a straightforward generalization to the \(n\)-body problem in \(S^\mu_\kappa\) and \(H^\mu_\kappa\) for any integer \(\mu \geq 1\). The equation of motion in the \(\mu\)-dimensional space of constant curvature has the same form.

3. THE GENERALIZED LAW OF UNIVERSAL GRAVITATION

Notice that two kinds of forces act on the mass \(m_i\): 
\(-m_i \kappa (q_i \odot q_i) q_i, \) due to the constraints, and the attractive force arising from other masses \(m_j\):
\[
F_{ji} := \nabla_{q_i} m_i m_j \text{ctn}_\kappa(d_\kappa(q_i, q_j)) = \frac{m_i m_j (\kappa |q_j|)^{3/2} - \kappa (q_i \odot q_j) q_i}{|\sigma - \kappa (q_i \odot q_j)|^{3/2}},
\]
\(j \neq i\).

Although the attractive force looks complicated at first glance, some geometric considerations make it look simpler.

We use the generic notation \(M^2_\kappa\) for \(S^2_\kappa\) if \(\kappa > 0\) and for \(H^2_\kappa\) if \(\kappa < 0\).

**Lemma 3.1.** Consider the \(n\)-body problem in \(M^2_\kappa\), and assume \(q_i \neq q_j\) for \(\kappa > 0\), then the magnitude of \(F_{ji}\) is \(m_i m_j |q_j|^{3/2} / |\sigma - \kappa |q_i \odot q_j|^{3/2}\), and the direction of \(F_{ji}\) is the same as the direction of \(\dot{\varphi}(0)\), where \(\varphi\) is the minimal geodesic connecting \(q_i\) and \(q_j\) on \(M^2_\kappa\), with \(\varphi(0) = q_i\).

Before we prove the above lemma, let us recall some geometrical facts. We define a distance function on \(M^2_\kappa\):
\[
r_\kappa(q) = d_\kappa(q, A),
\]
where \(q, A\) are in \(M^2_\kappa, q \neq A,\) and \(q \neq -A,\) if \(\kappa > 0\).

**Proposition 3.2.** Consider the gradient field of \(r_\kappa(q)\) on \(M^2_\kappa\). Then the magnitude of \(\nabla r_\kappa(q)\) is 1, and the direction of \(\nabla r_\kappa(q)\) is the same as the direction of \(-\dot{\varphi}(0)\), where \(\varphi\) is the minimal geodesic connecting \(q\) and \(A\), with \(\varphi(0) = q\).

**Proof.** According to [3], we can choose \(\tau\) in the linear isometry group of \(M^2_\kappa\) such that \(\tau(A) = (0,0, (\sigma\kappa)^{-1/2})\) and \(\tau(\varphi)\) is the intersection of the \(x - z\) plane and \(M^2_\kappa\). Hence we can assume that \(A = (0,0, (\sigma\kappa)^{-1/2})\) and \(q = (x,0,z)\). Recalling \(\text{csn}_\kappa^2(x) + \kappa \text{sn}_\kappa^2(x) = 1\), we can parameterize \(M^2_\kappa(x^2 + y^2 + \sigma z^2 = \kappa^{-1})\) as
\[
(x, y, z) = (\text{sn}_\kappa(r) \cos \phi, \text{sn}_\kappa(r) \sin \phi, (\sigma\kappa)^{-1/2} \text{csn}_\kappa(r)).
\]
Then
\[
ds^2 = dx^2 + dy^2 + dx^2 = dr^2 + \text{sn}_\kappa^2(r)d\phi^2.
\]
Since $\mathbf{q}$ is $(sn_\kappa(r), 0, (\sigma\kappa)^{-\frac{1}{2}}csn_\kappa(r))$, we find $r_\kappa(\mathbf{q}) = r$. Then

$$\nabla r_\kappa(\mathbf{q}) = \partial_r,$$

$$\langle \nabla r_\kappa(\mathbf{q}), \nabla r_\kappa(\mathbf{q}) \rangle = \langle \partial_r, \partial_r \rangle = 1. \square$$

**Proof of Lemma 3.1**

$$F_{ji} = \nabla m_i m_j ctn_\kappa (r(\mathbf{q}))|_{\mathbf{q} = \mathbf{q}_i}$$

$$= m_i m_j \frac{dctn_\kappa(r(\mathbf{q}))}{dr} \nabla r(\mathbf{q})|_{\mathbf{q} = \mathbf{q}_i},$$

$$= m_i m_j \frac{1}{sn^2_\kappa r(\mathbf{q})} \nabla r(\mathbf{q})|_{\mathbf{q} = \mathbf{q}_i},$$

$$= \frac{m_i m_j}{sn^2_\kappa d_\kappa(\mathbf{q}_i, \mathbf{q}_j)} \nabla r(\mathbf{q})|_{\mathbf{q} = \mathbf{q}_i}. $$

By Proposition 3.2, this completes the proof. \square

The above computation does not depend on the dimension of the space, so the lemma holds in $S^\mu_\kappa$ and $H^\mu_\kappa$ for any integer $\mu \geq 1$. For $\kappa \to 0$, we have

$$\frac{m_i m_j}{sn^2_\kappa d_\kappa(\mathbf{q}_i, \mathbf{q}_j)} \to \frac{m_i m_j}{d^2_0(\mathbf{q}_i, \mathbf{q}_j)},$$

$$-m_i \kappa(\mathbf{q}_i \circ \mathbf{q}_i) \mathbf{q}_i \to 0;$$

i.e., we recover Newton’s law of universal gravitation in Euclidean space.

4. **Geodesic relative equilibria for 3-body problems in $S^2$**

As pointed out in [4], by a change of coordinates and a rescaling of time, we can eliminate the parameter $\kappa$, up to its sign, from the equations of motion, such that the problem reduces to $S^2$ and $H^2$. In this section, we apply Lemma 3.1 to study the geodesic relative equilibria for 3-body problems in $S^2$, especially the Eulerian relative equilibria.

Taking $\kappa = 1$, $\sigma = 1$, we get the equation in $S^2$:

$$\left\{ \begin{array}{l}
    \dot{\mathbf{q}}_i = \nabla \mathbf{q}_i U_1(\mathbf{q}) - m_i (\mathbf{q}_i \cdot \mathbf{q}_i) \mathbf{q}_i, \quad \mathbf{q}_i \cdot \mathbf{q}_i = 1, \quad \mathbf{q}_i \cdot \hat{\mathbf{q}}_i = 0, \quad i = 1, \ldots, n,

    \nabla \mathbf{q}_i U_1(\mathbf{q}) = \sum_{j=1, j \neq i}^{n} \frac{m_i m_j (\mathbf{q}_i \cdot \mathbf{q}_j / |\mathbf{q}_i - \mathbf{q}_j|^3)^{1/2}}{|1 - (\mathbf{q}_i \cdot \mathbf{q}_j)|}.
\end{array} \right. \tag{\star}$$

A relative equilibrium is a solution of (\star) which is invariant to $SO(3)$ rotations. Since every element of the group $SO(3)$ can be written, in an orthonormal basis, as a rotation about the $z$-axis, following [5], we define elliptic relative equilibria as follows.

**Definition 4.1.** An elliptic relative equilibrium in $S^2$ is a solution of the form $\mathbf{q}_i = (x_i, y_i, z_i)$, $i = 1, \ldots, n$, of equations (\star) with $x_i = r_i \cos(\omega t + \alpha_i)$, $y_i = r_i \sin(\omega t + \alpha_i)$, $z_i = \text{constant}$, where $\omega$, $\alpha_i$, and $r_i$ with $0 \leq r_i = (1 - z^2_i)^{1/2} \leq 1$, $i = 1, \ldots, n$, are constants.

If the bodies lie on a geodesic curve, the corresponding solution is called a geodesic relative equilibrium. If the bodies lie on a rotating geodesic curve, the corresponding solution is called an Eulerian relative equilibrium. Diacu, Pérez-Charela, and Santoprete, [5], found one kind of Eulerian relative equilibria, namely when the bodies lie on a meridian rotating around the $z$-axis. They also found relative equilibria that rotate on the equator $z = 0$. We will further show that these are the only possible cases.
Theorem 4.2. Consider \( n \) bodies lying initially on a geodesic of \( \gamma \) of \( S^2 \). If this configuration can generate a relative equilibrium, then \( \gamma \) is either the equator or a meridian rotating around the z-axis.

Proof. The \( i \)-th body’s circular motion requires that the total force exerted on \( m_i \) lies in the plane spanned by the z-axis and \( q_i \), and is parallel to the plane \( z = 0 \). The force of constraint lies in the plane spanned by the z-axis and \( q_i \), and is not parallel to the plane \( z = 0 \), except when \( \gamma \) is the equator. Hence the total attractive force exerted on \( m_i \) lies in the plane spanned by the z-axis and \( q_i \) if \( \gamma \) is not the equator, which, by Lemma 3.1, implies that \( \gamma \) is a meridian. □

Hence, in the geodesic 3-body problem, we only have to study relative equilibria moving on the equator and Eulerian relative equilibria lying on a rotating meridian. Different from other authors, [5], [11], our aim is to determine whether or not a certain configuration exists and to get the detailed positions in some special cases. Since the right triangle leads to singularities, we divide our analysis into four cases, according to whether the bodies move on the equator or lie on a rotating meridian, and whether they form an acute or an obtuse triangle. The point is that the attractive force can be written in terms of the positions of the bodies in these cases. We will see that the existence of these relative equilibria reduces to the existence of the positive solution of some linear equations. In the following, we assume \( \omega \neq 0 \).

Case I. Acute Triangle Inscribed in a Meridian.

Without loss of generality, we set

\[
\begin{align*}
q_1(0) &= (0, \cos \theta, \sin \theta), & \quad q_1(0) &= (-\omega \cos \theta, 0, 0), \\
q_2(0) &= (0, \cos(\theta + \alpha), \sin(\theta + \alpha)), & \quad q_2(0) &= (-\omega \cos(\theta + \alpha), 0, 0), \\
q_3(0) &= (0, \cos(\theta + \alpha + \beta), \sin(\theta + \alpha + \beta)), & \quad q_3(0) &= (-\omega \cos(\theta + \alpha + \beta), 0, 0),
\end{align*}
\]

with \( 0 \leq \theta \leq \frac{\pi}{2} \), \( 0 < \alpha < \pi \), \( 0 < \beta < \pi \), \( \pi < \alpha + \beta < 2\pi \). We have \( d_1(q_1, q_2) = \alpha \), \( d_1(q_2, q_3) = \beta \), \( d_1(q_1, q_3) = 2\pi - \alpha - \beta \).
Theorem 4.3. Consider three bodies with the above initial conditions. The configuration can generate an Eulerian relative equilibrium if and only if the following equation holds:

\[ f(\alpha, \beta, \theta) := \sin 2\theta \frac{\sin^2 \alpha}{\sin^2 \beta} + \sin 2(\theta + \alpha) \frac{\sin^2 \alpha}{\sin^2 (\alpha + \beta)} + \sin 2(\theta + \alpha + \beta) = 0. \]

Proof. The symmetry implies that we only have to check whether or not the initial conditions provide the necessary force for the circular motion of each body. It’s convenient to use complex coordinates on the \(y\)-axis plane, so \(q_1 = e^{i\theta}, q_2 = e^{i(\theta + \alpha)}, q_3 = e^{i(\theta + \alpha + \beta)}\). By Lemma 3.1, we obtain

\[ F_{21} = i e^{i\theta} \frac{m_1 m_2}{\sin^2 \alpha}, \quad F_{31} = -i e^{i\theta} \frac{m_1 m_3}{\sin^2 (\alpha + \beta)}, \]
\[ F_{12} = -i e^{i(\theta + \alpha)} \frac{m_1 m_2}{\sin^2 \alpha}, \quad F_{32} = i e^{i(\theta + \alpha)} \frac{m_2 m_3}{\sin^2 \beta}, \]
\[ F_{13} = i e^{i(\theta + \alpha + \beta)} \frac{m_3 m_1}{\sin^2 (\alpha + \beta)}, \quad F_{23} = -i e^{i(\theta + \alpha + \beta)} \frac{m_3 m_2}{\sin^2 \beta}. \]

Assuming that the initial conditions can provide the force for the circular motion of each body, we obtain

\[
\begin{align*}
-m_1 \omega^2 \cos \theta &= e^{i\theta} (i \frac{m_1 m_2}{\sin^2 \alpha} - \frac{m_1 m_3}{\sin^2 (\alpha + \beta)}) - m_1 \omega^2 \cos^2 \theta, \\
-m_2 \omega^2 \cos(\theta + \alpha) &= e^{i(\theta + \alpha)} (i \frac{m_1 m_2}{\sin^2 \alpha} + \frac{m_2 m_3}{\sin^2 \beta}) - m_2 \omega^2 \cos^2 (\theta + \alpha), \\
-m_3 \omega^2 \cos(\theta + \alpha + \beta) &= e^{i(\theta + \alpha + \beta)} (i \frac{m_3 m_1}{\sin^2 (\alpha + \beta)} - \frac{m_3 m_2}{\sin^2 \beta}) - m_3 \omega^2 \cos^2 (\theta + \alpha + \beta).
\end{align*}
\]

By straightforward computation, we obtain

\[
\begin{align*}
1 &= e^{i\theta} \left( \cos \theta - \frac{m_1}{\omega^2 \cos \theta} \frac{m_3}{\sin^2 \theta} \right), \\
1 &= e^{i(\theta + \alpha)} \left( \cos(\theta + \alpha) - \frac{m_1}{\omega^2 \cos(\theta + \alpha)} \frac{m_3}{\sin^2 (\alpha + \beta)} \right), \\
1 &= e^{i(\theta + \alpha + \beta)} \left( \cos(\theta + \alpha + \beta) - \frac{m_1}{\omega^2 \cos(\theta + \alpha + \beta)} \frac{m_3}{\sin^2 \beta} \right).
\end{align*}
\]

We get

\[
\begin{align*}
\frac{m_1}{\sin^2 \alpha} - \frac{m_3}{\sin^2 (\alpha + \beta)} &= \frac{\omega^2 \sin 2\theta}{2}, \\
-\frac{m_1}{\sin^2 \alpha} + \frac{m_3}{\sin^2 \beta} &= \frac{\omega^2 \sin 2(\theta + \alpha)}{2}, \\
\frac{m_1}{\sin^2 (\alpha + \beta)} - \frac{m_2}{\sin^2 \beta} &= \frac{\omega^2 \sin 2(\theta + \alpha + \beta)}{2}.
\end{align*}
\]

This is a non-homogeneous linear system,

\[
\begin{bmatrix}
0 & \frac{1}{\sin^2 \alpha} & -\frac{1}{\sin^2 (\alpha + \beta)} \\
-\frac{1}{\sin^2 \alpha} & 0 & -\frac{1}{\sin^2 \beta} \\
\frac{1}{\sin^2 (\alpha + \beta)} & -\frac{1}{\sin^2 \beta} & 0
\end{bmatrix}
\begin{bmatrix}
m_1 \\
m_2 \\
m_3
\end{bmatrix}
= \begin{bmatrix}
\frac{\omega^2 \sin 2\theta}{2} \\
\frac{\omega^2 \sin 2(\theta + \alpha)}{2} \\
\frac{\omega^2 \sin 2(\theta + \alpha + \beta)}{2}
\end{bmatrix}.
\]
We apply the row elementary operation to the augmented matrix,

\[
\begin{bmatrix}
0 & \frac{1}{\sin^2 \alpha} & -\frac{1}{\sin^2 (\alpha + \beta)} & \frac{\omega^2 \sin \theta}{2} \\
-\frac{1}{\sin^2 \alpha} & 0 & \frac{1}{\sin^2 \beta} & \frac{\omega^2 \sin 2(\theta + \alpha)}{2} \\
\frac{1}{\sin^2 (\alpha + \beta)} & -\frac{1}{\sin^2 \beta} & 0 & \frac{\omega^2 \sin 2(\theta + \alpha + \beta)}{2} \\
\end{bmatrix}
\rightarrow
\begin{bmatrix}
0 & \frac{1}{\sin^2 \alpha} & -\frac{1}{\sin^2 (\alpha + \beta)} & \frac{\omega^2 \sin \theta}{2} \\
-\frac{1}{\sin^2 \alpha} & 0 & \frac{1}{\sin^2 \beta} & \frac{\omega^2 \sin 2(\theta + \alpha)}{2} \\
\frac{1}{\sin^2 (\alpha + \beta)} & -\frac{1}{\sin^2 \beta} & 0 & \frac{\omega^2 \sin 2(\theta + \alpha + \beta)}{2} \\
\end{bmatrix},
\]

which implies that the linear system admits a one-dimensional solution space if and only if

\[f(\alpha, \beta, \theta) = \sin 2\theta \frac{\sin^2 \alpha}{\sin^2 \beta} + \sin 2(\theta + \alpha) \frac{\sin^2 \alpha}{\sin^2 (\alpha + \beta)} + \sin 2(\theta + \alpha + \beta) = 0.\]

If \(f(\alpha, \beta, \theta) = 0\), the solution space is

\[
\begin{bmatrix}
m_1 \\
m_2 \\
m_3
\end{bmatrix} = \begin{bmatrix}
\frac{\lambda \sin^2 (\alpha + \beta)}{\sin^2 \alpha} - \frac{\omega^2 \sin^2 (\alpha + \beta)}{2} \\
\lambda \sin^2 (\alpha + \beta) + \frac{\omega^2 \sin 2(\theta + \alpha + \beta) \sin^2 (\alpha + \beta)}{2} \\
\end{bmatrix}, \quad \lambda \in \mathbb{R},
\]

which admits positive solutions. This completes the proof. \(\square\)

We can now prove the existence of an Eulerian relative equilibrium for any acute triangle configuration.

**Corollary 4.4.** For any acute triangle lying on a rotating meridian of \(S^2\), there exist infinitely many values for the masses \(m_1, m_2, m_3 > 0\) such that the bodies can be placed at the vertices of the triangle that generates an Eulerian relative equilibrium.

**Proof.** It suffices to show the existence of \(\theta\) in \([0, \pi/2]\) such that \(f(\alpha, \beta, \theta) = 0\) for given \(\alpha, \beta\).

For \(f = 0\), we get

\[
\sin 2\theta \left[ \frac{\sin^2 \alpha}{\sin^2 \beta} + \cos 2\alpha \frac{\sin^2 \alpha}{\sin^2 (\alpha + \beta)} + \cos 2(\alpha + \beta) \right] = -\cos 2\theta \left[ \sin 2(\alpha + \beta) + \sin 2\alpha \frac{\sin^2 \alpha}{\sin^2 (\alpha + \beta)} \right],
\]

\[
\tan 2\theta = -\frac{\sin 2(\alpha + \beta) + \sin 2\alpha \frac{\sin^2 \alpha}{\sin^2 (\alpha + \beta)}}{\frac{\sin^2 \alpha}{\sin^2 \beta} + \cos 2\alpha \frac{\sin^2 \alpha}{\sin^2 (\alpha + \beta)} + \cos 2(\alpha + \beta)},
\]

which admits a solution, since the range of \(\tan 2\theta\) is \((-\infty, \infty)\). \(\square\)

When the configuration is an acute isosceles triangle, i.e., \(\alpha = 2\pi - \alpha - \beta\), we can get some detailed information about the configuration and the masses.

**Corollary 4.5.** Consider three bodies with the above initial conditions, and assume that they form an isosceles triangle, i.e., \(\alpha = 2\pi - \alpha - \beta\), \(\alpha \neq 2\pi/3\). The configuration can generate an Eulerian relative equilibrium if and only if \(\theta = 0\) or \(\pi/2\). In this case, we have \(m_2 = m_3\).
Proof. Let $\alpha = 2\pi - \alpha - \beta$; then $\sin 2(\alpha + \beta) = \cos 2\alpha$, $\cos 2(\alpha + \beta) = -\sin 2\alpha$, $\sin(\alpha + \beta) = -\sin \alpha$, $\sin \beta = -\sin 2\alpha$. Hence

$$\tan 2\theta = -\frac{\sin 2\alpha + \sin 2\alpha}{4\cos^2\alpha + 2\cos 2\alpha}.$$ 

Since $\alpha \neq 2\pi/3$, so that the denominator $4\cos^2\alpha + 2\cos 2\alpha \neq 0$, we get $\tan 2\theta = 0$, which implies $\theta = 0$, or $\pi/2$. Recalling equation (1),

$$m_2 - m_3 = \frac{3\omega^2 \sin 2\theta}{8},$$

we have $m_2 = m_3$. $\square$

When the configuration is an equilateral triangle, we can get an interesting result.

**Corollary 4.6.** Consider the 3-body problem in $S^2$. There exists an equilateral Eulerian relative equilibrium for any three positive masses with $m_2 \geq m_3$.

**Proof.** Let $\alpha = \beta = \frac{2\pi}{3}$; we get an equilateral triangle. Since

$$f(\alpha, \beta, \theta) = \sin 2\theta + \sin 2(\theta + \frac{4\pi}{3}) + \sin 2(\theta + \frac{8\pi}{3}) = 0,$$

independent of $\theta$, we get an equilateral Eulerian relative equilibrium for any $\theta$. By equations (1) and (2),

$$m_2 - m_3 = \frac{3\omega^2 \sin 2\theta}{8},$$

we have $m_2 \geq m_3$. Actually, we are free to choose $m_1, m_2, m_3$ with $m_2 \geq m_3$.

First, we are free to choose $m_3 > 0$. Since $m_2 - m_3 = \frac{3\omega^2 \sin 2\theta}{8}$, we are free to choose $m_2 \geq m_3$ by choosing $\omega$. Finally, since $m_1 = m_3 - \frac{\sin 2(\theta + \frac{\pi}{3})}{\sin 2\theta}(m_2 - m_3)$ and the range of $\frac{\sin 2(\theta + \frac{\pi}{3})}{\sin 2\theta}$ is $(-\infty, \infty)$, we are free to choose $m_1 > 0$ by choosing $\theta$. $\square$

Case II. **Acute Triangle Rotating on the Equator.**

According to Theorem 4 in [6], we have infinitely many fixed points for any acute triangle in the equator of $S^2$. According to Proposition 1 in [5], a fixed point on a great circle of $S^2$ corresponds to a relative equilibrium along the geodesic, so we have obtained Diacu’s theorem.

**Theorem 4.7** (Theorem 5 in [6]). For any acute triangle inscribed in the equator of $S^2$, there exist infinitely bodies of masses $m_1, m_2, m_3 > 0$ that can be placed at the vertices of the triangle such that they can generate a relative equilibrium.

Case III. **Obtuse Triangle Rotating on the Equator.**

If the three bodies in the equator form an obtuse triangle, then they lie within a semicircle. By Lemma 3.1, the force exerted on two of these bodies can never be zero, hence they cannot generate a fixed point. According to Proposition 1 in [5], a fixed point on a great circle of $S^2$ corresponds to a relative equilibrium along the geodesic, so we have obtained the following theorem.
Theorem 4.8. For any obtuse triangle inscribed in the equator of $S^2$, there exist no bodies of masses $m_1, m_2, m_3 > 0$ that can be placed at the vertices of the triangle such that they can generate a relative equilibrium.

Case IV. Obtuse Triangle Inscribed in a Meridian.

Without loss of generality, we assume that the three bodies are initially placed in the $y - z$ plane, and $q_1$ is in the first quadrant; the angle $q_1$ is obtuse. We can exclude the cases as shown in the figure below, where $q_3$ is in the fourth quadrant or $q_2$ is in the first quadrant, because in these cases, the sum of the force of constraint and the total attractive force exerted on $q_3$ or $q_2$ cannot make the centripetal force (the dashed line) needed. Thus we can assume that $q_3$ is in the first quadrant and $q_2$ is in the second quadrant. It is easy to exclude the cases when $q_3$ or $q_2$ is on the coordinate axis.

Then we set

\[
q_1(0) = (0, \cos \theta, \sin \theta), \quad q_1(0) = (-\omega \cos \theta, 0, 0),
\]

\[
q_2(0) = (0, \cos(\theta + \alpha), \sin(\theta + \alpha)), \quad q_2(0) = (-\omega \cos(\theta + \alpha), 0, 0),
\]

\[
q_3(0) = (0, \cos(\theta - \beta), \sin(\theta - \beta)), \quad q_3(0) = (-\omega \cos(\theta - \beta), 0, 0),
\]

with $0 < \theta < \frac{\pi}{2}, \pi/2 < \theta + \alpha < \pi, 0 < \beta < \theta$. We have $d_1(q_1, q_2) = \alpha, d_1(q_2, q_3) = \alpha + \beta, d_1(q_1, q_3) = \beta$. 
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Theorem 4.9. Consider three bodies with the above initial conditions. Then they can generate an Eulerian relative equilibrium if and only if the following equation and inequality hold:

\[
\begin{aligned}
g(\alpha, \beta, \theta) &:= -\sin 2\theta \frac{\sin^2 \alpha}{\sin^2(\alpha + \beta)} + \sin 2(\theta + \alpha) \frac{\sin^2 \alpha}{\sin^2 \beta} + \sin 2(\theta - \beta) = 0, \\
\sin^2 \alpha \sin 2\theta &< \sin^2(\alpha + \beta) \sin^2(\theta - \beta).
\end{aligned}
\]

Proof. The symmetry implies that we only have to check whether or not the initial conditions provide the necessary force for the circular motion of each body. It’s convenient to use complex coordinates in the y-z plane, so \(q_1 = e^{i\theta}, q_2 = e^{i(\theta + \alpha)}, q_3 = e^{i(\theta + \alpha + \beta)}\). By Lemma 3.1, we obtain

\[
\begin{align*}
F_{21} &= ie^{i\theta} \frac{m_1 m_2}{\sin^2 \alpha}, \\
F_{12} &= -ie^{i(\theta + \alpha)} \frac{m_1 m_2}{\sin^2 \alpha}, \\
F_{13} &= ie^{i(\theta - \beta)} \frac{m_3 m_1}{\sin^2 \beta}, \\
F_{31} &= -ie^{i\theta} \frac{m_1 m_3}{\sin^2 \beta}, \\
F_{32} &= -ie^{i(\theta + \alpha)} \frac{m_2 m_3}{\sin^2(\alpha + \beta)}, \\
F_{23} &= ie^{i(\theta - \beta)} \frac{m_3 m_2}{\sin^2(\alpha + \beta)}.
\end{align*}
\]

Assuming that the initial conditions can provide the force for the circular motion of each body, by similar computation as in the proof of Theorem 4.3 we obtain

\[
\begin{align*}
\frac{m_2}{\sin^2 \alpha} - \frac{m_3}{\sin^2 \beta} &= \frac{\omega^2 \sin 2\theta}{2}, \\
-\frac{m_1}{\sin^2 \alpha} - \frac{m_4}{\sin^2(\alpha + \beta)} &= \frac{\omega^2 \sin 2(\theta + \alpha)}{2}, \\
\frac{m_1}{\sin^2 \beta} + \frac{m_2}{\sin^2(\alpha + \beta)} &= \frac{\omega^2 \sin 2(\theta - \beta)}{2}.
\end{align*}
\]

This is a non-homogeneous linear system,

\[
\begin{bmatrix}
0 & \frac{1}{\sin^2 \alpha} & -\frac{1}{\sin^2 \beta} \\
-\frac{1}{\sin^2 \alpha} & 0 & -\frac{1}{\sin^2(\alpha + \beta)} \\
\frac{1}{\sin^2 \beta} & \frac{1}{\sin^2(\alpha + \beta)} & 0
\end{bmatrix}
\begin{bmatrix}
m_1 \\
m_2 \\
m_3
\end{bmatrix}
= 
\begin{bmatrix}
\frac{\omega^2 \sin 2\theta}{2} \\
\frac{\omega^2 \sin 2(\theta + \alpha)}{2} \\
\frac{\omega^2 \sin 2(\theta - \beta)}{2}
\end{bmatrix}.
\]

We apply the row elementary operation to the augmented matrix,

\[
\begin{bmatrix}
0 & \frac{1}{\sin^2 \alpha} & -\frac{1}{\sin^2 \beta} \\
-\frac{1}{\sin^2 \alpha} & 0 & -\frac{1}{\sin^2(\alpha + \beta)} \\
\frac{1}{\sin^2 \beta} & \frac{1}{\sin^2(\alpha + \beta)} & 0
\end{bmatrix}
\begin{bmatrix}
\frac{\omega^2 \sin 2\theta}{2} \\
\frac{\omega^2 \sin 2(\theta + \alpha)}{2} \\
\frac{\omega^2 \sin 2(\theta - \beta)}{2}
\end{bmatrix}
\Rightarrow 
\begin{bmatrix}
0 & \frac{1}{\sin^2 \alpha} & -\frac{1}{\sin^2 \beta} & \frac{\omega^2 \sin 2\theta}{2} \\
0 & \frac{1}{\sin^2 \alpha} & -\frac{1}{\sin^2 \beta} & \frac{\omega^2 \sin 2(\theta + \alpha)}{2} \\
0 & 0 & \frac{1}{\sin^2(\alpha + \beta)} & \frac{\omega^2 \sin 2(\theta - \beta)}{2}
\end{bmatrix}
\]

which implies that the linear system allows a one-dimensional solution space if and only if

\[
g(\alpha, \beta, \theta) := -\sin 2\theta \frac{\sin^2 \alpha}{\sin^2(\alpha + \beta)} + \sin 2(\theta + \alpha) \frac{\sin^2 \alpha}{\sin^2 \beta} + \sin 2(\theta - \beta) = 0.
\]
If \( g(\alpha, \beta, \theta) = 0 \), the solution space is

\[
\begin{bmatrix}
m_1 \\
m_2 \\
m_3
\end{bmatrix} = \begin{bmatrix}
-\frac{\lambda \sin^2 \beta}{\sin^2(\alpha + \beta)} + \frac{\omega^2 \sin 2(\theta - \beta) \sin^2 \beta}{2} \\
\frac{\lambda \sin^2 \beta}{\sin^2 \alpha} - \frac{\omega^2 \sin 2\theta \sin^2 \beta}{2}
\end{bmatrix}, \quad \lambda \in \mathbb{R},
\]

which admits positive solutions for positive \( \lambda \) if and only if

\[
\begin{cases}
-\frac{\lambda \sin^2 \beta}{\sin^2(\alpha + \beta)} + \frac{\omega^2 \sin 2(\theta - \beta) \sin^2 \beta}{2} > 0 \\
\frac{\lambda \sin^2 \beta}{\sin^2 \alpha} - \frac{\omega^2 \sin 2\theta \sin^2 \beta}{2} > 0,
\end{cases}
\]
i.e., \( \sin^2 \alpha \sin 2\theta < \sin^2(\alpha + \beta) \sin 2(\theta - \beta) \). This completes the proof. \( \square \)

Unlike the acute triangle case, there may be some obtuse triangle configuration that cannot generate an Eulerian relative equilibrium. For example, we can check that there exist no \( \theta \) for the configuration: \( \alpha = \pi/3, \beta = \pi/6 \). We state the sufficient and necessary condition below.

**Corollary 4.10.** For an obtuse triangle inscribed in a meridian with \( d_1(q_1, q_2) = \alpha, d_1(q_2, q_3) = \alpha + \beta, d_1(q_1, q_3) = \beta \), there exist bodies of masses \( m_1, m_2, m_3 > 0 \) that can be placed at the vertices of the triangle such that they can generate an Eulerian relative equilibrium if and only if

\[
\begin{align*}
-\frac{\sin^2 \alpha}{\sin^2(\alpha + \beta)} + \cos 2\alpha \frac{\sin^2 \alpha}{\sin^2 \beta} + \cos 2\beta \\
\sin 2\beta - \sin 2\alpha \frac{\sin^2 \alpha}{\sin^2 \beta}
\end{align*}
< \frac{\cos 2\beta \sin^2(\alpha + \beta) - \sin^2 \alpha}{\sin 2\beta \sin^2(\alpha + \beta)}
\]
or \( \sin 2\beta \sin^2 \beta = \sin 2\alpha \sin^2 \alpha \).

**Proof.** Expanding the two relations in Theorem 4.9, we get

\[
\sin 2\theta [-\frac{\sin^2 \alpha}{\sin^2(\alpha + \beta)} + \cos 2\alpha \frac{\sin^2 \alpha}{\sin^2 \beta} + \cos 2\beta] = \cos 2\theta [\sin 2\beta - \sin 2\alpha \frac{\sin^2 \alpha}{\sin^2 \beta}],
\]

\[
\cos 2\theta [\sin 2\beta \sin^2(\alpha + \beta)] < \sin 2\theta [\cos 2\beta \sin^2(\alpha + \beta) - \sin^2 \alpha].
\]

If \( \sin 2\beta \sin^2 \beta \neq \sin 2\alpha \sin^2 \alpha \), since \( \sin 2\beta \sin^2(\alpha + \beta) > 0 \), we get

\[
\begin{align*}
-\frac{\sin^2 \alpha}{\sin^2(\alpha + \beta)} + \cos 2\alpha \frac{\sin^2 \alpha}{\sin^2 \beta} + \cos 2\beta \\
\sin 2\beta - \sin 2\alpha \frac{\sin^2 \alpha}{\sin^2 \beta}
\end{align*}
< \frac{\cos 2\beta \sin^2(\alpha + \beta) - \sin^2 \alpha}{\sin 2\beta \sin^2(\alpha + \beta)}.
\]

Conversely, if the above inequality holds, then we can choose \( \theta \) such that the equality in Theorem 4.9 holds, and the above inequality implies the inequality in Theorem 4.9; thus the two relations hold.

If \( \sin 2\beta \sin^2 \beta = \sin 2\alpha \sin^2 \alpha \), we get \( \theta = \pi/2 \), and the two relations hold. This completes the proof. \( \square \)

For example, we can prove the existence of any isosceles obtuse Eulerian relative equilibrium.

**Corollary 4.11.** Consider three bodies with the above initial conditions, and assume they form an isosceles triangle, i.e., \( \alpha = \beta \). Then the configuration can generate an Eulerian relative equilibrium if and only if \( \theta = \pi/2 \). In this case, we have \( m_2 = m_3 \).
**Remark 4.12.** The equation $\sin 2\beta \sin^2 \beta = \sin 2\alpha \sin^2 \alpha$ does not necessarily mean $\alpha = \beta$. One can see this easily from the graph of the function $h(x) = \sin 2x \sin^2 x$, $x \in (0, \pi/2)$. Hence $m_2$ and $m_3$ are not necessarily equal for these Eulerian relative equilibria. In Theorem 5.2 of [11], Pérez-Chavela and Reyes-Victoria have also reached similar results using stereographic projection.

**Remark 4.13.** We can generalize the above computation to study the Eulerian relative equilibria for the $n$-body problem in $S^2$ and $H^2$.
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