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Abstract. We discuss several aspects of Łojasiewicz inequalities, namely local and global versions, and the relations between the gradient inequality and regular separation of real algebraic sets. We give effective estimates for Łojasiewicz’s exponents in the real and complex setting.

Introduction

Łojasiewicz’s inequalities are an important tool in various branches of mathematics. Quantitative aspects, like estimates (or exact computation) of Łojasiewicz exponents, are subjects of intensive study in real and complex algebraic geometry (see for instance our bibliography). Our main goal is to obtain effective estimates for the local and global Łojasiewicz exponent of an arbitrary real polynomial map. In the case of isolated zeros, effective estimates were obtained by Gwoździewicz [Gw] and Kollar [K2]; see our Subsection 0.2.

In the Introduction we recall and discuss known results on various versions of Łojasiewicz’s inequalities. Then we prove estimates for the length of trajectories of the gradient of a real polynomial. Using the result of D’Acunto and Kurdyka [DK] on the estimate of Łojasiewicz’s exponent in the local gradient inequality, we give effective estimates of the local and global Łojasiewicz exponent of an arbitrary real polynomial. Finally we obtain global effective regular separation of real algebraic sets and a generalization of the Kollár inequality.

0.1. Łojasiewicz’s inequality for real maps. By $F : (\mathbb{R}^n, a) \to (\mathbb{R}^m, 0)$, where $a \in \mathbb{R}^n$, we denote a mapping from a neighbourhood $U \subset \mathbb{R}^n$ of the point $a$ to $\mathbb{R}^m$ such that $F(a) = 0$. We put $V(F) = \{ x \in U : F(x) = 0 \}$.

If $F : (\mathbb{R}^n, a) \to (\mathbb{R}^m, 0)$ is a real analytic mapping, then there are positive constants $C, \eta, \varepsilon$ such that the following Łojasiewicz inequality holds:

$$|F(x)| \geq C \operatorname{dist}(x, V(F))^\eta \quad \text{if} \quad |x - a| < \varepsilon,$$

where $|\cdot|$ is the Euclidean norm in $\mathbb{R}^n$ and $\operatorname{dist}(x, V)$ is the distance of $x \in \mathbb{R}^n$ to the set $V$ ($\operatorname{dist}(x, V) = 1$ if $V = \emptyset$). The smallest exponent $\eta$ in (1) is called the Łojasiewicz exponent of $F$ at $a$ and is denoted by $\mathcal{L}_a(F)$. It is known that $\mathcal{L}_a(F)$ is a rational number and (1) holds with any $\eta \geq \mathcal{L}_a(F)$ and some $C, \varepsilon > 0$. The
Łojasiewicz exponent $L$ for a polynomial in terms of its degree. First we shall recall for some positive constant $C$ an exponent $L$ such that the following Łojasiewicz gradient inequality holds (cf. [L1] or [L2]):

$$\nabla f(x) \geq C|f(x)|^\varrho \quad \text{if} \quad |x - a| < \varepsilon.$$  

The smallest exponent $\varrho$ in (L), denoted by $\varrho_a(f)$, is called the Łojasiewicz exponent in the gradient inequality. The number $\varrho_a(f)$ is rational and (L) holds with any exponent $\varrho \geq \varrho_a(f)$ and some positive constants $C, \varepsilon$ (cf. [BR], [Sp]). The inequality (L) is strongly related to the gradient conjecture of R. Thom (see [KMP]). The inequality (L) also holds for the holomorphic function $f : (\mathbb{C}^n, a) \to (\mathbb{C}, 0)$; see [LT].

In the case of an analytic function $f : (\mathbb{R}^n, a) \to (\mathbb{R}, 0)$ such that $V(f) = \{a\}$, J. Gwoździewicz [Gw] (cf. [T] for complex and [Ph] for subanalytic functions) proved that

$$(G1) \quad L_a(f) = \frac{1}{1 - \varrho_a(f)} = L_a(\nabla f) + 1.$$  

The above result is not true in the general case, even if we assume that $f$ has an isolated singularity (see Remark 3).

The first aim of this paper is to show a relation between these exponents in the general case, i.e. without any assumptions about the set of zeros of $f$. Namely, for an arbitrary analytic function $f : (\mathbb{R}^n, a) \to (\mathbb{R}, 0)$ we prove that

$$L_a(f) \leq \frac{1}{1 - \varrho_a(f)}$$

and there are positive constants $C, \varepsilon$ such that

$$|\nabla f(x)| \geq C \text{dist}(x, V(f))^\varrho_a(f)/(1 - \varrho_a(f)) \quad \text{if} \quad |x - a| < \varepsilon$$

(see Corollary 1 and Corollary 2 in the complex case). If additionally $f$ has an isolated singularity at $a$, in Corollary 3 we prove that

$$\frac{1}{1 - \varrho_a(f)} \leq L_a(\nabla f) + 1.$$  

By Gwoździewicz’s result (G1), the estimates (2) and (4) are exact in terms of $\varrho_a(f)$. As is shown in Remark 3, we cannot expect equalities in the above estimates. It is worth noting that 3 is not directly related to the Łojasiewicz exponent $L_a(\nabla f)$, because for $x$ close to $a$ one can have $\text{dist}(x, V(f)) \ll \text{dist}(x, V(\nabla f))$. The above inequalities (2) and (3) are corollaries of Theorem 1 in Section 1 which states that for a global trajectory $\gamma : [0, s) \to \mathbb{R}^n \setminus V(f)$ of the normed gradient vector field of $f$ (see 5) we have

$$\text{dist}(\gamma(0), V(f)) \leq \text{length } \gamma \leq C|f(\gamma(0))|^{1 - \varrho_a(f)}$$

for some positive constant $C$, provided $|\gamma(0) - a|$ is small enough (cf. [KMP]).

In the second part of this paper we give effective estimates of the local and global Łojasiewicz exponents for a polynomial in terms of its degree. First we shall recall
some relevant facts. In the case of a polynomial function \(f : (\mathbb{R}^n, a) \to (\mathbb{R}, 0)\) of degree \(d\) such that \(a\) is an isolated point of \(V(f)\), J. Gwoździewicz \cite{Gw} proved that \(L_a(f) \leq (d - 1)^n + 1\), so
\[
(G2) \quad \rho_a(f) \leq 1 - \frac{1}{(d - 1)^n + 1}.
\]
In the general case, i.e. without the assumption that \(a\) is an isolated point of \(V(f)\), D. D’Acunto and K. Kurdyka showed in \cite{DK} (see also cf. \cite{Ga})
\[
(D-K) \quad \rho_a(f) \leq 1 - \frac{1}{d(3d - 3)^{n-1}} \quad \text{for} \quad d \geq 2,
\]
provided \(\nabla f(0) = 0\). From \(\text{(D-K)}\) there follows an effective Łojasiewicz gradient inequality for a complex polynomial (see Corollary \(\text{[7]}\).

For a polynomial mapping \(F = (f_1, \ldots, f_m) : (\mathbb{R}^n, a) \to (\mathbb{R}^m, 0)\) with an isolated zero at \(a \in \mathbb{R}^n\), from \(\text{(G2)}\) it follows that \(L_a(F) \leq \frac{1}{2}(2d - 1)^n + 1\), where \(\deg f_i \leq d\) for \(i = 1, \ldots, m\). In this case J. Kollár \cite{K2} proved that \(L_a(F) \leq d^m \max \{ \left(\begin{array}{c} n-1 \\ k-1 \end{array}\right) : 0 \leq k \leq n - 1 \}\). From Theorem \(\text{[1]}\) and \(\text{(D-K)}\) for an arbitrary polynomial function \(f : \mathbb{R}^n \to \mathbb{R}\) of degree \(d = \deg f \geq 2\) we obtain \(L_a(f) \leq d(3d - 3)^{n-1}\) (see Corollary \(\text{[5]}\)) and \(L_a(\nabla f) \leq (d - 1)(6d - 9)^{n-1}\) (see Remark \(\text{[4]}\)). For any polynomial mapping \(F : \mathbb{R}^n \to \mathbb{R}^m\) of degree \(d\) we have
\[
L_a(F) \leq d(6d - 3)^{n-1}
\]
for \(a \in \mathbb{R}^n\) (see Corollary \(\text{[6]}\)). The above result holds without any assumption on the set \(V(F)\).

0.3. Regular separation of algebraic sets. We also obtain an effective estimate for the Łojasiewicz exponent in the separation inequality for real algebraic sets (see Corollary \(\text{[8]}\)). More precisely, for polynomial mappings \(g, h : \mathbb{R}^n \to \mathbb{R}^m\) and algebraic sets \(X = V(g), Y = V(h)\) for any \(a \in X \cap Y\) there exists a positive constant \(C\) such that
\[
(KS) \quad \text{dist}(x, X) + \text{dist}(x, Y) \geq C \text{dist}(x, X \cap Y) d(6d - 3)^{n-1}
\]
in a neighbourhood of \(a\), where \(d = \max\{\deg g, \deg h\}\). A similar result in the complex case was obtained in \cite{Cy}, \cite{CKT}, \cite{JKS}. In Corollary \(\text{[9]}\) we apply the above estimate for the separation of a complex algebraic set \(V \subset \mathbb{C}^n\) from \(\mathbb{R}^n \subset \mathbb{C}^n\).

For complex algebraic sets \(X, Y \subset \mathbb{C}^n\), E. Cygan in \cite{Cy} Theorem 4.6] (cf. \cite{Br}, \cite{JKS}, \cite{K1}) proved the following global Łojasiewicz inequality:
\[
(C) \quad \text{dist}(z, X) + \text{dist}(z, Y) \geq C \left(\frac{\text{dist}(z, X \cap Y)}{1 + |z|^2}\right)^{\deg X - \deg Y} \quad \text{for} \quad z \in \mathbb{C}^n,
\]
where \(C\) is a positive constant. This inequality is strongly related to the effective Nullstellensatz (see \cite{K1}). It is also a useful tool in extending regular mappings with preservation of the Łojasiewicz exponent (see \cite{O}). By using the method of Cygan \cite{Cy} and Corollary \(\text{[8]}\) we prove the following real version of the above inequality (see Theorem \(\text{[2]}\)): if \(g, h : \mathbb{R}^n \to \mathbb{R}^m\) are polynomial mappings, \(X = V(g), Y = V(h)\) and \(d = \max\{\deg g, \deg h\}\), then for some positive constant \(C\),
\[
\text{dist}(x, X) + \text{dist}(x, Y) \geq C \left(\frac{\text{dist}(x, X \cap Y)}{1 + |x|^2}\right)^{d(6d - 3)^{n-1}} \quad \text{for} \quad x \in \mathbb{R}^n.
\]
In particular, for a polynomial mapping \( F : \mathbb{R}^n \to \mathbb{R}^m \) of degree \( d \) there exists a positive constant \( C \) such that

\[
|F(x)| \geq C \left( \frac{\text{dist}(x, V(F))}{1 + |x|^2} \right)^{d(6d-3)^{n-1}} \quad \text{for} \quad x \in \mathbb{R}^n
\]

(see Corollary \[10\] if \([Br], [JKS], [K1], [Cy] \) Theorem 5.1]). If additionally the set \( V(F) \) is compact, the Łojasiewicz exponent at infinity of \( F \) at infinity (denoted by \( L_\infty(F) \)), see Section \[7\] is estimated from below by \(-d(6d-3)^{n-1}\); i.e. for some positive constants \( C, R \),

\[
|F(x)| \geq C|x|^{-d(6d-3)^{n-1}} \quad \text{for} \quad x \in \mathbb{R}^n, \quad |x| \geq R
\]

(see Corollary \[11\]). The Łojasiewicz exponent at infinity of a mapping has been considered by many authors in the context of effective Nullstellensatz and properness of mappings (see for instance \([Bi], [Br], [C], [CK1], [CK2], [Cy], [KT], [GS], [Ha], [J1], [J2], [JK], [JKS], [K1], [Pa], [P1], [RS1], [RS3], [Sk], [Sp])

In the complex domain the most deep estimation of the exponent \( L_\infty(F) \) for a polynomial mapping \( F = (f_1, \ldots, f_m) : \mathbb{C}^n \to \mathbb{C}^m \) has been given by J. Kollár \[K1\]. Namely, if \( F \) has a finite number of zeroes and \( d_j = \deg f_j, \ d_1 \geq \ldots \geq d_m > 2 \), then

\[ (K) \quad L_\infty(F) \geq d_m - d_1 \cdots d_n, \]

provided \( m \geq n \). Corollary \[11\] is a generalization of the above estimation to the case of real polynomial mappings with a compact set of real zeroes.

In these estimates the exponent \( p = d(6d-3)^{n-1} \) probably is not sharp; however, asymptotically this bound is of order \( O(d^n) \) as Example \[1\] shows.

These two global inequalities can also be interpreted as a parametric version of the local separation of real algebraic sets \([KS] \). What is interesting (and new to our knowledge) is that we give an estimate for the asymptotics of the constant \( C \). Namely in a ball \( B(a, 1) \) the inequality \([KS] \) holds with a constant \( C(a) = \left( \frac{C}{1+(1+|a|)^2} \right)^{d(6d-3)^{n-1}} \), where \( C \) does not depend on \( a \).

1. LENGTH OF TRAJECTORY

Let \( f : (\mathbb{R}^n, a) \to (\mathbb{R}, 0), a \in \mathbb{R}^n \), be a nonzero analytic function, let \( \varrho \in (0, 1) \) and \( C > 0 \) be such that the inequality \([L] \) holds in a neighbourhood \( U \subset \mathbb{R}^n \) of the point \( a \), and let \( V = V(f) \). Let \( \varphi(t) = |t|^{1-\varrho} \) for \( t \in \mathbb{R} \). We have (cf. \([Kur], [KMP] \))

**Proposition 1** (Kurdyka-Łojasiewicz inequality). Under the above notation,

\[
|\nabla(\varphi \circ f)(x)| \geq (1-\varrho)C \quad \text{for} \quad x \in U \setminus V.
\]

**Proof.** Since \( \varphi'(t) = (1-\varrho)|t|^{\varrho-\varepsilon} \) sign \( t \) for \( t \neq 0 \), we have

\[
\varphi'(f(x)) = (1-\varrho)|f(x)|^{\varrho-\varepsilon} \text{sign } f(x) \quad \text{for} \quad x \in U \setminus V.
\]

By \([L] \) we have \( |f(x)|^{-\varepsilon} |\nabla f(x)| \geq C \) for \( x \in U \setminus V \). Since \( \nabla(\varphi \circ f) = (\varphi' \circ f) \nabla f \), the above inequality yields

\[
|\nabla(\varphi \circ f)(x)| = (1-\varrho)|f(x)|^{\varrho-\varepsilon} |\nabla f(x)| \geq (1-\varrho)C \quad \text{for} \quad x \in U \setminus V.
\]

This gives the assertion. \( \square \)
Remark 1. In [Kur] a generalization of Łojasiewicz’s gradient inequality to o-minimal structures was given. In this generalization the function \( \varphi \) is definable. This result was subsequently generalized to a more general situation in [BDLM], where the name Kurdyka–Łojasiewicz inequality was introduced.

Since the inequality (Ł) holds in \( U \), the vector field \( \nabla f \) is nonzero in \( U \setminus V \). So

\[
H(x) = -\text{sign } f(x) \frac{\nabla f(x)}{|\nabla f(x)|} \quad \text{for } x \in U \setminus V
\]
is well defined and locally Lipschitz. Let \( \gamma : [0, s) \to U \setminus V \) be a maximal solution (to the right) of the equation

\[
x' = H(x).
\]

Then the function \( f \circ \gamma \) is decreasing if \( f(\gamma(0)) > 0 \) and increasing if \( f(\gamma(0)) < 0 \). Hence \( \lim_{s_1 \to s} f \circ \gamma(s_1) \) exists. Since \( |\gamma'(t)| = 1 \), we have length \( \gamma = s \).

**Theorem 1.** If \( \gamma(0) \) is sufficiently close to \( a \), then

\[
\text{dist}(\gamma(0), V(f)) \leq \text{length } \gamma \leq \frac{1}{(1 - \varrho)C} |f(\gamma(0))|^{1 - \varrho}.
\]

**Proof.** Since \( \frac{\nabla f(x)}{|\nabla f(x)|} \text{sign } f(x) = \frac{\nabla (f \circ \varphi)(x)}{|\nabla (f \circ \varphi)(x)|} \) for \( x \in U \setminus V \), it follows that

\[
\langle \varphi \circ f \circ \gamma' \rangle = \langle \nabla (f \circ \varphi) \circ \gamma, \gamma' \rangle = -\langle \nabla (f \circ \varphi) \circ \gamma, \frac{\nabla (f \circ \varphi)}{|\nabla (f \circ \varphi)|} \rangle,
\]

where \( \langle \cdot, \cdot \rangle \) is the standard scalar product in \( \mathbb{R}^n \). Let \( s_1 \in [0, s) \) and \( \gamma_{s_1} = \gamma|_{[0, s_1]} \). Then length \( \gamma_{s_1} = s_1 \). From the above and Proposition [I] we see that

\[
\varphi(f(\gamma(0))) - \varphi(f(\gamma(s_1))) = (\varphi \circ f \circ \gamma)(t)(-s_1) = -|\nabla (f \circ \varphi) \circ \gamma(t)(-s_1)| \geq (1 - \varrho)Cs_1 = (1 - \varrho)C \text{length } \gamma_{s_1}
\]

for some \( t \in [0, s_1] \). Consequently,

\[
\text{length } \gamma_{s_1} \leq \frac{1}{(1 - \varrho)C} [ |f(\gamma(0))|^{1 - \varrho} - |f(\gamma(s_1))|^{1 - \varrho} ].
\]

Letting \( s_1 \to s \) we have \( |f(\gamma(s_1))|^{1 - \varrho} \to \alpha \), where \( \alpha \geq 0 \), and so

\[
\text{length } \gamma \leq \frac{1}{(1 - \varrho)C} [ |f(\gamma(0))|^{1 - \varrho} - \alpha ] \leq \frac{1}{(1 - \varrho)C} |f(\gamma(0))|^{1 - \varrho}.
\]

Let \( r > 0 \) be such that the ball centred at \( a \) of radius \( r \) is contained in \( U \). Let \( 0 < r' < \frac{r}{2} \) be such that if \( |x - a| \leq r' \), then \( \frac{1}{(1 - \varrho)C} |f(x)|^{1 - \varrho} \leq \frac{r}{2} \).

Assume now that \( |\gamma(0) - a| < r' \). Then by (I) and the above, length \( \gamma \leq \frac{r}{2} \), so \( \lim_{t \to s} \gamma(t) \) certainly exists. Hence \( \lim_{t \to s} \gamma(t) \in V \), because length \( \gamma < \text{dist}(\gamma(0), \mathbb{R}^n \setminus U) \). In consequence, length \( \gamma \geq \text{dist}(\gamma(0), V(f)) \). This, together with (E), gives the assertion. \( \Box \)

**Remark 2.** Historically this type of argument already appeared in the original paper of Łojasiewicz [L], and then in many other papers, e.g. [BM], [Ga], [KMP].

**Corollary 1.** Under the assumptions and notation of Theorem 1 in a neighbourhood of \( a \) we have

\[
|f(x)| \geq C_1 \text{dist}(x, V)^{1/(1 - \varrho)},
\]
with $C_1 = (C(1 - \varrho))^{1/(1-\varrho)}$, in particular $\mathcal{L}_\alpha(f) \leq 1/(1 - \varrho)$, and
\begin{equation}
|\nabla f(x)| \geq C_2 \text{dist}(x, V)^{\varrho/(1-\varrho)},
\end{equation}
with $C_2 = C C_1^\varrho = C(C(1-\varrho))^{\varrho/(1-\varrho)}$.

Proof. The inequality (7) follows immediately from Theorem 1. From (7) and (Ł), we have
\begin{equation}
|\nabla (f)| \geq 2C|\nabla g(x)|^{(1-\varrho)^2}
\end{equation}
in a neighbourhood of $a$. Let $x$ be sufficiently close to $a$, from (9) and Corollary 1, we obtain
\begin{equation}
\text{dist}(x, V(f)) = \text{dist}(x, V(g)) \leq \frac{1}{(1-\varrho)^2} |g(x)|^{(1-\varrho)^2} = \frac{1}{(1-\varrho)^2} |f(x)|^{1-\varrho},
\end{equation}
which proves (7). Hence (L) gives (8).

2. Łojasiewicz Exponent of an Analytic Function at an Isolated Singularity

Let $f : \mathbb{R}_n \rightarrow \mathbb{R}_0$, $a \in \mathbb{R}_n$, be a nonzero analytic function. If $f$ has an isolated singularity at $a$, i.e. $a$ is an isolated zero of $\nabla f(x)$, we have

Corollary 3. If $f$ has an isolated singularity at $a$, then
\begin{equation}
\mathcal{L}_\alpha(f) \leq \frac{1}{1 - \varrho_0(f)} \leq \mathcal{L}_\alpha(\nabla f) + 1.
\end{equation}

Proof. The inequality $\mathcal{L}_\alpha(f) \leq \frac{1}{1 - \varrho_0(f)}$ follows immediately from Corollary 1. We prove the right inequality of (10). For simplicity of notation we assume that $a = 0$ and put $\varrho = \varrho_0(f)$. Let $U \subset \mathbb{R}_n$ be a neighbourhood of the origin and let $C$ be a positive constant such that
\begin{equation}
|\nabla f(x)| \geq C |f(x)|^\varrho \text{ for } x \in U.
\end{equation}
By Theorem 1.4 in [Sp], there exist a positive constant $C'$ and an analytic curve $\gamma : [0, \varepsilon) \rightarrow U$, where $\varepsilon > 0$, $f(\gamma(0)) = 0$, and $\gamma(t) \neq 0$ for $t \in (0, \varepsilon)$, such that
\begin{equation}
|\nabla f(\gamma(t))| \leq C'|f(\gamma(t))|^\varrho \text{ for } t \in [0, \varepsilon).
\end{equation}
Since 0 is an isolated singularity of $f$, we have $\gamma(0) = 0$ and we may assume that $f(\gamma(t)) \neq 0$ for $t \in (0, \varepsilon)$. Then
\begin{equation}
\frac{1}{\varepsilon} \text{ord } \nabla f \circ \gamma \geq \text{ord } f \circ \gamma \geq \text{ord } \nabla f \circ \gamma + \text{ord } \gamma,
\end{equation}
so decreasing $\varepsilon$ if necessary, for some $C'' > 0,$
\begin{equation}
|\nabla f(\gamma(t))|^{(1-\varrho)/\varrho} \leq C'' \gamma(t) \text{ for } t \in [0, \varepsilon).
\end{equation}
Consequently, $\frac{\varrho}{1-\varrho} \leq \mathcal{L}_0(\nabla f)$. This gives the right inequality of (10) and ends the proof.
Remark 3. We cannot demand equalities in (10). Indeed, for the Kuo example (see [Gw]) of the polynomial \( k(x, y) = x^3 + 3xy^4 \) we have \( \mathcal{L}_0(k) = 3 \) and \( \varrho_0(k) = 2/3 \) and \( \mathcal{L}_0(\nabla k) = 4 \), so
\[
\mathcal{L}_0(k) = \frac{1}{1 - \varrho_0(k)} < \mathcal{L}_0(\nabla k) + 1.
\]
For the polynomial \( g(x, y) = y^2 - x^4 \) we have \( \mathcal{L}_0(g) = 2 \) and \( \varrho_0(g) = 3/4 \) and \( \mathcal{L}_0(\nabla g) = 3 \), so
\[
\mathcal{L}_0(g) < \frac{1}{1 - \varrho_0(g)} = \mathcal{L}_0(\nabla g) + 1.
\]
For the polynomial \( h(x, y) = y^2 - x^3 \) equalities hold in (10). Note that \( k, g, h \) have isolated singularities at the origin.

3. Effective estimates of the Łojasiewicz exponent

From (G2), (D-K) and Theorem 1 we obtain

**Corollary 4.** Let \( f : (\mathbb{R}^n, a) \to (\mathbb{R}, 0) \), where \( a \in \mathbb{R}^n \), be a polynomial function of degree \( \deg f \geq 2 \), and let \( d \in \mathbb{N} \), \( d \geq \deg f \). Then there exist a neighbourhood \( U \subset \mathbb{R}^n \) of \( a \) and a positive constant \( C \) such that for any global trajectory \( \gamma : [0, s) \to U \setminus V(f) \) of the vector field \( \nabla f \),
\[
\text{length } \gamma \leq C |f(\gamma(0))| \frac{1}{(d-1)^{n-1}}.
\]
If additionally \( a \) is an isolated zero of \( f \), then
\[
\text{length } \gamma \leq C |f(\gamma(0))| \frac{1}{(d-1)^n}.
\]

**Proof.** There exists a neighbourhood \( U \subset \mathbb{R}^n \) of \( a \) such that (11) holds for \( \varrho = 1 - \frac{1}{d(3d-3)^{n-1}} \). If \( a \) is an isolated zero of \( f \), then (13) holds for \( \varrho = 1 - \frac{1}{(d-1)^{n+1}} \). Then Theorem 1 yields the assertion. \( \square \)

From Corollary 4 and Theorem 1 we easily obtain the Gwoździewicz result [Gw, Theorem 1.5]: \( \mathcal{L}_0(f) \leq (\deg f - 1)^{n-1} + 1 \) for a polynomial function \( f : (\mathbb{R}_n, 0) \to (\mathbb{R}, 0) \) having an isolated zero at 0. In the general case we have

**Corollary 5.** For any polynomial function \( f : \mathbb{R}^n \to \mathbb{R} \) of degree \( \deg f \geq 2 \), any \( d \in \mathbb{N} \), \( d \geq \deg f \), and any \( a \in \mathbb{R}^n \) we have \( \mathcal{L}_0(f) \leq d(3d-3)^{n-1} \).

**Proof.** If \( a \notin V(f) \), then the assertion is obvious. In the case \( a \in V(f) \) the assertion follows immediately from Corollary 4 and Theorem 1. \( \square \)

**Corollary 6.** Let \( F = (f_1, \ldots, f_m) : \mathbb{R}^n \to \mathbb{R}^m \) be a polynomial mapping of degree \( d \), and let \( a \in \mathbb{R}^n \). Then \( \mathcal{L}_0(F) \leq d(6d-3)^{n-1} \).

**Proof.** It suffices to apply Corollary 5 for \( f = f_1^2 + \cdots + f_m^2 \).

**Remark 4.** For a polynomial function \( f : \mathbb{R}^n \to \mathbb{R} \) of degree \( \deg f = d \geq 2 \), the above corollary gives \( \mathcal{L}_0(\nabla f) \leq (d-1)(6d-9)^{n-1} \).

**Example 1.** J. Kollar [K2] gave the following example (which is a modification of an example of Masser, Philippon, and Brownawell [Br]). Set \( f_1 = x_1^4 \) and \( f_i = x_i - x_i^d \) for \( i = 2, \ldots, n \). Then \( \Phi(x) := \max\{|f_i(x)| \} > 0 \) for \( x \neq 0 \). Let \( p(t) = (t^{d^{n-1}}, t^{d^{n-2}}, \ldots, t) \). Then \( \lim_{t \to 0} \|p(t)\|/|t| = 1 \) and \( \Phi(p(t)) = t^{dn} \). Set \( F = (f_1, \ldots, f_m) : \mathbb{R}^n \to \mathbb{R}^n \).
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Thus \( L_0(F) \leq d^n \); in fact there is equality. This holds both over \( \mathbb{R} \) and \( \mathbb{C} \). In the real case set \( f = \sum f_i^2 \). Then \( \text{deg } f = 2d \), \( f \) has an isolated real zero at the origin and \( L_0(f) = 2d^n \).

From (D-K) and (9) we immediately obtain the following effective Łojasiewicz gradient inequality for complex polynomials.

**Corollary 7.** Let \( f : \mathbb{C}^n \to \mathbb{C} \) be a polynomial of degree \( d \geq 2 \) with \( f(0) = 0 \), and let \( \varrho = 1 - \frac{1}{d(6d-3)^n-1} \). Then there are \( C, \varepsilon > 0 \) such that

\[
|\nabla f(z)| \geq C|f(z)|^\varrho \quad \text{for } z \in \mathbb{C}^n, |z| < \varepsilon.
\]

From Corollary 5 we obtain an effective Łojasiewicz separation inequality.

**Corollary 8.** Let \( X = V(g_1, \ldots, g_k) \) and \( Y = V(h_1, \ldots, h_l) \subseteq \mathbb{R}^n \), where \( g_i, h_j : \mathbb{R}^n \to \mathbb{R} \) are polynomials of degree not greater than \( d \). Let \( a \in \mathbb{R}^n \). Then there exists a positive constant \( C \) such that

\[
\text{dist}(x, X) + \text{dist}(x, Y) \geq C \text{dist}(x, X \cap Y)^{d(6d-3)^n-1}
\]

in a neighbourhood of \( a \). If additionally \( a \) is an isolated point of \( X \cap Y \), then

\[
\text{dist}(x, X) + \text{dist}(x, Y) \geq C \text{dist}(x, X \cap Y)^{(2d-1)^n+1}
\]

in a neighbourhood of \( a \).

**Proof.** We prove (13). If \( a \not\in X \cap Y \), then the assertion is obvious. Assume that \( a \in X \cap Y \). It suffices to prove (13) for \( x \in X \) (see [Ł1, p. 61]). If \( X \subseteq Y \), then the inequality holds with \( \varrho = 1 \), so the assertion holds. Assume that \( X \not\subseteq Y \). Let \( f = g_1^2 + \cdots + g_k^2 + h_1^2 + \cdots + h_l^2 \). Then \( 2d \geq 2 \text{deg } f \geq 2 \) and \( V(f) = X \cap Y \). So by Corollary 5 there exist positive constants \( C, C' \) and a neighbourhood \( U \subseteq \mathbb{R}^n \) of \( a \) such that for any \( x \in U \cap (X \setminus Y) \),

\[
\text{dist}(x, X \cap Y)^{2d(6d-3)^n-1} \leq C'|f(x)|^\frac{1}{2} = C'|(h_1(x), \ldots, h_l(x))| \leq C \text{dist}(x, Y).
\]

This gives (13) (cf. Claim 1 in the proof of Theorem 2 in Section 1). The inequality (14) is proved analogously.

Corollary 8 yields an effective Łojasiewicz inequality for the separation of a complex algebraic set from \( \mathbb{R}^n \).

**Corollary 9.** Let \( f : (\mathbb{C}^n, 0) \to (\mathbb{C}^m, 0) \) be a polynomial mapping of degree \( d \geq 1 \) and let \( V_C = \{ z \in \mathbb{C}^n : f(z) = 0 \} \), \( V_R = \{ x \in \mathbb{R}^n : f(x) = 0 \} \). Then there exists \( C > 0 \) such that

\[
\text{dist}(z, V_C) + \text{dist}(z, \mathbb{R}^n) \geq C \text{dist}(z, V_R)^{d(6d-3)^n-1}
\]

in a neighbourhood of the origin of \( \mathbb{C}^n \).

**Proof.** Let \( g = (g_1, \ldots, g_{2m}) : (\mathbb{R}^{2n}, 0) \to (\mathbb{R}^{2m}, 0) \) be of the form

\[ g = (\text{Re } f_1, \text{Im } f_1, \ldots, \text{Re } f_m, \text{Im } f_m), \]

and \( h_i(x_1, y_1, \ldots, x_m, y_m) = y_i \) for \( i = 1, \ldots, m \). Then \( V_C = g^{-1}(0) \) and \( V_C \cap \mathbb{R}^n = V_R = V(h_1, \ldots, h_m) \). So, Corollary 8 gives the assertion.
4. Global Łojasiewicz inequality

We prove the following real version of the global Łojasiewicz inequality [C]:

Theorem 2. Let $X, Y \subseteq \mathbb{R}^n$ be algebraic sets, and let $g_1, \ldots, g_k, h_1, \ldots, h_l : \mathbb{R}^n \to \mathbb{R}$ be polynomials such that $X = V(g_1, \ldots, g_k)$ and $Y = V(h_1, \ldots, h_l)$. Let $d = \max \{ \deg g_1, \ldots, \deg g_k, \deg h_1, \ldots, \deg h_l \}$. Then there exists a positive constant $C$ such that

$$\text{dist}(x, X) + \text{dist}(x, Y) \geq C \left( \frac{\text{dist}(x, X \cap Y)}{1 + |x|^2} \right)^{d(6d-3)^n-1} \quad \text{for} \quad x \in \mathbb{R}^n.$$  

Proof. Let $p = d(6d-3)^n-1$. If $X = \emptyset$ or $Y = \emptyset$, then the assertion is obvious. Assume that $X \neq \emptyset$ and $Y \neq \emptyset$.

Claim 1. Assertion (15) is equivalent to

$$\text{dist}(x, Y) \geq C' \left( \frac{\text{dist}(x, X \cap Y)}{1 + |x|^2} \right)^p \quad \text{for} \quad x \in X$$

for some positive constant $C'$ (cf. [Cy, Lemma 4.2] and [Ł1, p. 61]). The implication (15) $\Rightarrow$ (16) is obvious. Assume that (15) fails. Then there exists a sequence $(a_\nu)$ such that

$$\text{dist}(a_\nu, X) + \text{dist}(a_\nu, Y) < \frac{1}{\nu} \left( \frac{\text{dist}(a_\nu, X \cap Y)}{1 + |a_\nu|^2} \right)^p \quad \text{for} \quad \nu \in \mathbb{N}.$$

Let $b_\nu \in X$ and $c_\nu \in Y$ be such that

$$d(a_\nu, X) = |a_\nu - b_\nu|, \quad d(a_\nu, Y) = |a_\nu - c_\nu|.$$

Then

$$d(a_\nu, X) + d(a_\nu, Y) = |a_\nu - c_\nu| + |a_\nu - b_\nu| \geq |c_\nu - b_\nu| \geq d(b_\nu, Y).$$

Hence

$$\text{dist}(b_\nu, Y) < \frac{1}{\nu} \left( \frac{\text{dist}(a_\nu, X \cap Y)}{1 + |a_\nu|^2} \right)^p \quad \text{for} \quad \nu \in \mathbb{N},$$

which contradicts (16) and proves Claim 1.

Claim 2. One can assume that the set $Y$ is a linear subspace of $\mathbb{R}^n$ (cf. [Cy, Lemma 4.3]). Indeed, in $\mathbb{R}^{2n}$ we have the norm $\|(x, y)\| = |x| + |y|$ for $x \in \mathbb{R}^n$ and $y \in \mathbb{R}^n$. Then for $\Delta = \{(x, x) \in \mathbb{R}^{2n} : x \in \mathbb{R}^n\}$ and $(x, x) \in \Delta$ we have

$$\text{dist}((x, x), X \times Y) = \text{dist}(x, X) + \text{dist}(x, Y)$$

and

$$\text{dist}((x, x), \Delta \cap (X \times Y)) = 2 \text{dist}(x, X \cap Y)$$

if $X \cap Y \neq \emptyset$ and

$$\text{dist}((x, x), \Delta \cap (X \times Y)) = 1$$

if $X \cap Y = \emptyset$. So, we see that (15) is equivalent to

$$\text{dist}((x, x), X \times Y) \geq C' \left( \frac{\text{dist}((x, x), \Delta \cap (X \times Y))}{1 + \|(x, x)\|^2} \right)^p, \quad (x, x) \in \Delta,$$

for a constant $C' > 0$. Moreover, $X \times Y = V(g_1(x), \ldots, g_k(x), h_1(y), \ldots, h_l(y))$ and $\Delta = V(x_1 - y_1, \ldots, x_n - y_n)$, and obviously $d = \max \{ \deg g_1, \ldots, \deg g_k, \deg h_1, \ldots, \deg h_l \}$. Hence, by Claim 1, it suffices to prove the assertion for $\Delta$ and $X \times Y$, and thus Claim 2 follows.

Claim 3. There exists a positive constant $C$ such that (16) holds. Indeed, according to Claims 1 and 2, we assume that $Y$ is a linear subspace of $\mathbb{R}^n$. Moreover, we may assume that $Y = \mathbb{R}^j \times \{0\}$, and $h_1 = x_{j+1}, \ldots, h_{n-j} = x_n$, where $l = n - j$. 
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Assume to the contrary that (16) does not hold for any $C > 0$. Then there exists a sequence $(a_\nu)$, $a_\nu = (a_{1,\nu}, \ldots, a_{n,\nu}) \in X$, such that

\begin{equation}
\text{dist}(a_\nu, Y) < \frac{1}{\nu} \left( \frac{\text{dist}(a_\nu, X \cap Y)}{1 + |a_\nu|^2} \right)^p \quad \text{for } \nu \in \mathbb{N}.
\end{equation}

By Claim 1 and Corollary 3 we see that $|a_\nu| \to \infty$. So, we may assume that the sequence $\overline{a}_\nu = (1 : a_{1,\nu} : \ldots : a_{n,\nu}) \in \mathbb{P}^n(\mathbb{R})$ is convergent to some $\overline{a}_0 = (0 : a_{1,0} : \ldots : a_{n,0}) \in \mathbb{P}^n(\mathbb{R})$, where $\mathbb{P}^n(\mathbb{R})$ is the real projective space of dimension $n$. Then for some $s \in \{1, \ldots, n\}$ we have $a_{s,0} \neq 0$, so we may assume that $a_{s,0} = 1$ and $a_{s,\nu} \neq 0$ for $\nu \in \mathbb{N}$, and, moreover, that $|a_{s,\nu}| \geq |a_{i,\nu}|$ for $i = 1, \ldots, n$ and any $\nu \in \mathbb{N}$. Consequently, $|a_{s,\nu}| \to \infty$ as $\nu \to \infty$. By (17) we see that $|(a_{j+1,\nu}, \ldots, a_{n,\nu})| = \text{dist}(a_\nu, Y) \to 0$ as $\nu \to \infty$, so we easily obtain $a_{j+1,0} = \ldots = a_{n,0} = 0$. Hence,

\begin{equation}
\overline{a}_0 = (0 : a_{1,0} : \ldots : a_{j,0} : 0 : \ldots : 0) \quad \text{and} \quad s \in \{1, \ldots, j\}.
\end{equation}

Choosing an appropriate coordinate system we may assume that

\begin{equation}
|a_{i,0}| < \frac{1}{3} \quad \text{for } i \neq s.
\end{equation}

The polynomials $g_i^*(x_0, \ldots, x_n) = x_0^{\deg g_i} g_i^*(\frac{x_1}{x_0}, \ldots, \frac{x_n}{x_0})$ are homogeneous, $g_i = g_i^*(1, x_1, \ldots, x_n)$ and $\deg g_i^* = \deg g_i$ for $i = 1, \ldots, k$. Consider the sets

\begin{align*}
\overline{X} &= \{x \in \mathbb{P}^n(\mathbb{R}) : g_j^*(x) = \cdots = g_k^*(x) = 0\} , \\
\overline{Y} &= \{(x_0 : \ldots : x_n) \in \mathbb{P}^n(\mathbb{R}) : x_{j+1} = \cdots = x_n = 0\}.
\end{align*}

Then $\overline{a}_\nu \in \overline{X}$ for $\nu \in \mathbb{N}$, and by (18) we have $\overline{a}_0 \in \overline{X} \cap \overline{Y}$. Put $U_s = \{(x_0 : \ldots : x_n) \in \mathbb{P}^n(\mathbb{R}) : x_s \neq 0\}$. Take the chart

\begin{align*}
\varphi : U_s &\ni (x_0 : \ldots : x_n) \mapsto \left(\frac{x_0}{x_s}, \ldots, \frac{x_{s-1}}{x_s}, \frac{x_{s+1}}{x_s}, \ldots, \frac{x_n}{x_s}\right) \in \mathbb{R}^n.
\end{align*}

Let $X_s = \varphi(\overline{X} \cap U_s)$, $Y_s = \varphi(\overline{Y} \cap U_s)$, and $g_{i,s} = g_i^*(z_0, \ldots, z_{s-1}, 1, z_{s+1}, \ldots, z_n)$ for $i = 1, \ldots, k$. Then $X_s = \{z \in \mathbb{R}^n : g_{1,s}(z) = \cdots = g_{k,s}(z) = 0\}$ and $Y_s = \{z \in \mathbb{R}^n : z_{j+1} = \cdots = z_n = 0\}$, where $z = (z_0, \ldots, z_{s-1}, z_{s+1}, \ldots, z_n) \in \mathbb{R}^n$. Moreover,

\begin{equation}
d \geq \max\{\deg g_{1,s}, \ldots, \deg g_{k,s}, \deg z_{j+1}, \ldots, \deg z_n\}.
\end{equation}

Let $u_\nu = \varphi(\overline{a}_\nu)$ for $\nu \in \mathbb{N}$, and $u_0 = \varphi(\overline{a}_0)$. Then $u_\nu \to u_0$ as $\nu \to \infty$.

By (20) and Corollary 3 there exists $C'' > 0$ such that

\[ \text{dist}(u_\nu, Y_s) \geq C'' \text{dist}(u_\nu, X_s \cap Y_s)^p \quad \text{for sufficiently large } \nu \in \mathbb{N}. \]

Thus we may assume that the above holds for any $\nu \in \mathbb{N}$. So from (17) it follows that

\begin{equation}
\frac{1}{\nu} \frac{1}{|a_\nu|} \left( \frac{\text{dist}(a_\nu, X \cap Y)^p}{1 + |a_\nu|^2} \right) \geq \frac{1}{\sqrt{n}} \left| \begin{pmatrix} a_{j+1,\nu} & \cdots & a_{n,\nu} \\ a_{s,\nu} & \cdots & a_{s,\nu} \end{pmatrix} \right| \geq \frac{1}{\sqrt{n}} |u_\nu - w_\nu|^p,
\end{equation}

where $w_\nu \in X_s \cap Y_s$ are points such that $\text{dist}(u_\nu, X_s \cap Y_s) = |u_\nu - w_\nu|$ for $\nu \in \mathbb{N}$.

Let $H_\infty = \{(z_0, \ldots, z_{s-1}, z_{s+1}, \ldots, z_n) \in \mathbb{R}^n : z_0 = 0\}$. If the set $\{\nu \in \mathbb{N} : w_\nu \in H_\infty\}$ is infinite, then we may assume that $w_\nu \in H_\infty$ for all $\nu \in \mathbb{N}$.
Thus $|u_\nu - w_\nu| \geq \frac{1}{|a_{s,\nu}|} \geq \frac{1}{|a_\nu|}$, and by (21),

$$\frac{1}{\nu} \frac{1}{|a_\nu|} \left( \frac{\text{dist}(a_\nu, X \cap Y)}{1 + |a_\nu|^2} \right)^p > C'' \left( \frac{1}{|a_\nu|} \right)^p \text{ for } \nu \in \mathbb{N}.$$

Consequently, $\text{dist}(a_\nu, X \cap Y) \geq \frac{1}{\nu} \left[ C'' / \sqrt{\nu} \right] |a_\nu|^{1 + \frac{1}{p}}$ for $\nu \in \mathbb{N}$, which is impossible. Indeed, $|a_\nu| \to \infty$, and if $X \cap Y \neq \emptyset$, then for $\nu$ large enough so that $|a_\nu| \geq \text{dist}(0, X \cap Y)$, we have $\text{dist}(a_\nu, X \cap Y) \leq 2|a_\nu|$. If $X \cap Y = \emptyset$, then by convention $\text{dist}(a_\nu, X \cap Y) = 1$.

Accordingly, it suffices to consider the case when $w_\nu \notin H_{\infty}$ for $\nu \in \mathbb{N}$. In this case for any $\nu \in \mathbb{N}$ there exist $b_{\nu} = (b_{1,\nu}, \ldots, b_{n,\nu}) \in X \cap Y$ and $b_{\nu} = (1 : b_{1,\nu} : \ldots : b_{n,\nu}) \in \bar{X} \cap \bar{Y}$ such that $w_\nu = \varphi(b_{\nu})$. From (21) we have $w_\nu \to u_0$ as $\nu \to \infty$, so $|b_\nu| \to \infty$, and by (19),

$$|\frac{b_{i,\nu}}{b_{s,\nu}}| \leq \frac{1}{2} \quad \text{for } i \neq s \text{ and sufficiently large } \nu \in \mathbb{N}. \quad (22)$$

We may assume that for some $i \in \{1, \ldots, n\}$, $|a_{i,\nu} - b_{i,\nu}| \geq |a_{j,\nu} - b_{j,\nu}|$ for all $j = 1, \ldots, n$ and $\nu \in \mathbb{N}$. Then we have

$$\text{dist}(a_\nu, X \cap Y) \leq |a_\nu - b_\nu| \leq \sqrt{n}|a_{i,\nu} - b_{i,\nu}| \quad \text{for } \nu \in \mathbb{N}. \quad (23)$$

If $i \neq s$, then

$$|u_\nu - w_\nu| \geq |\frac{a_{i,\nu}}{a_{s,\nu}} - \frac{b_{i,\nu}}{b_{s,\nu}}| \geq \frac{1}{|a_{s,\nu}|} |a_{i,\nu} - b_{i,\nu}| + \frac{b_{i,\nu}}{b_{s,\nu}} |b_{s,\nu} - a_{s,\nu}| \geq \frac{1}{|a_\nu|} |a_{i,\nu} - b_{i,\nu}| - \frac{1}{|a_\nu|} \frac{b_{i,\nu}}{b_{s,\nu}} |a_{s,\nu} - b_{s,\nu}|.$$

Hence, by (22) we have $|u_\nu - w_\nu| \geq \frac{1}{2|a_\nu|} |a_{i,\nu} - b_{i,\nu}|$; thus, (23) and (21) give

$$\frac{1}{\nu} \frac{1}{|a_\nu|} \left( \frac{\sqrt{n}|a_{s,\nu} - b_{s,\nu}|}{1 + |a_\nu|^2} \right)^p > C'' \left( \frac{|a_{s,\nu} - b_{s,\nu}|}{2|a_\nu|} \right)^p \text{ for sufficiently large } \nu \in \mathbb{N},$$

which is impossible since $|a_\nu| \to \infty$.

Finally, we consider the last case, $i = s$. In this case we easily obtain $|u_\nu - w_\nu| \geq \frac{1}{|a_\nu|} |a_{s,\nu} - b_{s,\nu}|$ for $\nu \in \mathbb{N}$. If the sequence $\left( \frac{|b_\nu|}{|a_\nu|} \right)$ is bounded, say by $M > 0$, then $|u_\nu - w_\nu| \geq \frac{1}{M|a_\nu|^2} |a_{s,\nu} - b_{s,\nu}|$, and thus (23) and (21) give

$$\frac{1}{\nu} \frac{1}{|a_\nu|} \left( \frac{\sqrt{n}|a_{s,\nu} - b_{s,\nu}|}{1 + |a_\nu|^2} \right)^p > C'' \left( \frac{|a_{s,\nu} - b_{s,\nu}|}{M|a_\nu|^2} \right)^p \text{ for } \nu \in \mathbb{N},$$

which is impossible. So, the sequence $\left( \frac{|b_\nu|}{|a_\nu|} \right)$ is unbounded and we may assume that $\frac{|b_\nu|}{|a_\nu|} \geq 2$. Then $\frac{|a_\nu - b_\nu|}{|a_\nu|} \geq \frac{1}{2}$ for $\nu \in \mathbb{N}$. Hence,

$$|u_\nu - w_\nu| \geq |\frac{a_{s,\nu} - b_{s,\nu}}{|a_\nu||b_\nu|}| \geq \frac{1}{\sqrt{n}} |a_\nu - b_\nu| \geq \frac{1}{2 \sqrt{n}} |a_\nu|.$$ 

Thus, (21) gives

$$\frac{1}{\nu} \frac{1}{|a_\nu|} \left( \frac{\text{dist}(a_\nu, X \cap Y)}{1 + |a_\nu|^2} \right)^p > C'' \left( \frac{1}{2 \sqrt{n}} |a_\nu| \right)^p \text{ for } \nu \in \mathbb{N},$$

which is impossible since $|a_\nu| \to \infty$. This proves Claim 3.

The inequality (15) immediately follows from Claims 3 and 1. This ends the proof. 

\[Q.E.D.\]
Remark 5. If the set of common zeros in $\mathbb{P}^n(\mathbb{R})$ of the polynomials $g_1, \ldots, g_k, h_1, \ldots, h_l$ is finite, then analogously to Theorem 2 we deduce that for some positive constant $C$,

$$\text{dist}(x, X) + \text{dist}(x, Y) \geq C \left( \frac{\text{dist}(x, X \cap Y)}{1 + |x|^2} \right)^{(2d-1)n+1} \quad \text{for } x \in \mathbb{R}^n.$$ 

From Theorem 2 we have

Corollary 10. Let $F = (f_1, \ldots, f_m) : \mathbb{R}^n \to \mathbb{R}^m$ be a polynomial mapping of degree $d \geq 1$. Then for some positive constant $C$,

$$|F(x)| \geq C \left( \frac{\text{dist}(x, V(F))}{1 + |x|^2} \right)^{d(6d-3)^{n-1}} \quad \text{for } x \in \mathbb{R}^n.$$ 

By the Łojasiewicz exponent at infinity of a mapping $F : \mathbb{R}^n \to \mathbb{R}^m$ we mean the supremum of the exponents $\nu$ in the following Łojasiewicz inequality:

$$|F(x)| \geq C|x|^\nu \quad \text{as } |x| \geq R$$

for some positive constants $C, R$; we denote it by $\mathcal{L}_\infty(F)$.

From Corollary 10 we obtain a generalization of the Kollár estimation (K) to the case of polynomial mappings with a compact set of real zeroes.

Corollary 11. Let $F = (f_1, \ldots, f_m) : \mathbb{R}^n \to \mathbb{R}^m$ be a polynomial mapping of degree $d \geq 1$. If $V(F)$ is a compact set, then

$$\mathcal{L}_\infty(F) \geq -d(6d-3)^{n-1}.$$ 

Proof. Since the set $V(F)$ is compact, we have $A|x| \leq \text{dist}(x, V(F)) \leq B|x|$ for some constants $A, B > 0$ and sufficiently large $|x|$. Then from Corollary 10 we immediately see that there exist positive constants $C, R$ such that

$$|F(x)| \geq C|x|^{-d(6d-3)^{n-1}} \quad \text{for } |x| \geq R.$$ 

This gives the assertion. □
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