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Abstract. We explicitly write the Eisenstein elements inside the space of modular symbols corresponding to each Eisenstein series for the congruence subgroup $\Gamma_0(p^2)$, answering a question of Merel. As a consequence, we also write the winding element explicitly for the congruence subgroup $\Gamma_0(p^2)$.

1. Introduction

For all $N \geq 1$, the congruence subgroup $\Gamma_0(N)$ is the subgroup of $\text{SL}_2(\mathbb{Z})$ consisting of all matrices $\left( \begin{array}{cc} a & b \\ c & d \end{array} \right)$ such that $N \mid c$. This subgroup acts on the upper half plane $\mathbb{H} = \{ z \in \mathbb{C} \mid \text{Im}(z) > 0 \}$ in the usual way. The quotient space $\Gamma_0(N) \backslash \mathbb{H}$ is denoted by $Y_0(N)$. Let $X_0(N)$ be the compactification of $Y_0(N)$ obtained by adjoining the set of cusps $\Gamma_0(N) \backslash \mathbb{P}^1(\mathbb{Q})$. Let $E_2(\Gamma_0(N))$ be the space of weight 2 Eisenstein series for this congruence subgroup. Suppose the Fourier coefficients at $\infty$ of an Eisenstein series $E$ are in a fixed number field $K$. Let $\pi_E : H_1(Y_0(N), K) \to K$ be the "period" homomorphism of $E$ as in Section 3.1. The intersection pairing $\circ$ induces a perfect, bilinear pairing of $K$-vector spaces $H_1(X_0(N), \text{cusps}, K) \times H_1(Y_0(N), K) \to K$.

Since $\circ$ is a non-degenerate bilinear pairing, there is a unique element $E$ such that $E \circ c = \pi_E(c)$. The modular symbol $E$ is the Eisenstein element corresponding to the Eisenstein series $E$.

Let us fix a prime $p \geq 3$. For the congruence subgroup $\Gamma_0(p)$, the Eisenstein element is well known by the fundamental work of Merel [9]. In this paper, we write the Eisenstein elements inside the space of modular symbols for the congruence subgroup $\Gamma_0(p^2)$. To our knowledge, this article is the first attempt to write the Eisenstein elements and winding element explicitly for the non-prime level. We hope to generalize our main theorem to any congruence subgroup of odd level (cf. Remark 4.6 and 4.8).

Let $\zeta : \text{SL}_2(\mathbb{Z}) \to H_1(X_0(p^2), \text{cusps}, \mathbb{Z})$ be the map that takes the matrix $g \in \text{SL}_2(\mathbb{Z})$ to the class in $H_1(X_0(p^2), \text{cusps}, \mathbb{Z})$ of the image in $X_0(p^2)$ of the geodesic in $\mathbb{H} \cup \mathbb{P}^1(\mathbb{Q})$ joining $g.0$ and $g.\infty$. The map $\zeta$ is surjective (Manin [4]). If $x \in \mathbb{P}^1(\mathbb{Z}/p^2\mathbb{Z})$ is not of the form $(kp \pm 1, 1)$ or $(1, kp \pm 1)$, then we write $x$ as $(r-1, r+1)$
and let $\alpha_r, \beta_r$ be the matrices $\begin{pmatrix} 1 & -r \\ 0 & 2p^2 \end{pmatrix}$, $\begin{pmatrix} 1 & -r \\ 0 & p^2 \end{pmatrix}$. Let $\delta_r$ be 1 or 0 depending on whether $r$ is odd or even. For all $k \in \{1, 2, \ldots, (p-1)\}$ and $s_k = (k+\delta_k-1)p$, let $\nabla_k$ and $\kappa_k$ be the matrices $\begin{pmatrix} 1 & 0 \\ s_kp & s_kp+2 \end{pmatrix}$ and $\begin{pmatrix} 1+s_kp & s_kp+3 \\ 2sp & 2(s_kp+2) \end{pmatrix}$.

For $\alpha = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in \text{GL}_2(\mathbb{Q})$ with $\det(\alpha) > 0$ and a weight 2 modular form $f$, define the weight 2 operator $[\alpha]$ on $f$ by $f[\alpha] = \det(\alpha)(cz+d)^{-2}f(\alpha(z))$. The function $f[\alpha]$ is again a modular form of weight 2. Let $L(f, 1)$ be the special value at $s = 1$ of the $L$-function $L(f,s)$ attached to a weight 2 modular form $f$. By [11, p. 48], $L(f, 1)$ is determined by the value of the Mellin transform of $f$ at $s = 1$. Since the Mellin transformation of $f$ can be analytically continued to a meromorphic function on the complex plane with possible simple poles only at 0 and 2, $L(f, 1)$ is finite.

Define the function $F_E : \mathbb{P}^1(\mathbb{Z}/p^2\mathbb{Z}) \to K$ as follows:

$$F_E(x) = \begin{cases} \frac{1}{2\pi i} \int_\gamma (2L(E[\alpha_r], 1) - L(E[\beta_r], 1)) & \text{if } x = (r-1, r+1), \\ \int_0^{\infty} 2(2E[\nabla_k] - E[\kappa_k])dz & \text{if } x = (1+kp, 1), \\ -F_E((kp+1, 1)) & \text{if } x = (kp-1, 1), \\ 0 & \text{if } x = (\pm 1, 1). \end{cases}$$

We can write $L(E[\alpha_r], 1)$ and $L(E[\beta_r], 1)$ explicitly in terms of the Dedekind symbols associated to $E$ as in p. 71 of [11]. We now state the main theorem of this paper.

**Theorem 1.1.** Let $E \in E_2(\Gamma_0(p^2))$ be an Eisenstein series such that the Fourier coefficients at $\infty$ of $E$ are in a fixed number field $K$. If $E$ is a well-known basis element of $E_2(\Gamma_0(p^2))$ (Lemma 3.1), then

$$E = \sum_{g \in \mathbb{P}^1(\mathbb{Z}/p^2\mathbb{Z})} F_E(g)\zeta(g).$$

In general, there is an explicit function $G_E : \mathbb{P}^1(\mathbb{Z}/p^2\mathbb{Z}) \to K$ such that $E = \sum_{g \in \mathbb{P}^1(\mathbb{Z}/p^2\mathbb{Z})} G_E(g)\zeta(g)$.

In [10], Merel used the explicit expression of the *Eisenstein element* and the *winding element* for $N = p$ to prove the *uniform boundedness conjecture* for torsion points on elliptic curves over number fields.

We end this article by explicitly writing the *winding element* for the congruence subgroup $\Gamma_0(p^2)$. The winding element is interesting from the point of view of the Birch and Swinnerton-Dyer conjecture [1]. We also hope that the explicit expression of the *winding element* will help us to understand the *Eisenstein ideals* of the Hecke algebras for the general level.

**Remark 1.2.** Let $\alpha, \beta, s, \alpha_j, \beta_k, \sigma$ and $h$ be the matrices $\begin{pmatrix} 1 & 1 \\ 0 & 1 \end{pmatrix}$, $\begin{pmatrix} 1 & 2 \\ 0 & 1 \end{pmatrix}$, $\begin{pmatrix} 0 & -1 \\ 1 & 0 \end{pmatrix}$, $\begin{pmatrix} 0 & -1 \\ 1 & j \end{pmatrix}$, $\begin{pmatrix} 1 & 0 \\ k & 1 \end{pmatrix}$, $\begin{pmatrix} 1 - p^2 & -p^2 \\ p^2 & 1 + p^2 \end{pmatrix}$ and $\begin{pmatrix} 1 & 1 \\ 0 & 2 \end{pmatrix}$ respectively.
2. Intersection with $\Gamma(2)$

By tensoring the usual short exact sequence with $K$, we have a short exact sequence:

$$0 \to H_1(X_0(N),K) \to H_1(X_0(N),\text{cusps},K) \to K^{\text{cusps}} \to K \to 0.$$ 

The first map is a canonical injection. The second map (boundary map) $\delta$ takes a geodesic, joining the cusps $r$ and $s$ to the formal symbol $[r]-[s]$, and the third map is the sum of the coefficients. There is a canonical bijection $\Gamma_0(p^2) \backslash \text{SL}_2(\mathbb{Z}) \cong \mathbb{P}^1(\mathbb{Z}/p^2\mathbb{Z})$ given by \((\begin{smallmatrix} a & b \\ c & d \end{smallmatrix}) \mapsto (c,d)\).

**Lemma 2.1.** The set $T = \{I, \alpha_t, \beta_{kp}|0 \leq t \leq p^2-1, 1 \leq k \leq (p-1)\}$ forms a complete set of coset representatives of $\mathbb{P}^1(\mathbb{Z}/p^2\mathbb{Z})$.

**Proof.** The orbits $\Gamma_0(p^2)\alpha_t$ and $\Gamma_0(p^2)\beta_k$ are disjoint since the matrices $\alpha_t\alpha_{t'}^{-1}$, $\beta_{kp}\beta_{kp'}^{-1}$ and $\alpha_t\beta_{kp}^{-1}$ do not belong to $\Gamma_0(p^2)$. There are $p^2 + p - 1 + 1 = p^2 + p = |\mathbb{P}^1(\mathbb{Z}/p^2\mathbb{Z})|$ coset representatives. \qed

**Lemma 2.2.** The cusps of $\Gamma_0(p^2)$ can be identified with the set

$$\{0, \infty, \frac{1}{p}, \ldots, \frac{1}{(p-1)p}\}.$$

**Proof.** Let $P = \left\{ \begin{pmatrix} 1 & n \\ 0 & 1 \end{pmatrix} \right\}, n \in \mathbb{Z}$ be the parabolic subgroup inside the modular group $\text{SL}_2(\mathbb{Z})$. There is a well-known bijection between the set of cusps $\Gamma_0(p^2) \backslash \mathbb{P}^1(\mathbb{Q})$ and the double coset space $\Gamma_0(p^2) \backslash \text{SL}_2(\mathbb{Z})/P$. The statement is obvious from the previous lemma and this bijection. \qed

Let $\Gamma(2)$ be the subgroup of $\text{SL}_2(\mathbb{Z})$ consisting of all matrices which are identity modulo the reduction map mod 2 and let $\Gamma = \Gamma_0(p^2) \cap \Gamma(2)$. We consider the corresponding modular curve $X_\Gamma = \Gamma \backslash \mathbb{H} \cup \mathbb{P}^1(\mathbb{Q})$. Let $\pi_\Gamma: \mathbb{H} \cup \mathbb{P}^1(\mathbb{Q}) \to X_\Gamma$ be the canonical surjection. Let us consider the matrices $\gamma_k = \left(\begin{smallmatrix} (s_kp)^2 & -1 + s_k^2p^2 \\ 1 + s_k^2p^2 & ps_k \end{smallmatrix}\right)$ and

$$\alpha_\infty = \left(\begin{smallmatrix} p^2 & -1 + p^2 \\ 1 + p^2 & p^2 \end{smallmatrix}\right).$$

**Lemma 2.3.** The set

$$S = \{I, \gamma_k, \beta_{t+\delta_1p^2}|0 \leq t \leq (p^2 - 1), 1 \leq k \leq (p-1)\} \subset \Gamma(2)$$

forms an explicit set of coset representatives of $\mathbb{P}^1(\mathbb{Z}/p^2\mathbb{Z})$.

**Proof.** An easy check shows that the orbits $\Gamma_0(p^2)\beta_{t+\delta_1p^2}$, $\Gamma_0(p^2)\gamma_k$ and $\Gamma_0(p^2)\alpha_\infty$ are disjoint. Since $|\mathbb{P}^1(\mathbb{Z}/p^2\mathbb{Z})| = p^2 + p$, the result follows. \qed

**Lemma 2.4.** $\Gamma \backslash \Gamma(2)$ is isomorphic to $\mathbb{P}^1(\mathbb{Z}/p^2\mathbb{Z})$.

**Proof.** There is a canonical map $s: \Gamma \backslash \Gamma(2) \to \mathbb{P}^1(\mathbb{Z}/p^2\mathbb{Z})$ which takes a matrix to its second row. Obviously, the map is well defined and injective. The map is surjective by the previous lemma. \qed
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Let \( \pi_0 : \Gamma \backslash \mathbb{H} \cup \mathbb{P}^1(\mathbb{Q}) \to \Gamma(2) \backslash \mathbb{H} \cup \mathbb{P}^1(\mathbb{Q}) \) be the map \( \pi_0(\Gamma z) = \Gamma(2)z \). Now \( \Gamma(2) \backslash \mathbb{H} \cup \mathbb{P}^1(\mathbb{Q}) \) contains three cusps \( \Gamma(2)1, \Gamma(2)0, \Gamma(2)\infty \). Let \( P_- \) be the inverse image of \( \Gamma(2)1 \) under the map \( \pi_0 \) and let \( P_+ \) be the inverse image of \( \Gamma(2)0 \) and \( \Gamma(2)\infty \) under the map \( \pi_0 \). We follow [9] and study the relative homology groups \( H_1(X_{\Gamma} - P_-, P_+, \mathbb{Z}) \) and \( H_1(X_{\Gamma} - P_+, P_-, \mathbb{Z}) \). The intersection pairing is a non-degenerate bilinear pairing \( H_1(X_{\Gamma} - P_+, P_-) \times H_1(X_{\Gamma} - P_-, P_+, \mathbb{Z}) \to \mathbb{Z} \). Recall the following two fundamental theorems from [9]. For \( g \in \Gamma \backslash \Gamma(2) \), let \([g]_0^0\) (respectively \([g]_0\)) be the image in \( X_{\Gamma} \) of the geodesic in \( \mathbb{H} \cup \mathbb{P}^1(\mathbb{Q}) \) joining \( g0 \) and \( g\infty \) (respectively \( g1 \) and \( g(-1) \)). If the Fourier coefficients at \( \infty \) of an Eisenstein series \( E \) are in a fixed number field \( K \), we tensor the isomorphism in Theorem 5 of [9] with \( K \) and obtain the following theorem.

**Theorem 2.5 ([9])**. Let

\[ \zeta_0 : K^{\Gamma \backslash \Gamma(2)} \to H_1(X_{\Gamma} - P_+, P_-, K) \]

be the map which takes \( g \in \Gamma \backslash \Gamma(2) \) to the element \([g]_0^0\) and let

\[ \zeta^0 : K^{\Gamma \backslash \Gamma(2)} \to H_1(X_{\Gamma} - P_-, P_+, K) \]

be the map which takes \( g \in \Gamma \backslash \Gamma(2) \) to the element \([g]_0^0\). The homomorphisms \( \zeta_0 \) and \( \zeta^0 \) are isomorphisms.

**Theorem 2.6 ([9])**. For \( g, h \in \Gamma(2) \), we have

\[ [g]_0^0 \circ [h]_0^0 = 1 \]

if \( \Gamma g = \Gamma h \) and

\[ [g]_0^0 \circ [h]_0^0 = 0 \]

otherwise.

**Lemma 2.7**. For \( k \in \{1, 2, \ldots, p - 1\} \), let \( s_k \) be defined as in the introduction. Every element of the set \( P_- \) can be written in the form \( \Gamma k \) for some \( k \) in the set

\[ \{1, \frac{1}{p^2}, \frac{1}{s_p}, \ldots, \frac{1}{s_{(p-1)p}}\} \].

**Proof**. Since \( P_- = \pi_0^{-1}(\Gamma(2)1) \), we can write every element of the set \( P_- \) as \( \Gamma 01 \) for some \( \theta \in S \) (Lemma 2.3). If \( \theta = \beta_j \) and \( (j + 1, p) = 1 \), then an easy calculation shows that \( \beta_j(1) \in \Gamma 1 \). Similarly, we see that \( \alpha_{\infty}(1) \) and \( \gamma_k(1) \) belong to \( \Gamma 1 \). We deduce that \( \beta_j(1) \in P_- - \Gamma 1 \) if and only if \( (j + 1, p) \neq 1 \). \( \square \)

Let \( \pi, \pi' : \Gamma \backslash \mathbb{H} \cup \mathbb{P}^1(\mathbb{Q}) \to \Gamma_0(p^2) \backslash \mathbb{H} \cup \mathbb{P}^1(\mathbb{Q}) \) be the maps \( \pi(\Gamma z) = \Gamma_0(p^2)z \) and \( \pi'(\Gamma z) = \Gamma_0(p^2)^{\frac{p+1}{2}} \). respectively.

**Lemma 2.8**. Let \( f : X_0(p^2) \to \mathbb{C} \) be a rational function. Then \( \frac{(f_{\Gamma 01})^2}{f_{\Gamma 01}} \) has no zeros or poles in \( P_- \).

**Proof**. For integers \( s, t \) such that \( (s, t, p) = 1 \), the local coordinates around the point \( \Gamma_0(p^2)0 \), \( \Gamma_0(p^2)\infty \), and \( \Gamma_0(p^2)^{\frac{1}{2p}} \) are given by \( q_0(z) = e^{2\pi i - \frac{p}{p^2}}, q_{\infty}(z) = e^{2\pi iz} \) and \( q_{\frac{1}{2p}}(z) = e^{2\pi i \frac{p}{p^2 + 1}} \) respectively (cf. [1], p. 33). In the modular curve \( X_{\Gamma} \), the local coordinates around the points of \( P_- \) are given by \( q_1(z) = e^{2\pi i \frac{1}{2p^2(z + 1)}} \), \( q_{\frac{1}{p^2}}(z) = e^{2\pi i \frac{1}{p^2(z + 1)}} \) and \( q_{\frac{1}{skp}}(z) = e^{2\pi i \frac{1}{s(pkp + 1)}} \).
Now around the point $\Gamma 1$ and $\Gamma \frac{1}{p^2}$, we have the equalities $q_0 \circ \pi = q_1^2, q_0 \circ \pi' = q_1^4$ and, $q_{\frac{1}{p^2}} \circ \pi = q_{\frac{1}{p^2}}^2, q_{\frac{1}{p^2}} \circ \pi' = q_{\frac{1}{p^2}}^4$.

We prove similar equalities around each of the points $\Gamma \frac{1}{s_k p}$. Let $1 + s_k p = 2k'$; then we have $\pi'(\frac{1}{s_k p}) = \frac{k'}{s_k p}$ and $\pi(\frac{1}{s_k p}) = \frac{1}{s_k p}$. The maps $\pi'$ and $\pi$ take the points $\frac{1}{s_k p}$ of $P_\infty$ to different cusps. Nevertheless a small calculation shows that $q_{\frac{s_k}{s_k p}} \circ \pi'(z) = (q_{\frac{s_k}{1+2s_k p}}) \circ \pi(2)(z)$. Since $\Gamma_0(p^2)\frac{1}{k} = \Gamma_0(p^2)\frac{1}{s_k p} = \Gamma_0(p^2)\frac{s_k}{(1+2s_k p)p}$, we obtain the lemma. 

3. Eisenstein series for $\Gamma_0(p^2)$

Corresponding to each non-trivial Dirichlet character $\phi : (\mathbb{Z}/p\mathbb{Z})^* \rightarrow \mathbb{C}^*$, we have the Eisenstein series $E_2^{\phi, \phi'}(\tau) = \sum_n \sigma_1^{\phi, \phi'}(n) q^n$, where the generalized power sum in the Fourier coefficient is $\sigma_1^{\phi, \phi'}(n) = \sum_{m|n} \phi(n/m) \phi(m)m$. Consider the series $E_2'(\tau) = \frac{2 \pi i}{\tau} + \sum_n \sigma_1(n) q^n$, where $\sigma_1(n)$ denotes the sum of the positive divisors of $n$. Let $E_1$ and $E_2$ be the Eisenstein series

$$E_1(\tau) = E_2'(\tau) - pE_2'(p\tau),$$

$$E_2(\tau) = E_2'(\tau) - p^2 E_2'(p^2 \tau)$$

respectively.

**Lemma 3.1.** The set $E = \{E_1, E_2, E_2^{\phi, \phi'}\}$ represents a basis of $E_2(\Gamma_0(p^2))$.

**Proof.** Let $N = p^2$ in [31 Theorem 4.6.2].

By [11] p. 36], the map $\delta : E_2(\Gamma_0(N)) \rightarrow \text{Div}^0(\text{cusps})$ is an isomorphism. For all cusps $x$, let $\epsilon_{\Gamma_0(p^2)}(x)$ denote the ramification index of $x$ over $\text{SL}_2(\mathbb{Z}) \setminus (\mathbb{H} \cup \mathbb{P}^1(\mathbb{Q}))$. The Eisenstein series $E$ corresponds to the divisor

$$\delta(E) = \sum_{x \in \text{Cusps}(\Gamma_0(p^2))} \epsilon_{\Gamma_0(p^2)}(x) a_0(E[x])\{x\}.$$

The congruence subgroup $\Gamma_0(p^2)$ has $(p + 1)$ cusps as listed in Lemma 29. By [12] p. 538], we see that

$$\epsilon_{\Gamma_0(p^2)}(x) = \begin{cases} 1 & \text{if } x = \frac{1}{kp}, \\ 1 & \text{if } x = \frac{1}{p^2}, \\ p^2 & \text{if } x = 0. \end{cases}$$

3.1. Period homomorphisms of the Eisenstein series. For any $z_0 \in \mathbb{H}$ and $\gamma \in \Gamma_0(p^2)$, let $c(\gamma)$ be the class in $H_1(Y_0(p^2), \mathbb{Z})$ of the image in $Y_0(p^2)$ of the geodesic in $\mathbb{H}$ joining $z_0$ and $\gamma(z_0)$. This class is independent of the choice of $z_0 \in \mathbb{H}$. Suppose the Fourier coefficients at $\infty$ of an Eisenstein series $E \in E_2(\Gamma_0(p^2))$ are in a fixed number field $K$. The period of the Eisenstein series $E$ is the map $\pi_E : H_1(Y_0(p^2), K) \rightarrow K$ [11] p. 43]:

$$\pi_E(\gamma) = \int_{c(\gamma)} E(z) dz.$$

This is a period of the holomorphic differential form $E(z) dz$ on the modular curve $Y_0(p^2)$. For integers $u$ and $v$, let $S(u, v)$ be the Dedekind sum. The following
proposition summarizes some well-known properties of the map $\pi_E$. The proofs are given in [11, Prop. 2.3.3] and [8, p. 216].

**Proposition 3.2.** Let $\gamma = \begin{pmatrix} a & b \\ c & d \end{pmatrix}$ be an element of $\Gamma_0(p^2)$.

1. $\pi_E$ is a group homomorphism.
2. $\pi_E(\gamma) = \frac{a + d}{c} a_0(E) - \frac{1}{2\pi i} L(E(\gamma \begin{pmatrix} 1 & -d \\ 0 & c \end{pmatrix}), 1)$ if $c \neq 0$ and $\pi_E(\gamma) = \frac{b}{d} a_0(E)$ if $c = 0$.
3. For the Eisenstein series $E_2$, we have

$$\frac{1}{\pi i} L(E_2(\gamma \begin{pmatrix} 1 & -d \\ 0 & c \end{pmatrix}), 1) = -\text{sgn}(c)(S(d, |c|) - S(d, \frac{|c|}{p^2})),$$

where $\text{sgn}(c) = \frac{c}{|c|}$ denotes the sign of $c$.

4. **Eisenstein element**

For $E \in E_2(\Gamma_0(p^2))$, let $\lambda_E : X_0(p^2) \to \mathbb{C}$ be the rational function whose logarithmic derivative is $2\pi i E(z) dz = 2\pi i \omega_E$. Consider the rational function

$$\lambda_{E,2} = \frac{(\lambda_E \circ \sigma)^2}{\lambda_E \circ \sigma}$$

on $X_\Gamma$. By Lemma 2.8, it has no zeros and poles in $P_-$. Let $k^*(\omega_E)$ be the logarithmic derivative of the function. Let $\psi_E(c) = \int_c k^*(\omega_E)$ be the corresponding “period” homomorphism $H_1(X_\Gamma - P_+, P_-, K) \to K$.

By the non-degeneracy of the intersection pairing, there is a unique element $E_0 \in H_1(X_\Gamma - P_+, P_-, K)$ such that $E_0 \circ c = \psi_E(c)$ for all $c \in H_1(X_\Gamma - P_+, P_-, K)$. By Theorem 2.5, we write $E_0$ uniquely as $E_0 = \sum_{g \in P_1(\mathbb{Z}/p^2\mathbb{Z})} F_0(g) \zeta^0(g)$. Let $F_E : P_1(\mathbb{Z}/p^2\mathbb{Z}) \to K$ be the function as defined in the introduction.

**Lemma 4.1.** For all $g \in P_1(\mathbb{Z}/p^2\mathbb{Z})$ and for all $E \in E_2(\Gamma_0(p^2))$, we have

$$\psi_E(\zeta_0(g)) = F_E(g).$$

**Proof.** Since every Eisenstein series is a linear combination of the basis element and the intersection product $\circ$ is bilinear, it is enough to prove the statement for the basis of $E_2(\Gamma_0(p^2))$ as described in Lemma 3.1. If $x$ is not of the form $(lp \pm 1, 1)$ or $(1, lp \pm 1)$, then we write $x$ as $(r - 1, r + 1)$ and choose $s$ such that $rs \equiv 1 \mod 4p^2$.

We consider the matrix $V(r, s) = \begin{pmatrix} \frac{r-1}{2} & \frac{r+1}{2} \\ \frac{1-r}{2} & \frac{1-r}{2} \end{pmatrix}$.

By a calculation similar to Proposition 7 of [9], we have

$$\psi_E(\zeta_0(x)) = -2\pi_E(V(r, s)) + \pi_E(h V(r, s) h^{-1})$$

and hence $\psi_E(\zeta_0(x)) = F_E(x)$. We now prove that

$$\psi_E(\zeta_0(kp + 1, 1)) = F_E((kp + 1, 1)).$$

Consider the function $f(z) = 2E(z) - \frac{1}{2} E(z+\frac{1}{3})$. Clearly, $f$ is a modular form of weight two with respect to the congruence subgroup $\Gamma$. We have

$$\int_{\beta_{1+s_k+1}^{p-1}} f(z) dz = \int_{1/s_k+1}^{1} f(z) dz = \int_{0}^{\infty} 2f(\frac{1}{\gamma_k}) dz = F_E((kp + 1, 1)).$$
By replacing $g_1$ in [9] by $β_{1+s_kp}$, we see that

$$F_E((1 + kp, 1)) = ψ_E(ζ_0(β_{1+s_kp}))$$

$$= - \int_{β_{1+s_kp}(1)}^{β_{1+s_kp}(-1)} f(σz)d(σz) = -ψ_E(ζ_0(β_{1+s_kp})).$$

By a similar substitution of $g_1$ in [9] by $β_{1+p^2}$, we see that $ψ_E(ζ_0((1 + p^2, 1))) = -ψ_E(ζ_0((-1 + p^2, 1))).$ If $E$ is an Eisenstein series with real Fourier coefficients, then we have $ψ_E(ζ_0((±1, 1))) = F_E((±1, 1)) = 0$. For $E_2^{φ, 2}$, we observe that $E_2^{φ, 2} + E_2^{ψ, 2}$ and $i(E_2^{φ, 2} - E_2^{ψ, 2})$ are Eisenstein series with real Fourier coefficients. Similarly, we obtain $ψ_E((ζ_0((±1, 1))) = F_E((±1, 1)) = 0$. □

**Proposition 4.2.** For all $E \in E_2(Γ_0(p^2))$, let us consider the element $E_0$ of $H_1(X_Γ - P_+, P_-, K)$ defined by $E_0 = \sum_{g ∈ E_1(Z/p^2Z)} F_E(g)ζ_0(g)$. For all $c ∈ H_1(X_Γ - P_+, P_-, K)$,

we have $E_0 \circ c = ψ_E(c)$.

**Proof.** This is obvious from Lemma [11] and Theorem [20].

Corresponding to each non-trivial character $φ : (Z/pZ)^* \to C^*$, define

$$tφ = \sum_{d=0}^{p-1} \sum_{e=0}^{p-1} φ(d)^2 \sum_{l=0}^{p-1} \frac{1}{l^2}.$$

**Lemma 4.3.** The constant Fourier coefficients of $E_2^{φ, 2}$ at the cusps $\frac{1}{kp}$ are constant multiples of $φ(k)t_φ$.

**Proof.** Let $ζ_1^n(k) = \sum_{m=1, m≡n (mod p^2)} \frac{1}{m^r}$ be the modified zeta function. For $φ \in (Z/p^2Z)^2$, consider the series $E_2^{φ}(z) = \sum_{c,d=0}^{p-1} φ(c,d)ζ_1^n(d)G_2^{φ}(c,p^2)$, and $G_2^{φ} = \sum_{n∈(Z/p^2Z)^*} ζ_1^n(2)E_2^{φ,n}$. Let $G_2^{φ}(φ) = \sum_{c=0}^{p-1} \sum_{d=0}^{p-1} φ(c)φ(d)G_2^{φ}(c,p^2)G_2^{φ}(φ,d+p)G_2^{φ}(φ,d+p)$ be the Eisenstein series for the congruence subgroup $Γ_0(p^2)$. We show that the constant Fourier coefficients of the Eisenstein series $G_2^{φ, 2}$ at the cusps $\frac{1}{kp}$ are constant multiples of $φ(k)t_φ$. Since $β_{k_π} ∈ SL_2(Z)$ is such that $\frac{1}{kp} = β_{k_π}(∞)$, the behavior of $G_2^{φ, 2}$ at the cusp $\frac{1}{kp}$ is described by the Fourier series expansion of $G_2^{φ, 2}[β_{k_π}]$.

A small check [3] Prop. 4.2.1 shows that for all $γ ∈ SL_2(Z)$, $E_2^{φ}([γ](z)) = E_2^{φ, 2}((z)).$ Since $G_2^{φ} = \sum_{c=0}^{p-1} \sum_{d=0}^{p-1} φ(c)φ(d)G_2^{φ}(c,p^2)G_2^{φ}(φ,d+p)G_2^{φ}(φ,d+p)$, we have

$$G_2^{φ, 2}[β_{k_π}] = \sum_{c=0}^{p-1} \sum_{d=0}^{p-1} φ(c)φ(d)G_2^{φ}(c,p^2)G_2^{φ}(φ,d+p)G_2^{φ}(φ,d+p)(τ).$$

For $(cp, d + ep) ∈ (Z/p^2Z)^2$, we have an equality

$$(cp, d + ep)β_{k_π} = (cp + kp(d + ep), d + ep).$$

If $(cv, dv) = \bar{v} ∈ (Z/p^2Z)^2$, then the constant terms of $G_2^φ$ are non-zero if and only if $cv ≡ 0 (mod p^2)$. So, the constant Fourier coefficients of $G_2^{φ, 2}$ at the cusps $\frac{1}{kp}$ are $φ(-k)t_φ$. Since $E_2^{φ, 2}$ is a constant multiple of $G_2^{φ, 2}$, the result follows. □
Lemma 4.4. The constant Fourier coefficients of \( E_1 \) and \( E_2 \) at the cusps \( \frac{1}{kp} \) are \( \frac{p - 1}{24} \) and 0 respectively.

Proof. We first prove that the constant coefficients for the Fourier expansions of \( E_2 \) at the cusps \( \frac{1}{kp} \) are 0. As usual, the constant terms of the Fourier expansions of \( E_2 \) at the cusps \( \frac{1}{kp} \) are the constant terms at \( \infty \) of \( E_2[\beta_{kp}] \).

Let \( \Delta \) be the standard Ramanujan cusp form of weight 12. By [5, p. 28], we have \( \frac{d}{dz} \log\Delta(\beta_{kp}(z)) = 12 \frac{d}{dz} \log(kpz + 1) + \frac{d}{dz} \log\Delta(z) \). If \( m \) and \( l \) are integers such that \( mp - kl = 1 \), then

\[
\Delta\left(\frac{p^2z}{kpz + 1}\right) = \Delta\left(\left(\begin{array}{cc} p & 0 \\ k & 1 \end{array}\right)pz\right) = \Delta\left(\left(\begin{array}{cc} p & l \\ k & m \end{array}\right)\left(\begin{array}{cc} 1 & -l \\ 0 & p \end{array}\right)pz\right)
\]

By taking the logarithmic derivative, we deduce that

\[
\frac{d}{dz} \log\Delta\left(\left(\begin{array}{cc} p & l \\ k & m \end{array}\right)\left(\begin{array}{cc} z & -l \\ 0 & p \end{array}\right)\right) = 12 \frac{d}{dz} \log(kpz + 1) + \frac{d}{dz} \log\Delta\left(\frac{z}{p}\right).
\]

Since \( E_2 = \frac{1}{2\pi i} \frac{d}{dz} \log\frac{\Delta(p^2z)}{\Delta(z)} \), the above calculation shows that the constant terms of \( E_2[\beta_{kp}] \) at \( \infty \) are 0. The other Eisenstein series \( E_1 \in E_2(\Gamma_0(p)) \) and each of the cusps \( \frac{1}{kp} \) represents the cusp \( \infty \). Hence, we deduce that \( a_0(E_1[\beta_{kp}]) = \frac{p - 1}{24} \) for all cusps \( \frac{1}{kp} \).

Let \( \pi_* : H_1(X_\Gamma - P_-, P_+, \mathbb{Z}) \to H_1(X_0(p^2), \text{cusp}, \mathbb{Z}) \) be the map induced from \( \pi \) by functoriality.

Proposition 4.5. For all \( E \in \mathbb{E} \), let \( \mathcal{E}_0 \in H_1(X_\Gamma - P_-, P_+, K) \) be the Eisenstein element as defined in Proposition 4.2. The boundary of the modular symbol \( \pi_*(\mathcal{E}_0) \) is a constant multiple of \( \delta(E) \).

Proof. Since \( \pi_*(\zeta^0(g)) = \zeta(g) \), we explicitly write the element

\[
\pi_*(\mathcal{E}_0) \in H_1(X_0(p^2), \text{cusp}, K)
\]

as

\[
\pi_*(\mathcal{E}_0) = \sum_{g \in \mathbb{P}^1(\mathbb{Z}/p^2\mathbb{Z})} F_E(g)\zeta(g).
\]

Computing the boundary, using the coset representatives as in Lemma 2.1, we obtain

\[
\delta(\pi_*(\mathcal{E}_0)) = \sum_{k=1}^{p-1} [F_E(kp, 1)(\{1/kp\} - \{0\}) + F_E(1, kp)(\{0\} - \{1/kp\})] + F_E(0, 1)(\{\infty\} - \{0\}) + F_E(1, 0)(\{0\} - \{\infty\}).
\]

We calculate each of the terms \( F_E(kp, 1), F_E(1, kp), F_E(0, 1) \) and \( F_E(1, 0) \). For \( g \) of the form \( (kp, 1) \) or \( (1, -kp) \), we choose \( r \) and \( s \) as follows:

<table>
<thead>
<tr>
<th>( g )</th>
<th>( r )</th>
<th>( s )</th>
</tr>
</thead>
<tbody>
<tr>
<td>((kp, 1))</td>
<td>(1 + 2kp)</td>
<td>(1 - 2kp)</td>
</tr>
<tr>
<td>((1, -kp))</td>
<td>(-1 + 2kp)</td>
<td>(-1 - 2kp)</td>
</tr>
</tbody>
</table>
Now \( \pi_E(V(2kp - 1, -1 - 2kp)) = -\pi_E(V(1 + 2kp, 1 - 2kp)) \) and
\[
\pi_E(hV(2kp - 1, -1 - 2kp)h^{-1}) = -\pi_E(hV(1 + 2kp, 1 - 2kp)h^{-1}),
\]
so we have \( F_E(1, -kp) = -F_E(kp, 1) \).

By [3, p. 166], \( E[\beta_{kp}] \) is a modular form with respect to the congruence subgroup \( \beta_{kp} \Gamma_0(p^2) \beta_{kp} \) and \( \alpha \) belongs to this congruence subgroup. From [13, p. 52] we see that \( a_0(E[\beta_{kp}]) = \int_{z_0}^{z_0 + \infty} E[\beta_{kp}](z)dz \) and \( 2a_0(E[\beta_{kp}]) = \int_{z_0}^{z_0 + \infty} E[\beta_{kp}](z)dz \). A small computation shows that \( 2a_0(E[\beta_{kp}]) = \pi_E(V(1 - 2kp, 1 + 2kp)) \) and \( a_0(E[\beta_{kp}]) = \pi_E(hV(1 + 2kp, 1 - 2kp)h^{-1}) \) so that \( F_E(kp, 1) = -4a_0(E[\beta_{kp}]) + a_0(E[\beta_{kp}]) \).

Similarly, we obtain \( F_{E'}((0, 1)) = -3a_0(E) \) and \( F_{E'}((1, 0)) = 3a_0(E) \). Hence, the boundary of \( \pi_*(\mathcal{E}_0) \) is
\[
-\sum_{k=1}^{p-1} 2(4a_0(E[\frac{1}{kp}]) - a_0(E[\frac{1}{2kp}])) \{ \frac{1}{kp} \} - 6a_0(E) \{ \infty \} + \sum_{k=1}^{p-1} 2(4a_0(E[\frac{1}{kp}]) - a_0(E[\frac{1}{2kp}])) + 6a_0(E) \{ 0 \}.
\]
Suppose the Eisenstein form is \( E = E_0^0, \delta \); we conclude that
\[
\delta(\pi_*(\mathcal{E}_0)) = (2\delta(2) - 8)\delta(E)
\]
(Lemma 4.3). If we now consider the Eisenstein series \( E = E_1 \) or \( E = E_2 \), we see the boundary of \( \pi_*(\mathcal{E}_0) \) is \(-6\delta(E)\) (Lemma 4.4). \( \square \)

Remark 4.6. We note that for the congruence subgroup \( \Gamma_0(N) \), we may calculate the boundary in a similar manner. For the congruence subgroup \( \Gamma_0(p^3) \) and \( (p, 1) \in \mathbb{P}^1(\mathbb{Z}/p^3\mathbb{Z}) \), a suitable choice for \( r \) and \( s \) is \( 1 + 2(p^2 \pm p) \) respectively. Unfortunately, we cannot relate \( \pi_E(V(r, s)) \) and \( \pi_E(hV(r, s)h^{-1}) \) with Fourier coefficients of the Eisenstein series. We also observe that for distinct odd primes \( p, q \) with \( p \equiv \pm 1 \) (mod \( q \)), \( (p, 1) \in \mathbb{P}^1(\mathbb{Z}/pq\mathbb{Z}) \) cannot be written as \( (r - 1, r + 1) \).

Proposition 4.7. For all \( E \in E_2(\Gamma_0(p^2)) \), let \( \mathcal{E} \in H_1(X_0(p^2), \text{cusps}, K) \) be the corresponding Eisenstein element. The boundary of \( \mathcal{E} \) is \(-\delta(E)\).

Proof. Since the map \( \zeta : \text{SL}_2(\mathbb{Z}) \to H_1(X_0(p^2), \text{cusps}, \mathbb{Z}) \) is surjective, we write
\[
\mathcal{E} = \sum_{g \in \mathbb{P}^1(\mathbb{Z}/p^2\mathbb{Z})} G_E(g)\zeta(g).
\]
We again use the coset representatives as in Lemma 2.1, then the boundary of \( \mathcal{E} \) is
\[
\sum_{k=1}^{p-1} [G_E(kp, 1)(\{ \frac{1}{kp} \} - \{ 0 \}) + G_E(1, kp)(\{ 0 \} - \{ -\frac{1}{kp} \})] + G_E(0, 1)(\{ \infty \} - \{ 0 \}) + G_E(1, 0)(\{ 0 \} - \{ \infty \}).
\]
Let \( \rho = \frac{1+\sqrt{\zeta}}{2} \) and \( \rho^* = -\bar{\rho} \) be the points on \( \mathbb{H} \). For all \( g \in \text{SL}_2(\mathbb{Z}) \), let \( g(\rho, \rho^*) \) be the image in \( X_0(p^2)(\mathbb{C}) \) of the geodesic in \( \mathbb{H} \) joining the points \( g\rho \) and \( g\rho^* \). Since the intersection product \( \circ \) is bilinear, we have
\[
\mathcal{E} \circ g(\rho, \rho^*) = \sum_{k \in \mathbb{P}^1(\mathbb{Z}/p^2\mathbb{Z})} G_E(k)\zeta(k) \circ g(\rho, \rho^*).
\]
From the consideration of the fundamental domain [11], we conclude that
\[ g\{0, \infty\} \circ h\{\rho, \rho^*\} = \begin{cases} 1 & \text{if } \Gamma_0(p^2)g = \Gamma_0(p^2)h, \\ -1 & \text{if } \Gamma_0(p^2)g = \Gamma_0(p^2)hs, \\ 0 & \text{otherwise.} \end{cases} \]

As a consequence, we deduce that \( E \circ h\{\rho, \rho^*\} = \int_{\frac{1}{kp}}^{h\rho^*} E(z)dz = G_E(h) - G_E(hs). \)

Let \( x = \frac{1}{kp} \) be a cusp; then \( \beta_{kp} \) is a matrix that takes \( x \) to \( \frac{1}{kp} \). Now \( E[\beta_{kp}] \) is a modular form with respect to the congruence subgroup \( \beta_{kp}^{-1}\Gamma_0(p^2)\beta_{kp} \), and \( \alpha \) belongs to this congruence subgroup. By [11, p. 52], we have \( a_0(E[\frac{1}{kp}]) = \int_{z_0}^{\alpha z_0} E[\beta_{kp}](z)dz \) so that
\[ G_E(\beta_{kp}s) - G_E(\beta_{kp}) = \int_{\beta_{kp}\rho^*}^{\beta_{kp}\alpha\rho^*} E(z)dz = a_0(E[\frac{1}{kp}]) = a_0(E[\frac{1}{kp}])e_{\Gamma_0(p^2)}(\frac{1}{kp}). \]

Now consider the cusp \( x = \infty \); then we have \( a_0(E) = \int_{\rho^*}^{\alpha\rho^*} E(z)dz = \int_{\rho^*}^{\rho^*} E(z)dz \).

It follows that \( G_E(s) - G_E(I) = a_0(E)e_{\Gamma_0(p^2)}(\infty) \). Noting that
\[ \sum_{x \in \text{Cusps}(\Gamma_0(p^2))} e_{\Gamma_0(p^2)}(x)a_0(E[x]) = 0 \]
(\( \delta(E) \in \text{Div}^0(\text{cusps}) \)), we obtain the proposition.

**Remark 4.8.** Let \( \Gamma \) be any congruence subgroup. The same method may be used to calculate the boundary of the Eisenstein element corresponding to any Eisenstein series \( E \in E_2(\Gamma) \). Let \( x \) be a cusp and \( g_x \in \text{SL}(\mathbb{Z}) \) take \( x \) to infinity. The coefficient of \( x \) in the expression of the boundary of the Eisenstein element \( E \) is \( \int_{g_x}\rho^* E(z)dz = \int_{\rho^*}^{\rho^*} E[g_x](z)dz \). Unfortunately, the integrals are not always easily computable. As an example, we consider the congruence subgroup \( \Gamma_0(p^2) \). The rational number \( \frac{1}{p} \) is a cusp with respect to this congruence subgroup but \( \beta_{p\alpha}\beta_{p^{-1}} \) does not belong to \( \Gamma_0(p^3) \). Nevertheless, we can calculate the integrals explicitly in terms of values of the Siegel units.

We hope to calculate the boundary map explicitly and relate it with the Fourier coefficients in our endeavor to write the explicit expression of the Eisenstein elements for general congruence subgroups.

**Lemma 4.9.** The integrals of every holomorphic differential over \( E \) and \( \pi_*(E_0) \) are zero.

**Proof.** A straightforward generalization of [9, Lemma 5].

We now prove the main theorem, Theorem 1.1 of this article.

**Proof.** We consider the short exact sequence of Section 2. For the Eisenstein series \( E_2^{\phi,\phi} \in E \), the boundary of \( \pi_*(E_0) \) is \( 8 - 2\phi(2) \) times the boundary of \( E \) (cf. Proposition 1.5). For the Eisenstein series \( E_1 \) or \( E_2 \in E \), the boundary of \( \pi_*(E_0) \) is the same as the boundary of \( 6E \) (cf. Proposition 1.5).

There is a non-degenerate bilinear pairing \( S_2(\Gamma_0(p^2)) \times H_1(X_0(p^2), \mathbb{R}) \to \mathbb{C} \) given by \( (f, c) = \int_c f(z)dz \). Hence, the integrals of the holomorphic differentials over
H₁(X₀(N), K) are not always zero. Since the integrals of every holomorphic differentials over E and π∗(E₀) are always zero, E is a constant multiple of

$$\pi_{\ast}(E_0) = \sum_{g \in \mathbb{P}^1(\mathbb{Z}/p^2\mathbb{Z})} F_E(g) \zeta(g)$$

for every E ∈ E. Let Eᵢ be the Eisenstein element corresponding to each Eᵢ ∈ E. For E₁ and E₂, we obtain Eᵢ = ∑ₙ∈P¹(ℤ/p²ℤ) Fₑᵢ(g)ζ(g). For E₂φ, we have E₂φ = ∑ₙ∈P¹(ℤ/p²ℤ) Fₑ₂φ(g)ζ(g).

Let E ∈ E₂(Γ₀(p²)) be an arbitrary Eisenstein series; then E = l₁E₁ + l₂E₂ + ∑₂φE₂φ,φ. Since the intersection product ∨ is bilinear, E = l₁E₁ + l₂E₂ + ∑₂φE₂φ,φ. Define the function Gₑ : ℙ¹(ℤ/p²ℤ) → K by

$$Gₑ := \frac{l₁Fₑ₁ + l₂Fₑ₂}{6} + \sum₂φ \frac{lφFₑ₂φ,φ}{8 - 2φ(2)}.$$ 

The modular symbol E = ∑ₙ∈P¹(ℤ/p²ℤ) Gₑ(g)ζ(g) ∈ H₁(X₀(p²), cusps, K) satisfies E ∨ c = πₑ(c) for all c ∈ H₁(Y₀(p²), K).

We now recall the definition of the winding element. Let {0, ∞} denote the projection of the path from 0 to ∞ in ℋ ∪ ℙ¹(ℚ) to X₀(N)(ℂ). We have an isomorphism H₁(X₀(N), ℤ) ⊗ ℜ = Hom₁(H¹(X₀(N), Ω) ⊗ ℜ) corresponding to the homomorphism ω → ℋ₀∞(ω). The element eₙ is called the winding element. The explicit expression of eₚ is the key tool in the proof of the uniform boundedness theorem [10]. Since the integrals of the holomorphic differentials over the Eisenstein element E₂ are zero, we write

Corollary 4.10.

$$\frac{p^2 - 1}{4} eₚ = - \sum_{x \in (\mathbb{Z}/p^2\mathbb{Z})⁺} Fₑ₂((1, -x)) \{0, \frac{1}{x}\}.$$ 

We use Proposition 5.2 to simplify the function Fₑ₂. We hope that the explicit expression of the winding element will help us to study the Eisenstein ideals [7] of the Hecke algebra for N = p².
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