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Abstract. In this paper, we investigate continuity and integrability properties of the second order derivatives of viscosity solutions of a certain uniformly elliptic Isaacs equation. We give sufficient and necessary conditions for continuity of the second order derivatives and give sufficient conditions for interior $W^{2,p}$ regularity, $1 < p < \infty$.

0. Introduction

In this paper, we examine continuity and integrability properties of the second order derivatives of viscosity solutions $u \in C(D)$ of the uniformly elliptic Isaacs equation

\[(0.1) \quad F(u_{xx}) := \Delta u + (u_{x_1 x_1})_+ - (u_{x_2 x_2})_- = 0 \quad \text{in } D,\]

where for $a \in \mathbb{R}$, $a_+ := \max\{a, 0\}$, $a_- := -\min\{a, 0\}$. Here, $D$ is a domain in $\mathbb{R}^d$ with $d \geq 3$, and $u_{xx} = (u_{x_i x_j})$ denotes the Hessian matrix of $u$. We recall that the second order equation $F(u_{xx}) = 0$ is uniformly elliptic if there exist constants $0 < \lambda \leq \Lambda$ (called ellipticity constants) such that $\forall m \in \mathcal{S}_d$ (the space of real symmetric $d \times d$ matrices)

\[(0.2) \quad \lambda \|n\| \leq F(m + n) - F(m) \leq \Lambda \|n\| \quad \forall 0 \leq n \in \mathcal{S}_d,\]

where for $m \in \mathcal{S}_d$, $\|m\| := \sup_{e \in \mathbb{R}^d, |e| = 1} |me|$. A uniformly elliptic Isaacs equation, in its simplest form, is a second order pde of the form

\[(0.3) \quad F(u_{xx}) := \max_{y \in Y} \min_{z \in Z} \text{tr}[a(y, z)u_{xx}] = 0\]

(or with $\min_{z \in Z} \max_{y \in Y}$). Here, $\text{tr}$ denotes trace, $Y, Z$ are compact sets in Euclidean space, $a(y, z)$ is a $d \times d$ matrix defined on $Y \times Z$ and there exist constants $0 < \lambda \leq \Lambda$, for which $\lambda I_d \leq a(y, z) \leq \Lambda I_d$, for all $y, z$. From the elementary inequalities

\[\inf_{y, z} (f_{y, z} - g_{y, z}) \leq \sup_{y, z} f_{y, z} - \inf_{y, z} g_{y, z} \leq \sup_{y, z} (f_{y, z} - g_{y, z}),\]
it follows that equation (0.3) is uniformly elliptic with ellipticity constants $\lambda, \Lambda d$. Since our pde in (0.1) can be written as

$$F(u_{xx}) := \max_{1 \leq y \leq 2} \min_{1 \leq z \leq 2} \text{tr}[a(y, z)u_{xx}] = 0,$$

where $a(y, z) = \begin{pmatrix} y & 1 \\ \vdots & \ddots \\ y & 1 \end{pmatrix}$, $y, z \in [1, 2]$, it follows that equation (0.1) is uniformly elliptic with ellipticity constants $1, 2d$.

Isaacs equations are of interest from both a probabilistic and a differential equations standpoint. From the probabilistic viewpoint, an Isaacs equation is the dynamic programming equation of a zero-sum, stochastic differential game between two players, one attempting to maximize a given functional and the other attempting to minimize the functional (see [FN93], [FS89], [Kov09], [Kry14a], [Kry14b], [Nis88]). From a pde standpoint, the Isaacs equation is the prototypical example of a uniformly elliptic pde which is neither convex nor concave in $u_{xx}$. The $C^{2,\alpha}$ regularity theory for elliptic equations was based on the assumption that in the uniformly elliptic equation $F(u_{xx}) = 0$, the operator $F = F(m)$ was either convex or concave in $m$. The example in [NV07] showed that the classical solvability of the Dirichlet problem with continuous boundary values is not guaranteed if this condition fails. Moreover, the conclusion of the Evans-Krylov theorem (see [Eva82], [Kry83]) may fail if this condition is dropped (see [NV08]). Hence, regularity results for solutions of nonconvex equations are of interest. The $C^{2,\alpha}$ regularity of solutions to certain classes of nonconvex uniformly elliptic equations of the form $F(u_{xx}) = 0$ has been proved in a number of papers (see e.g., [CC03], [CY00], [Yua01]).

It is well known (see [Ish89], [CC95]) that if $F$ is uniformly elliptic and $D$ is a smooth domain, then for arbitrary $g \in C(\bar{D})$, there exists a unique viscosity solution $u \in C(\bar{D})$ of the Dirichlet problem

$$\begin{cases} F(u_{xx}) = 0 & \text{in } D, \\ u = g & \text{on } \partial D. \end{cases}$$

(0.4)

It is also well known that for general bounded domains $D \subset \mathbb{R}^d$, if $u \in C(D)$ is a viscosity solution of $F(u_{xx}) = 0$ in $D$, then the second derivatives of $u$ exist almost everywhere in $D$ (see [Tru89]) and belong to $L^p_{\text{loc}}(D)$ for some small $\delta = \delta(d, \lambda, \Lambda) > 0$ (see [Lin86]). In particular, viscosity solutions of Isaacs equation (0.3) belong to $W^{2,\delta}_{\text{loc}}(D)$ and satisfy the following interior estimate: $\forall B_r := B_r(y) \subset \subset D$

$$\|u_{xx}\|_{L^p(B_r/2)} \leq N(d, \lambda, \Lambda)r^{-2+\frac{d}{p}}\sup_{B_r}|u|.$$  

(0.5)

But other than locally belonging to $L^\delta$, little is known about the second order derivatives of viscosity solutions of $F(u_{xx}) = 0$.

The example in [NV08] tells us that in general, one cannot a priori expect solutions of $F(u_{xx}) = 0$ to be locally $W^{2,\infty}$, or even $W^{2,p}$ for $p$ sufficiently large. However, the pde in [NV08] was a Hessian equation, not an Isaacs equation. The $W^{2,p}$ regularity of viscosity solutions of Isaacs equations with compact control sets $Y, Z$ (an important feature for applications) is an open question. It is well known (see [CC03]) that any uniformly elliptic operator $F(m)$ can be shown to be of min/max type, though not necessarily satisfying the compactness condition of the control sets following (0.3). In particular, although the singular solution in [NV11] was shown to satisfy a min/max equation in $B_1 \subset \mathbb{R}^{12}$, it was not an Isaacs equation satisfying the conditions of (0.3). It is reasonable to expect that certain special cases of such
equations may fare better. The Isaacs equations with finite (or more generally, compact in Euclidean space) control sets $Y, Z$ is an interesting and important case to consider.

In [Kov12], we proved the $W^{2,p}$ interior regularity ($0 < p < \infty$) of a class of Isaacs equations (which includes (0.1)), under the assumption that solutions were $C^2$. In the present paper, we investigate regularity questions for viscosity solutions of equation (0.1) without this assumption.

The Isaacs equation $\Delta u + (u_{x_1}, u_{x_2}) = 0$ is interesting for a number of reasons. First, in dimension $d = 2$, the pde is equivalent to Laplace’s equation $\Delta u = 0$. Second, it is an example of a pde in which the operator $F = F(u)$ satisfies the minmax principle: for any $m \in \mathcal{S}_d$,

$$\max_{y \in Y} \min_{z \in Z} \text{tr}[a(y, z)m] = F(m) = \min_{z \in Z} \max_{y \in Y} \text{tr}[a(y, z)m].$$

The min-max principle is an important property in stochastic differential games (see [Roc70], [Nis88], [Kov09]). Note the extrema over $[1, 2]$ and (0.1) can be rewritten as

$$0 = F(u_{xx}) = \max \{\Delta u + (u_{x_1}, u_{x_2}) - (u_{x_1}, u_{x_2}) - \} = \max \{F^+(u_{xx}), F^-(u_{xx})\},$$

where $F^+, F^-$ are concave, $G^+, G^-$ are convex, and all are uniformly elliptic (with the same ellipticity constants $1, 2d$). If say, either $F^+(u_{xx}) = 0$ in $O$ or $G^+(u_{xx}) = 0$ in $O$, where $O \subset D$ is any open set, then, by the Evans-Krylov theorem, $u \in C^{2,\alpha}(O)$. A corresponding statement holds for $F^-, G^-$ (see Lemma 2.1 below).

Finally, the pde (0.1) is of interest because of its simplicity. Not only does $F$ depend only on the second order derivatives of $u$, it depends only on the pure second order derivatives, i.e $F(u_{xx}) = F(u_{x_1}, u_{x_2}, \ldots, u_{x^{(2d)^2}})$. Despite its simplicity, it is not of the form to which some recent regularity results (for nonconcave equations) apply (see [CC03], [CY00], [NV11]). For example, equation (0.1) is not expressible as the minimum of two operators, where one is convex and the other concave (see (0.6) above and (1.9) in [CC03]). Furthermore, the operator $F(m)$ does not have convex level sets (CY00), nor is it of Hessian type [NV11]. See Example 1 in Kov12 for a more detailed discussion.

In [Kov12] we proved that if $u \in C^2(D)$ is a solution of the Isaacs equation

$$F(u_{xx}) := \max_{y \in Y} \min_{z \in Z} \text{tr}[a(y, z)u_{xx}] = 0 \quad \text{in a domain } D \subset \mathbb{R}^d,$$

where $Y, Z$ are compact sets in Euclidean space, the control matrix $a(y, z)$ is diagonal, separable, and $\Lambda_{11} \leq a(y, z) \leq \Lambda_{11}$, then $u \in W^{2,p}_{\text{loc}}(D), \forall 0 < p < \infty$ and $\forall B_r := B_r(y) \subset \subset D$,

$$\|u_{xx}\|_{L^p(B_r/2)} \leq N(d, p, \Lambda) r^{-2+\frac{d}{2}} \sup_{B_r} |u|.$$

In particular, $C^2(D)$ solutions of $\Delta u + (u_{x_1}, u_{x_2}) = 0$ belong to $W^{2,p}_{\text{loc}}(D), \forall 0 < p < \infty$, and satisfy interior estimate (0.7).

In §2 of the present paper, we examine continuity and $p$-integrability properties of second order derivatives of solutions of (0.1) without the assumption that $u \in C^2$. In §1, we prove the $W^{2,p}$ regularity for $C^2$ solutions of (0.1). Although this result
is proved in [Kov12], we include the proof here, since some of the arguments will be used later in our proof of Theorem 2. It is interesting to note the contrast between the techniques used in the $C^2$ setting and those used in the viscosity solution setting. In particular, the proof of Theorem 1 relies on the fact that the sets $D^+ := \{ D : u_{x_1x_1} > 0 \}$ and $D^- := \{ D : u_{x_2x_2} > 0 \}$ are open, assumptions that cannot be made for viscosity solutions.

1. $W^{2,p}$ Regularity for $C^2$ Solutions of $\Delta u + (u_{x_1x_1})_+ - (u_{x_2x_2})_- = 0$

In this section, we prove that $C^2(D)$ solutions of (0.1) satisfy interior $W^{2,p}$ estimate (0.5) for all $0 < p < \infty$. Before doing so, we introduce some notation. Observe that any $m \in S_d$ can be written as $m = m^+ - m^-$, where $m^+, m^- \geq 0$ and $m^+m^- = 0$. For $0 < \lambda \leq \Lambda$ and $m \in S_d$, we define Pucci’s extremal operators $\mathcal{M}^+$ and $\mathcal{M}^-$ by

$$\mathcal{M}^+(m, \lambda, \Lambda) = \Lambda \text{tr}(m^+) - \lambda \text{tr}(m^-), \quad \mathcal{M}^-(m, \lambda, \Lambda) = \lambda \text{tr}(m^+) - \Lambda \text{tr}(m^-).$$

For an open set $D \subset \mathbb{R}^d$, and $f \in C(D)$, $\mathcal{S}(\lambda, \Lambda, f)$ is defined to be the set of $u \in C(D)$ such that $\mathcal{M}^+(u_{xx}, \lambda, \Lambda) \geq f$ in the viscosity sense in $D$. Similarly, $\mathcal{S}(\lambda, \Lambda, f)$ denotes the set of $u \in C(D)$ such that $\mathcal{M}^-(u_{xx}, \lambda, \Lambda) \leq f$ in the viscosity sense in $D$. Functions in $\mathcal{S}$ or $\bar{\mathcal{S}}$ are called subsolutions or supersolutions, respectively. (For more details, see §2.2 of [CC95].)

**Theorem 1.** Let $D$ be a domain in $\mathbb{R}^d$ and let $u \in C^2(D)$ satisfy $F(u_{xx}) := \Delta u + (u_{x_1x_1})_+ - (u_{x_2x_2})_- = 0$ in $D$. Then for $B_r := B_r(x_0) \subset D$ and any $0 < p < \infty$,

$$\|u_{xx}\|_{L^p(B_r/2)} \leq N(d, p)r^{-2 + \frac{d}{p}} \sup_{B_r} |u|.$$

We first prove the following subsolution lemma.

**Lemma 1.1.** Under the above assumptions, both $(u_{x_1x_1})_+$ and $(u_{x_2x_2})_-$ belong to $\mathcal{S}(0) := \mathcal{S}(\frac{d}{2}, 2d, 0)$ in $D$.

**Proof.** Define $D^+ = \{ x \in D : u_{x_1x_1}(x) > 0 \}$, and for $h > 0$, $D_h^+ = \{ x \in D^+ : \text{dist}(x, \partial D^+) > h \}$. Note that in $D^+$, $u$ satisfies $F^+(u_{xx})(x) := \Delta u(x) + u_{x_1x_1}(x) - (u_{x_2x_2}(x))_- = 0$. Fix $x \in D_h^+$ and set $w^h(x) = u(x + he_1) + u(x - he_1) - 2u(x)$. Since $F^+(u_{xx})(x \pm he_1) = 0$ in $D_h^+$, setting these 3 equations = 0 and using $a_- + b_- - 2c_- \geq -(a + b - 2c)_+$ yields

$$0 = \Delta w^h(x) + w^h_{x_1x_1}(x) - \{[u_{x_2x_2}(x + he_1)]_+ + [u_{x_2x_2}(x - he_1)]_- - 2[u_{x_2x_2}(x)]_+ \}$$

$$\leq \Delta w^h(x) + w^h_{x_1x_1}(x) + (w^h_{x_2x_2}(x))_+.$$

That is, in $D_h^+$, $w^h$ is a viscosity subsolution of the uniformly elliptic equation $\Delta v + u_{x_1x_1} + (u_{x_2x_2})_+ = 0$, with the same ellipticity constants $1, 2d$. Thus $w^h$ and hence $\Delta^2_{x_1x_1} u = \frac{\partial^2 u}{\partial x_1^2} \in \mathcal{S}(0)$ in $D_h^+$. Since $u \in C^2(D)$ and $\mathcal{S}(0)$ is closed, $u_{x_1x_1} \in \mathcal{S}(0)$ in $D^+$, from which it follows that $(u_{x_1x_1})_+ \in \mathcal{S}(0)$ in $D$. Here we are using the fact that if $v \in C(D)$ and if $v \in \mathcal{S}(0) = \mathcal{S}(\Lambda, 0, 0)$ in $D^+ := \{ x \in D : v(x) > 0 \}$, then $v_+ \in \mathcal{S}(0)$ in $D$. 
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To see that \((u_{x_2 x_2})_- \in S(0)\) in \(D\), define \(D^- = \{x \in D : u_{x_2 x_2}(x) < 0\}\), and for \(h > 0\), \(D_h^- = \{x \in D^- : \text{dist}(x, \partial D^-) > h\}\). In \(D^-\), \(u\) satisfies \(u_{x_2 x_2}(x) = \Delta u(x) + u_{x_2 x_2}(x) = 0\). Fix \(x \in D_h^-\) and set \(w^h(x) = u(x + he_2) + u(x - he_2) - 2u(x)\). Since \(u_{x_2 x_2}(x) = 0\) in \(D_h^+\), setting these 3 equations \(= 0\) and using \(a_+ + b_+ - 2c_+ \geq -a + b - 2c_\) yields

\[
0 = \Delta w^h(x) + [(u_{x_1 x_1}(x + he_2)) + (u_{x_1 x_1}(x - he_2))]_+ + 2(u_{x_2 x_2}(x))_+ + w^h(x).
\]

Thus, in \(D_h^-\), \(w^h\) is a viscosity supersolution of the uniformly elliptic equation \(\Delta v - \frac{1}{2} x \cdot \nabla v = 0\), with the same ellipticity constants \(1, 2d\). Thus \(w^h\) and hence \(\Delta^2 \phi_{2, c_{2, 2}}\) \(\in S(0)\) in \(D_h^+\). Again, \(u \in C^2(D)\) and \(S(0)\) is closed implies \(u_{x_2 x_2} \in S(0)\) in \(D^-\), and hence \((u_{x_2 x_2})_- \in S(0)\) in \(D\).

**Proof of Theorem 1.** We recall the \(W^{2, \delta}\) interior estimate, due to Lin (see [Lin86], and Proposition 7.4 in [CC95]): if \(u \in S(\lambda, \Lambda, 0)\) in \(B_r\), there exists a universal \(\delta > 0\) such that \(u \in W^{2, \delta}(B_{7r/8})\) and

\[
\|u\|_{W^{2, \delta}(B_{7r/8})} \leq C(d, \lambda, \Lambda) \|u\|_{L^\infty(B_r)}^{1/2} \|\Delta u\|_{L^p(B_{7r/8})}^{1/2}.
\]

This result, along with the well-known subsolution estimate (see Theorem 4.8 in [CC95], Theorem 9.20 in [GT83]) (with \(p = \delta\), applied to our subsolution \((u_{x_1 x_1})_+\) gives: \(\forall B_r := B_r(x_0) \subset \subset D\)

\[
\sup_{B_{3r/4}} (u_{x_1 x_1})_+ \leq N_d \int_{B_{2r/3}} [(u_{x_1 x_1})_+]_+ dx \leq N_d r^{-d} \|u\|_{L^p(B_{7r/8})}.
\]

with an identical estimate holding for \((u_{x_2 x_2})_-\). This and the inequality \(|\Delta u(x)| \leq (u_{x_2 x_2}(x))_- + (u_{x_1 x_1}(x))_+\) immediately yield: \(\forall B_r := B_r(x_0) \subset \subset D\)

\[
\sup_{B_{3r/4}} |\Delta u| \leq C_d r^{-2} \|u\|_{L^\infty(B_r)}.
\]

and hence \(1 < p < \infty\), the \(W^{2, p}\) estimate in the form \(\|u_{x x}\|_{L^p(B_r)} \leq C(d, p) \{r^{-2} \|u\|_{L^p(B_{3r/4})} + |\Delta u|\} \|L^p(B_{3r/4})\}
\]

yields: \(\forall B_r := B_r(x_0) \subset \subset D\)

\[
\|u_{x x}\|_{L^p(B_r)} \leq C''(d, p) r^{-2 + d} \|u\|_{L^\infty(B_r)}.
\]

The estimate for \(0 < p \leq 1\) follows from the estimate for \(p = 2\) and Hölder’s inequality. Thus (1.2) holds \(\forall 0 < p < \infty\).

\[\square\]

2. **Viscosity solutions of \(\Delta u + (u_{x_1 x_1})_+ - (u_{x_2 x_2})_- = 0\)**

Let \(O \subset \mathbb{R}^d\) be open. Recall that a function \(u \in C(O)\) is a *viscosity subsolution* of \(F(u_{x x}) = 0\) in \(O\) if \(\forall x_0 \in O\) and \(\varphi \in C^2(O)\), if \(u - \varphi\) has a local maximum at \(x_0\), then \(F(\varphi_{x x}(x_0)) \geq 0\). Similarly, \(u \in C(O)\) is a *viscosity supersolution* of \(F(u_{x x} = 0\) in \(O\) if \(\forall x_0 \in O\) and \(\varphi \in C^2(O)\), if \(u - \varphi\) has a local minimum at \(x_0\), then \(F(\varphi_{x x}(x_0)) \leq 0\). We say \(u \in C(O)\) is a *viscosity solution* of \(F(u_{x x}) = 0\) in \(O\) if \(u\) is both a viscosity subsolution and supersolution in \(O\).

If \(u \in C(D)\) is a viscosity solution of (0.1) in \(D\), it is well known that \(u\) is twice differentiable almost everywhere in \(D\). That is, there exists a subset \(E\) of
full Lebesgue measure in $D$ such that $u$ is twice differentiable throughout $E$, and 
$\Delta u(x) + (u_{x_1}^2(x))_+ - (u_{x_2}^2(x))_- = 0 \ \forall \ x \in E$. Since $u$ is only assumed
continuous in $D$, we know very little about the measurable sets $\{D : u_{x_1}^2 > 0\}$ and
$\{D : u_{x_2}^2 < 0\}$. We consider the two important sets

$$\partial D$$

where for any unit vector $e \in \mathbb{R}^d$, and $h > 0$, $\Delta^2_{h,e} u(x) := u(x+he) + u(x-he) - 2u(x)$. 

The following lemma and theorem clarify the roles of $D^+$ and $D^-$ in the regularity of $(0.1)$. In general, the interiors of $D^+$, $D^-$ may be empty. However if their respective interiors are nonempty, the following lemma shows that $u$ will be $C^{2,\alpha}$ in the interior of these sets. In particular, if $D^+$ is open, then $D^+ = \{D : u_{x_1}^2 > 0\}$.

**Lemma 2.1.** Let $u \in C(D)$ be a viscosity solution of $F(u_{xx}) := \Delta u + (u_{x_1}^2)_+ - (u_{x_2}^2)_- = 0$ in $D$. If $O$ is any open set with either $O \subset D^+$ or $O \subset D^-$, then $u \in C^{2,\alpha}(O)$.

**Proof.** Let $U$ be any open set with $U \subset D^+$. Then $u$ is a viscosity solution of the concave equation $F^+(u_{xx}) := \Delta u + (u_{x_1}^2)_+ - (u_{x_2}^2)_- = 0$ in $U$. To see this, fix $x_0 \in U$ and $\varphi \in C^2(U)$ such that $u - \varphi$ has a local maximum at $x_0$. We claim that $F^+(\varphi_{xx}(x_0)) \geq 0$. By assumption, $0 \leq F(\varphi_{xx}(x_0)) := \Delta \varphi(x_0) + (\varphi_{x_1}^2(x_0))_+ - (\varphi_{x_2}^2(x_0))_-$. But for all $x$ in some $B_r(x_0) \subset U$, $(u - \varphi)(x) \leq (u - \varphi)(x_0)$. In particular, $\forall 0 < h < r$, $\Delta_{h,e}^2 u(x_0) \leq \Delta_{h,e}^2 \varphi(x_0)$. Since $x_0 \in D^+$ and $\varphi$ is $C^2$, $0 \leq \limsup_{h \to 0^+} \Delta_{h,e}^2 u(x_0) \leq \varphi_{x_1}^2(x_0)$. Thus $0 \leq 0 \leq \Delta \varphi(x_0) + (\varphi_{x_1}^2(x_0))_-$, and hence $F^+(u_{xx}) \geq 0$ in $U$. But by the pde, $F^+(u_{xx}) \leq 0$ throughout $D$. Thus $F^+(u_{xx}) = 0$ in $U$, and by the Evans-Krylov theorem, $u \in C^{2,\alpha}(U)$.

Similarly, if $V$ is any open set with $V \subset D^-$, then $u \in C^{2,\alpha}(V)$, since $u$ is a viscosity solution of the convex equation $G^-(u_{xx}) := \Delta u + (u_{x_1}^2)_+ + u_{x_2}^2 = 0$ in $V$, and the result follows by the Evans-Krylov theorem. To see this, we need only show $G^+(u_{xx}) \leq 0$ in $V$, since by the pde, $G^+(u_{xx}) \geq 0$ throughout $D$. So fix $y_0 \in V$, $\psi \in C^2(V)$ such that $u - \psi$ has a local minimum at $y_0$. We claim $G^+(\psi_{xx}(y_0)) \leq 0$. By assumption, $\Delta \psi(y_0) + (\psi_{x_1}^2(y_0))_+ - (\psi_{x_2}^2(y_0))_- = F(\psi_{xx}(y_0)) \leq 0$. But for all $y$ in some $B_s(y_0) \subset V$, $(u - \psi)(y) \leq (u - \psi)(y_0)$. In particular, $\forall 0 < h < s$, $\Delta_{h,e}^2 \psi(y_0) \leq \Delta_{h,e}^2 u(y_0)$. Since $y_0 \in D^-$ and $\psi$ is $C^2$, $\psi_{x_1}^2(y_0) \leq \liminf_{h \to 0^+} \Delta_{h,e}^2 u(y_0) < 0$. Thus $G^+(\psi_{xx}(y_0)) = \Delta \psi(y_0) + (\psi_{x_1}^2(y_0))_+ + \psi_{x_2}^2(y_0) \leq 0$, and hence $G^+(u_{xx}) \leq 0$ in $V$.

**Theorem 2.** Let $u \in C(D)$ be a viscosity solution of $F(u_{xx}) := \Delta u + (u_{x_1}^2)_+ - (u_{x_2}^2)_- = 0$ in $D$.

(i) If $D^+ = \emptyset$ or $D^+ = D$, then $u \in C^{2,\alpha}(D)$.

(ii) If $D^+$ is not open, then $u \notin C^2(B_r)$ for any ball $B_r \subset D$ with $B_r \cap [D^+ \setminus \text{int}(D^+)] \neq \emptyset$.

(iii) If $\text{int}(D^+) \neq \emptyset$, then $u \in C^{2,\alpha}_{\text{loc}}(\text{int}(D^+))$.

(iv) If $D^+$ and $D^-$ are both open, $u_{x_1}$ is continuous on $D^+ \cap D$, and $u_{x_2}^2$ is continuous on $D^+ \cap D$, then $u \in W^{2,p}_{\text{loc}}(D)$ for $0 < p < \infty$, and $\forall B_r \subset D$, $\|u_{xx}\|_{L^p(B_r/2, \frac{D}{2})} \leq C(d,p)r^{-\frac{d+2}{p}} \sup_{B_r} |u|$. 

In (i)-(iii), corresponding statements hold for $D^-$. 
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Proof. There are precisely 5 cases for $D^+$.

Case 1. If $D^+ = \emptyset$, then $\limsup_{h \to 0^+} \Delta_{h,e_1}^2 u(x) \leq 0$, $\forall x \in D$. In particular, $u_{x_2 x_1}(x) \leq 0$ $\forall x \in E$, and thus $F^-(u_{xx}) := \Delta u - (u_{x_2 x_2})_- = 0$ a.e. in $D$, from which it follows that $\forall B_r := B_r(y) \subset D, u \in C^{2,\alpha}(B_r)$. To see this, fix $B_r \subset \subset D$, and let $v$ be the $C^{2,\alpha}(B_r) \cap C(B_r)$ solution of

$$
F^-(u_{xx}) := \Delta v - (u_{x_2 x_2})_- = 0 \quad \text{in } B_r,
$$

$$
v = u \quad \text{on } \partial B_r.
$$

Then $u - v \in S(F^-(u_{xx})) := S(\frac{1}{2}, 2d, F^-(u_{xx}))$ in $B_r$, and since $F^-(u_{xx}) = 0$ a.e. in $B_r$, the ABP estimate yields

$$
\sup_{\partial B_r} |u - v| \leq \sup_{\partial B_r} |u - v| + \|F^-(u_{xx})\|_{L^1(B_r)} = 0.
$$

Thus $u = v \in C^{2,\alpha}(B_r)$. That is, $u$ is a $C^{2,\alpha}(D)$ solution of $F^-(u_{xx}) = 0$ in $D$. Similarly, if $D^- = \emptyset$, $u$ is a $C^{2,\alpha}(D)$ solution of $G^-(u_{xx}) = 0$ in $D$. Here, we’ve used the class $S(\frac{1}{2}, 2d, f)$ with bounded measurable $f$. See remark 2.2.3 in [CC95].

Case 2. If $D^+ = D$, then by Lemma 2.1, $u$ is a $C^{2,\alpha}(D)$ solution of $F^+(u_{xx}) = 0$ in $D$, while if $D^- = D$, $u$ is a $C^{2,\alpha}(D)$ solution of $G^+(u_{xx}) = 0$ in $D$.

Case 3. If $\int (D^+) = \emptyset$, $D^+ \neq \emptyset$, i.e. $D^+ = D^+ \setminus \int (D^+)$, then $u_{x_2 x_1}$ is discontinuous at any point of $D^+$. Indeed, say $y_0 \in D^+$, i.e. $\limsup_{h \to 0^+} \Delta_{h,e_1}^2 u(y_0) > 0$. If $u_{x_2 x_1}(y_0)$ doesn’t exist, the conclusion trivially holds. If $u_{x_2 x_1}(y_0)$ does exist, then $u_{x_2 x_1}(y_0) > 0$, but since $y_0 \notin \int (D^+)$, then $\forall \varepsilon > 0, B_\varepsilon(y_0) \notin D^+$. Thus $\exists \{z_n\}$ such that $z_n \to y_0$ but $\limsup_{h \to 0^+} \Delta_{h,e_1}^2 u(z_n) \leq 0$, hence $u_{x_2 x_1}$ is discontinuous at $y_0$. In this case, $u \notin C^2(B_r)$ for any ball with $B_r \cap D^+ \neq \emptyset$. Similarly, if $\int (D^-) = \emptyset$, $D^- \neq \emptyset$, then $u \notin C^2(B_r)$ for any ball with $B_r \cap D^- \neq \emptyset$.

Case 4. If $\int (D^+) = D^+$, then by Lemma 2.1, $F^+(u_{xx}) = 0$ throughout $D^+$, $u \in C^{2,\alpha}(D^+)$, and $D^+ = \{D, u_{x_2 x_1} > 0\}$. For $h > 0$, define $D_h^+ := \{x \in D^+ : \text{dist}(x, \partial D^+) > h\}$. Fix $x \in D_h^+$ and set $w^h(x) = u(x + he_1) + u(x - he_1) - 2u(x)$. Since $F^+(u_{xx}(x \pm he_1)) = 0$ in $D_h^+$, the exact argument used in Lemma 1.1 implies $u_{x_2 x_1} \in S(0)$ in $D^+$. There are two possibilities. Either (a) $\exists x_0 \in D_0^+ := \{D, \limsup_{h \to 0^+} \Delta_{h,e_1}^2 u = 0\}$, where $u_{x_2 x_1}$ is discontinuous; or (b) $u_{x_2 x_1}$ is continuous in $D_0^+ = \{D, u_{x_2 x_1} = 0\}$. If (b) holds, then $u_{x_2 x_1} \in C(\overline{D^+})$, and since $u_{x_2 x_1} \in S(0)$ in $D^+$, it follows that $(u_{x_2 x_1})_+ \in S(0)$ in $D$. Hence, exactly as in the proof of Theorem 1, the $W^{2,\delta}$ interior estimate, along with the subsolution estimate (with $p = \delta$), applied to our subsolution $(u_{x_2 x_1})_+$ gives: $\forall B_r \subset \subset D$

$$
(2.2) \quad \sup_{B_{3r/4}} (u_{x_2 x_1})_+ \leq N_d r^{-2} \sup_{B_r} |u|.
$$

If also $\int (D^-) = D^-$, then $G^+(u_{xx}) = 0$ throughout $D^-$, $u \in C^{2,\alpha}(D^-)$, and $D^- = \{D, u_{x_2 x_2} < 0\}$. An analogous argument to the above shows that $u_{x_2 x_2} \in S(0)$ in $D^-$. Again, either (a) $\exists x_0 \in D_0^- := \{D, \liminf_{h \to 0^+} \Delta_{h,e_2}^2 u = 0\}$, where $u_{x_2 x_2}$ is discontinuous; or (b) $u_{x_2 x_2}$ is continuous in $D_0^- = \{D, u_{x_2 x_2} = 0\}$. If (b) holds, then $u_{x_2 x_2} \in C(\overline{D^-})$, and since $u_{x_2 x_2} \in S(0)$ in $D^-$, it follows that $(u_{x_2 x_2})_- \in S(0)$ in $D$. Hence, the $W^{2,\delta}$ interior estimate in conjunction with the subsolution estimate applied to $(u_{x_2 x_2})_-$ gives: $\forall B_r \subset \subset D$

$$
(2.3) \quad \sup_{B_{3r/4}} (u_{x_2 x_2})_- \leq N_d r^{-2} \sup_{B_r} |u|.
$$
Inequalities (2.2), (2.3) and the inequality $|\Delta u(x)| \leq (u_{x_2 x_2}(x))_- + (u_{x_1 x_1}(x))_+$, which holds a.e. in $D$, immediately give: $\forall B_r \subset \subset D$

$$\|\Delta u\|_{L^\infty(B_{3r/4})} \leq C_d r^{-2} \sup_{B_r} |u|$$

and hence $\forall 1 < p < \infty$, the $W^{2,p}$ inequality in the form $\|u_{xx}\|_{L^p(B_{r/2})} \leq C(d,p) \left\{ r^{-2}\|u\|_{L^p(B_{3r/4})} + \|\Delta u\|_{L^p(B_{3r/4})} \right\}$ yields: $\forall B_r \subset \subset D$

$$\|u_{xx}\|_{L^p(B_{r/2})} \leq C''(d,p)r^{-2+\frac{4}{p}} \sup_{B_r} |u|.$$ (2.4)

The estimate for $0 < p \leq 1$ follows from the estimate for $p = 2$ and Hölder's inequality.

**Case 5.** Finally, if $int(D^+) \neq D^+ \cup O, \emptyset$, then $D^+ \setminus int(D^+) \neq \emptyset$, and as in Case 3, $u \notin C^2(B_r)$, for any ball $B_r \subset D$ such that $B_r \cap [D^+ \setminus int(D^+)] \neq \emptyset$. The same statement, but with $D^-$ in place of $D^+$, also holds. On the other hand, since $int(D^+) \neq \emptyset$, $\exists O \subset D^+$ open. By Lemma 2.1, $u \in C^{2,\alpha}(O)$. Similarly, if $int(D^-) \neq \emptyset$, $\exists V \subset D^-$ open and by Lemma 2.1, $u \in C^{2,\alpha}(V)$.

**Remark.** Theorem 2 (iv) implies, in particular, that $C^2(D)$ solutions of $F(u_{xx}) = 0$ in $D$ belong to $W^{2,p}_{loc}(D), \forall 0 < p < \infty$, as proved in Theorem 1. Thus Theorem 2 is a slight generalization of our result in [Kov12]. In Case 4 (a), i.e. $int(D^+) = D^+$, but $u_{x_2 x_2}$ is discontinuous somewhere in $D_0^+$, the Evans-Krylov theorem ensures that the $C^{2,\alpha}_{loc}(D^+)$ estimates hold inside $D^+$. In particular, the following $W^{2,\infty}_{loc}(D^+)$ estimate holds: $\forall B_r \subset \subset D^+, \sup_{B_{r/2}} \|u_{xx}\| \leq C_d r^{-2} \sup_{B_r} |u|$. The same estimate holds inside the open set $D^-$ in case 4 (a)’. More generally, if $int(D^+) \neq \emptyset$, then by Theorem 2 (iii), these same estimates hold inside of any ball $B_r \subset \subset O$, where $O \subset D^+$. An identical statement holds for balls $B_r \subset \subset V$, where $V \subset \subset D^-$, in case $int(D^-) \neq \emptyset$.

The obvious question remains: does the $W^{2,p}$ estimate (2.4) hold if neither $D^+$, nor $D^-$ is open? Say $B_r \subset \subset D$. By the standard $W^{2,p}$ inequality, if we can show

$$\|\Delta u\|_{L^\infty(B_{3r/4})} \leq C_d r^{-2} \sup_{B_r} |u|,$$ (2.5)

then estimate (2.4) ($1 < p < \infty$) follows. It is possible that estimate (2.4) holds for $p > 1$ even if (2.5) fails, e.g. if $\Delta u \in L^p(B_{3r/4})$. Or, it might be the case that viscosity solutions of (0.1) belong to $W^{2,p_0}_{loc}(D)$ for some $p_0 > 1$ but not to $W^{2,q}_{loc}(D)$ for $q > p_0$. This question remains open.

Moreover, it seems entirely possible that viscosity solutions $u \in C(D)$ of (0.1) can be $C^2$ nowhere in $D$, that is, $u \notin C^2(O)$, for any open set $O \subset D$. If so, this would imply that none of the 4 equations $F^\pm(u_{xx}) = 0, G^\pm(u_{xx}) = 0$ holds anywhere in $D$ (i.e. in any open set), and thus, by Lemma 2.1, both $D^+$ and $D^-$ have empty interiors in $D$. More precisely, it would imply neither of $D^+$ or $D^-$ is empty, and every point of each is a noninterior point. This question is open.

One thing we can say for certain is that if $O \subset D$ is open and $u \in C^2(O)$, then one of $F^+(u_{xx}) = 0$ or $F^-(u_{xx}) = 0$ holds somewhere in $O$ (with a corresponding statement for $G^+, G^-$). More precisely, we have the following necessary condition for solutions being $C^2$ in an open set in $D$. 


Proposition 2.2. Let $u \in C(D)$ be a viscosity solution of $F(u_{xx}) := \Delta u + (u_{x1x1})_+ - (u_{x2x2})_- = 0$ in $D$. If $O \subset D$ is open and $u \in C^2(O)$, then $\exists V \subset O$ (open) such that one of $F^+(u_{xx}) = 0$ or $F^-(u_{xx}) = 0$ holds in $V$ (with a corresponding result for $G^+, G^-)$.

Proof. If not, then $\forall V \subset O$ open, $F^+(u_{xx}) \not\leq 0$ in $V$ and $F^-(u_{xx}) \not\geq 0$ in $V$. In particular, this implies $D^+$ has no interior points in $O$. Since if $\exists x_0 \in O$ that is an interior point of $D^+$, i.e. $\exists \epsilon > 0$ with $B_\epsilon(x_0) \subset D^+$ (and since $x_0 \in O$ (open), then we can always take $\epsilon > 0$ so small as to ensure $B_\epsilon(x_0) \subset O$), then by Lemma 2.1, this implies $F^+(u_{xx}) = 0$ in $B_\epsilon(x_0)$, a contradiction. But if $D^+$ has no interior points in $O$, then either: (a) $O \cap D^+ = \emptyset$, or (b) $(O \cap D^+) \setminus \text{int}(D^+) \neq \emptyset$. If (a) holds, then every $x \in O$ satisfies $\limsup_{h \to 0^+} \Delta^2_h x_l u(x) \leq 0$. Since $u \in C^2(O)$, this implies $u_{x1x1} \leq 0$ in $O$, and hence $F^-(u_{xx}) = 0$ in $O$, a contradiction. If (b) holds, then $u_{x1x1}$ will be discontinuous at any point of $(O \cap D^+) \setminus \text{int}(D^+)$, which contradicts the assumption $u \in C^2(O)$.

We close this section with a lemma which gives a weaker sufficient condition for the continuity of the second derivatives than that stated in Lemma 2.1. Its proof uses the Aleksandrov-Bakelman-Pucci (ABP) estimate.

Lemma 2.3. Let $u \in C(D)$ be a viscosity solution of $F(D^2 u) := \Delta u + (u_{x1x1})_+ -(u_{x2x2})_- = 0$ in $D$. If $O \subset D$ is any open set such that either $u_{x1x1} \geq 0$ holds a.e. in $O$ or $u_{x2x2} \leq 0$ holds a.e. in $O$, then $u \in C^{2,\alpha}(O)$.

Proof. Say $u_{x1x1} \geq 0$ a.e. in $O$. Fix $B_r := B_r(y) \subset \subset O$ and let $w$ be the $C^{2,\alpha}(B_r) \cap C(B_r)$ solution of

$$
\begin{cases}
F^+(w_{xx}) := \Delta w + w_{x1x1} - (w_{x2x2})_- = 0 & \text{in } B_r, \\
v_0 = u & \text{on } \partial B_r.
\end{cases}
$$

Since $F^+(u_{xx}) \leq 0 = F^+(w_{xx})$ in $B_r$, $u - w \in \bar{S}(0) := \bar{S}(\frac{1}{2d}, 2d, 0)$ in $B_r$, and by the maximum principle, $w \leq u$ in $\bar{B}_r$. Also $u - w \in \bar{S}(F(w_{xx})) = \bar{S}(F(w_{x1x1}))$ in $B_r$, and by the ABP estimate

$$
\sup_{B_r} (u - w) \leq \sup_{\partial B_r} (u - w) + N_d r \|(w_{x1x1})_-\|_{L^4(\Gamma^+)} = N_d r \|(w_{x1x1})_-\|_{L^4(\Gamma^+)},
$$

where $\Gamma^+$ denotes the upper contact set of $u - w$ in $B_r$. In $\Gamma^+$, $u - w$ is concave, and hence for almost every $x \in \Gamma^+$, $u_{x1}(x) \leq w_{x1}(x)$. In particular, $u_{x1x1} \leq w_{x1x1}$ a.e. in $\Gamma^+$, and hence $(w_{x1x1})_- \leq (u_{x1x1})_- = 0$ a.e. in $\Gamma^+$. Hence $\forall x \in \bar{B}_r$, $0 \leq u(x) - w(x) \leq N_d r \|(w_{x1x1})_-\|_{L^4(\Gamma^+)}$. Thus $u = w \in C^{2,\alpha}(B_r)$.

Similarly, if $u_{x2x2} \leq 0$ holds a.e. in $O$, let $v$ be the $C^{2,\alpha}(B_r) \cap C(B_r)$ solution of

$$
\begin{cases}
G^+(v_{xx}) := \Delta v + (v_{x1x1})_+ + v_{x2x2} = 0 & \text{in } B_r, \\
v_0 = u & \text{on } \partial B_r.
\end{cases}
$$

By the maximum principle, $u \leq v$ in $\bar{B}_r$. Also $u - v \in \bar{S}(F(v_{xx})) = \bar{S}((v_{x2x2})_+)$ in $B_r$, and by the ABP estimate

$$
\inf_{B_r} (u - v) \geq \inf_{\partial B_r} (u - v) - N_d r \|(v_{x2x2})_+\|_{L^4(\Gamma^-)} = -N_d r \|(v_{x2x2})_+\|_{L^4(\Gamma^-)},
$$

where $\Gamma^-$ denotes the lower contact set of $u - v$ in $B_r$. In $\Gamma^-$, $u - v$ is convex, and hence for almost every $x \in \Gamma^-$, $v_{xx}(x) \leq u_{xx}(x)$, from which it follows
that \( (v_{x^2})_+ \leq (u_{x^2})_+ = 0 \) a.e. in \( \Gamma^- \). Hence \( \forall x \in \bar{B}_r, 0 \leq v(x) - u(x) \leq N_d \| (v_{x^2})_+ \| L^1(\Gamma^-) = 0 \), and hence \( u = v \in C^{2,\alpha}(B_r) \). □
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