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Abstract. Let \( \mu_1, \mu_2, \ldots \) be a sequence of positive Borel measures on \( \mathbb{R} \) each of which is supported on a set having no finite limit points. Suppose the sequence \( \mu_n \) weakly converges to a Borel measure \( \nu \). Let \( \nu_{ac} \) be the absolutely continuous component of \( \nu \), and \( X \subset \mathbb{R} \) the essential support of \( \nu_{ac} \). We characterize the set \( X \) in terms of the limiting behavior of the Hilbert transforms of the measures \( \mu_n \). Potential applications include those in spectral theory.

1. Statements

Let \( \mu_1, \mu_2, \ldots \) be a sequence of positive Borel measures on \( \mathbb{R} \) such that for each \( n \in \mathbb{N} \) the measure \( \mu_n \) is supported on a set \( D_n \) having no finite limit points. Suppose \( \mu_n \) weakly converges to a Borel measure \( \nu \) (notation: \( \mu_n \xrightarrow{w} \nu \)) in the following sense:

\[
\int_{\mathbb{R}} f(x) \mu_n(dx) \to \int_{\mathbb{R}} f(x) \nu(dx)
\]

for any continuous compactly supported function \( f : \mathbb{R} \to \mathbb{R} \) (or equivalently, \( \mu_n(I) \to \nu(I) \) for any bounded interval \( I \) whose endpoints have zero \( \nu \)-measure).

The Lebesgue decomposition of the measure \( \nu \) represents it as a sum \( \nu = \nu_{ac} + \nu_s \), where \( \nu_{ac} \) is absolutely continuous with respect to the Lebesgue measure \( \lambda \) while \( \nu_s \) and \( \lambda \) are mutually singular. By the Radon-Nikodým theorem, there is a Borel measurable function \( \rho(\cdot) \geq 0 \) on \( \mathbb{R} \) (the density of \( \nu_{ac} \)) such that \( \nu_{ac}(A) = \int_A \rho(x)dx \) for any Borel set \( A \subset \mathbb{R} \).

The essential support of the measure \( \nu_{ac} \) is defined as

\[ X = \{ x \in \mathbb{R} : \rho(x) > 0 \}. \]

The set \( X \) is determined up to a zero Lebesgue measure set, as is the function \( \rho(\cdot) \).

The goal of the present paper is to characterize the set \( X \) in terms of the limiting behavior of the sequence of functions

\[
f_1(x), f_2(x), \ldots,
\]
where \( f_n(x) \) is the Hilbert transform of the measure \( \mu_n \):

\[
(3) \quad f_n(x) = \int_{\mathbb{R}} \frac{\mu_n(dt)}{x-t} \equiv \sum_i \frac{\alpha_i^{(n)}}{x-x_i^{(n)}};
\]

here \( x_i^{(n)} \) is the \( i \)th atom of \( \mu_n \) and \( \alpha_i^{(n)} \) is its weight. Under the condition

\[
(4) \quad \int_0^\infty \frac{\mu_n([-t,t])}{1+t^2} \, dt < \infty,
\]

which we will assume to hold for all \( n \), the function \( (3) \) is well defined on \( \mathbb{R} \setminus D_n \).

**Remark.** In this paper we deal with functions on \( \mathbb{R} \) that are undefined on certain at most countable sets. In order to simplify formulations, we introduce the following convention: the statement \( f(x) > A \) will mean that the function \( f \) is defined at \( x \) and \( f(x) > A \); similarly, the statement \( \sup_n g_n(x) = B \) will be understood as “all functions \( g_n \) are defined at \( x \) and \( \sup_n g_n(x) = B \).” By writing “\( h_n \to C \) as \( n \to \infty \)” we will mean that all functions \( h_n \) are defined at \( x \) and \( \lim_{n \to \infty} h_n(x) = C \), etc.

Our first result is the following statement, which was conjectured by S. Molchanov \[3\].

**Theorem 1.** For Lebesgue almost every (a.e.) \( x \in X \)

\[
\sup_{n \in \mathbb{N}} |f_n(x)| = \infty.
\]

For our second statement the condition \( (4) \) should be strengthened—made uniform in \( n \): now we require that

\[
(5) \quad \mu_n([-t,t]) \leq \psi(t) \quad \text{for all } n \in \mathbb{N} \text{ and all } t \geq 0,
\]

where \( \psi: [0, \infty) \to [0, \infty) \) is a nondecreasing function such that

\[
(6) \quad \int_0^\infty \frac{\psi(t)}{1+t^2} \, dt < \infty.
\]

**Theorem 2.** Under conditions \( (5) \) and \( (6) \), there exists a sequence \( n_k \nearrow \infty \) in \( \mathbb{N} \) such that for a.e. \( x \in \mathbb{R} \setminus X \) the sequence \( \{f_{n_k}(x)\}_{k=1}^\infty \) has a finite limit.

Therefore, under conditions \( (5) \) and \( (6) \), \( X \) is the smallest Borel set (up to a zero Lebesgue measure set) outside of which some subsequence of the sequence \( f_n(x) \) converges almost everywhere. Also, \( X \) is the largest Borel set (also up to a zero Lebesgue measure set) on which any subsequence of the sequence \( f_n(x) \) is unbounded almost everywhere.

Potential applications of the above results include those in spectral theory, such as proofs of the singularity of spectra of Schrödinger operators on graphs. One such application can be found in \[4\].

2. PROOFS

In the sequel we will need the following at most countable sets:

\[
D = \bigcup_{n=1}^\infty D_n,
\]

\[
D_\nu = \{x \in \mathbb{R} : \nu(\{x\}) > 0\},
\]

\[
D^* = D \cup D_\nu.
\]
Proof of Theorem 1. Define a Borel set $B$ by
\[ B = \{ x \in \mathbb{R} \setminus D^* : \sup_{n \in \mathbb{N}} |f_n(x)| < \infty \}. \]

Assume that the statement of the theorem does not hold, so the Borel set $B \cap X$ has a positive Lebesgue measure: $|B \cap X| > 0$. It follows then by the $\sigma$-additivity of the Lebesgue measure that setting for $M \in \mathbb{N}$
\[ B_M = \{ x \in \mathbb{R} \setminus D^* : \sup_{n \in \mathbb{N}} |f_n(x)| \leq M \}, \]
we have for some $M$ (which will be fixed from now on),
\[ |B_M \cap X| > 0. \]

2. Fix an arbitrary $x^* \in \mathbb{R}$ and define a function $F : \mathbb{R} \to \mathbb{R}$ by
\[ F(x) = \begin{cases} \nu((x^*, x]) & \text{if } x > x^*, \\ -\nu((x, x^*]) & \text{if } x \leq x^*, \end{cases} \]
so that $\nu((a, b]) = F(b) - F(a)$ for any $a, b$ ($a < b$). By Lebesgue’s differentiation theorem, the function $F(\cdot)$ is differentiable almost everywhere and its derivative is the density of $\nu_{ac}$,
\[ F'(x) = \rho(x) \quad \text{for a.e. } x \in \mathbb{R}. \]

Define a Borel set $V$ by
\[ V = \{ x \in \mathbb{R} : F'(x) \text{ exists and equals } \rho(x) \}. \]
As was stated, $|\mathbb{R} \setminus V| = 0$. Finally, let
\[ W = X \cap B_M \cap V. \]

The Borel set $W \subset \mathbb{R}$ has the following properties:
(a) $W \cap D^* = \emptyset$ (because $W \subset B_M$);
(b) $|f_n(x)| \leq M$ for all $x \in W$, $n \in \mathbb{N}$ (again because $W \subset B_M$);
(c) for every $x \in W$ there exists $F'(x) > 0$ (since $W \subset X \cap V$);
(d) $|W| = |X \cap B_M| > 0$.

3. By Lebesgue’s density theorem, almost every point of the set $W$ is its density point. Fix such a point $x_0$. We may assume that $x_0 = 0$ (to achieve this, we shift all the measures $\mu_n$ and $\nu$ by $-x_0$).

Let
\[ G(x) = F(x) - F(0) \equiv \begin{cases} \nu((0, x]) & \text{if } x > 0, \\ -\nu((x, 0]) & \text{if } x \leq 0, \end{cases} \]
We have $G(0) = 0$ and $G'(0) > 0$. Let $K$ and $L$ be two constants such that
\[ 0 < K < G'(0) < L/2. \]

Let, furthermore, $a_0 > 0$ be so small that
\[ K \frac{G(x)}{x} < L/2 \quad \text{for all } x \in [-a_0, a_0] \setminus \{0\}. \]

Fix any $a \in \mathbb{R}$ such that
\[ 0 < a \leq a_0 \quad \text{and} \quad \pm a \notin D^*. \]
In addition to this, $a$ should be small enough, which will be made precise later.

4. For each $n \in \mathbb{N}$, decompose the function $\nu_{ac}$ as follows:
\[ f_n = f_n^+ + f_n^- + f_n^0, \]
where
\[ f^1_n(x) = \int_{[-a,0]} \frac{\mu_n(dt)}{x-t}, \quad f^r_n(x) = \int_{[0,a]} \frac{\mu_n(dt)}{x-t}, \quad f^a_n(x) = \int_{\mathbb{R} \setminus [-a,a]} \frac{\mu_n(dt)}{x-t} \]
(we use the fact that \( \mu_n(\{0\}) = 0 \) since \( 0 \in W \) and \( W \cap D^* = \emptyset \)).

Given \( C > 0 \), define two sets \( H^1_n(C) \) and \( H^r_n(C) \) by
\[
H^1_n(C) = \{ x \in \mathbb{R} \setminus [-a,0] : f^1_n(x) > C \},
\]
\[
H^r_n(C) = \{ x \in \mathbb{R} \setminus [0,a] : f^r_n(x) < -C \}.
\]

Clearly, \( H^1_n(C) \subset (0, \infty) \) and \( H^r_n(C) \subset (-\infty, 0) \).

**Lemma 1.** For any \( \gamma > 0 \) there are \( C_\gamma > 0 \) and \( n_{a,\gamma} \in \mathbb{N} \) such that for all \( C \geq C_\gamma \) and all \( n \geq n_{a,\gamma} \)
\[ |H^1_n(C)| < \frac{\gamma a}{C} \quad \text{and} \quad |H^r_n(C)| < \frac{\gamma a}{C}. \]

**Proof.** We will prove the part of the lemma pertaining to the first inequality. The similar fact for the second inequality can be proved in the same way.

Let us estimate \( f^1_n(x) \) \( (x > 0) \) from above. Set
\[ (11) \quad b_{a,\gamma} = \min \left( \frac{\gamma a}{8L}, \frac{a}{2} \right). \]

Pick any \( b \in \mathbb{R} \) such that
\[ (12) \quad b_{a,\gamma} \leq b < 2b_{a,\gamma} \]
and \( -b \notin D \). Note that \( 0 < b < a \).

For \( x \in \mathbb{R} \), let
\[ G_n(x) = \begin{cases} 
\mu_n((0,x]) & \text{if } x > 0, \\
-\mu_n((x,0]) & \text{if } x \leq 0.
\end{cases} \]

Then
\[
f^1_n(x) = \int_{-a}^{0} \frac{dG_n(t)}{x-t} = \int_{-a}^{-b} \frac{dG_n(t)}{x-t} + \int_{-b}^{0} \frac{dG_n(t)}{x-t} = \tilde{f}^1_n(x) + \tilde{f}^r_n(x).
\]
The functions \( G_n(\cdot) \) \( (n \in \mathbb{N}) \) are nondecreasing and \( G_n(t) \to G(t) \) on the (dense) set of points of continuity of the nondecreasing function \( G(\cdot) \). Since \( G(t) \geq (L/2)t \) for \( t \in [-a,0] \) and \( G(0) = 0 \), we have \( Lt < G_n(t) \leq 0 \) for all \( t \in [-a,-b_{a,\gamma}] \) and all large enough \( n \) \( (n \geq n(a,b_{a,\gamma})) \). Therefore, for any such \( n \) and any \( x > 0 \)
\[
\tilde{f}^1_n(x) = \int_{-a}^{-b} \frac{dG_n(t)}{x-t} = \frac{G_n(-b)}{x+b} - \frac{G_n(-a)}{x+a} - \int_{-a}^{-b} \frac{G_n(t)}{(x-t)^2} dt
\]
\[
< \frac{La}{x+a} + \int_{-a}^{-b} \frac{L|t|}{(x-t)^2} dt
\]
\[
< L + \int_{0}^{a} \frac{Lu}{(x+u)^2} du
\]
\[
< L + \int_{0}^{a} \frac{L}{x+u} du
\]
\[
= L \left( 1 + \ln \left( 1 + \frac{a}{x} \right) \right)
\]
and
\[ f_n^l(x) \leq \int_b^0 \frac{dG_n(t)}{x} = \frac{-G_n(-b)}{x} < \frac{Lb}{x} < \frac{\gamma a}{4x} \]
(the last inequality uses (11) and (12)). Therefore, for any \( x > 0 \) and all \( n \geq n(a, b, \gamma) \)
\[ f_n^l(x) < \frac{\gamma a}{4x} + L \left( 1 + \ln \left( 1 + \frac{a}{x} \right) \right). \]
Consequently,
\[ |H_n^l(C)| \leq \left| \left\{ x \in (0, \infty) : \frac{\gamma a}{4x} > \frac{C}{2} \right\} \right| + \left| \left\{ x \in (0, \infty) : L \left( 1 + \ln \left( 1 + \frac{a}{x} \right) \right) > \frac{C}{2} \right\} \right| \]
\[ = \frac{\gamma a}{2C} + \frac{a}{e^{\frac{C}{2}} - 1}. \]
Let \( C_\gamma > 0 \) be so large that
\[ \frac{e^{\frac{C}{2}} - 1}{C} > \frac{2}{\gamma} \text{ for all } C \geq C_\gamma; \]
also set \( n_{a, \gamma} = n(a, b, \gamma) \). Then we have
\[ |H_n^l(C)| < \frac{\gamma a}{C} \]
if \( C \geq C_\gamma \) and \( n \geq n_{a, \gamma} \). This completes the proof of Lemma 1. \( \square \)

5. In the rest of the proof, by writing \( u_n^{\text{ult}} < A \) we will mean that \( u_n < A \) for all large enough \( n \); the symbol \( u_n^{\text{ult}} > \) will have similar meaning.
We will use the following result about Hilbert transforms of measures supported on finite subsets of \( \mathbb{R} \).

**Proposition 1** (G. Boole [1]). If \( p_i > 0 \) \((i = 1, \ldots, m)\) and
\[ g(x) = \sum_{i=1}^m \frac{p_i}{x - a_i}, \]
then for any \( C > 0 \)
\[ \left| \{ x \in \mathbb{R} : g(x) > C \} \right| = \left| \{ x \in \mathbb{R} : g(x) < -C \} \right| = \frac{\sum_{i=1}^m p_i}{C}. \]
In other words, if \( \mu \) is a positive measure supported on a finite subset of \( \mathbb{R} \) and \( g(x) = \int_{\mathbb{R}} (x-t)^{-1} \mu(dt) \), then for \( C > 0 \)
\[ \left| \{ x \in \mathbb{R} : \pm g(x) > C \} \right| = \frac{||\mu||}{C}, \]
where \( ||\mu|| = \mu(\mathbb{R}) \).

This result of G. Boole, having a short and beautiful proof, was rediscovered by L. H. Loomis [2].

Applying Proposition 1 to the function \( f_n^l(\cdot) \), we derive that for any \( C > 0 \)
\[ \left| \{ x \in \mathbb{R} : f_n^l(x) > C \} \right| = \frac{\mu_n([-a, 0))}{C}. \]
We have $-a, 0 \notin D^*$ so that, as $n \to \infty$, the right-hand side converges to $\nu([-a,0))/C$, which is $> Ka/C$. Therefore, for any $C > 0$

\[(13) \quad |\{x \in \mathbb{R} : f^l_n(x) > C\}| > K a / C.\]

6. Pick any $\gamma \in \mathbb{R}$ such that

\[0 < \gamma < K / 2.\]

According to Lemma 1, for any $C \geq C_\gamma$

\[(14) \quad |\{x \in \mathbb{R} \setminus [-a,0] : f^l_n(x) > C\}| \equiv |H^l_n(C)| \uparrow \gamma a / C.\]

It follows from (13) and (14) that for $C \geq C_\gamma$

\[|\{x \in [-a,0) : f^l_n(x) > C\}| \geq (K - \gamma)a / C.\]

Using Lemma 1 again, we see that if $C \geq C_\gamma + M$, then

\[|\{x \in [-a,0) : f^r_n(x) < -C + M\}| \leq |H^r_n(C - M)| \uparrow \gamma a / (C - M).\]

Therefore, setting

\[Q^l_n = \{x \in [-a,0) : f^l_n(x) + f^r_n(x) > M\},\]

we have

\[(15) \quad |Q^l_n| \uparrow > \gamma a / C - \gamma a / (C - M).\]

for any $C \geq C_\gamma + M$. Similarly, for any such $C$

\[(16) \quad |Q^r_n| \uparrow > \gamma a / C - \gamma a / (C - M),\]

where

\[Q^r_n = \{x \in (0,a] : f^l_n(x) + f^r_n(x) < -M\}.\]

7. Fix $\beta \in \mathbb{R}$ such that

\[0 < \beta < K - 2\gamma.\]

The common right-hand side of inequalities (15) and (16) is $\geq \beta a / C$ if

\[C \geq M \left(1 + \frac{\gamma}{K - 2\gamma - \beta}\right).\]

Setting

\[C^* = \max \left(C_\gamma + M, M \left(1 + \frac{\gamma}{K - 2\gamma - \beta}\right)\right),\]

we have

\[(17) \quad |Q^l_n| \uparrow > \beta a / C^* \quad \text{and} \quad |Q^r_n| \uparrow > \beta a / C^*.\]

8. Note that the function $f^*_n(\cdot)$ is nonincreasing on $[-a,a]$ and hence for each $n$ either $f^*_n(x) \geq 0$ on $[-a,0]$ or $f^*_n(x) \leq 0$ on $[0,a]$. In the former case we have $f_n(x) > M$ on $Q^l_n$, and in the latter case $f_n(x) < -M$ on $Q^r_n$. Therefore, for any $n$ the set $\{x \in [-a,a] : |f_n(x)| > M\}$ contains either $Q^l_n$ or $Q^r_n$. In view of (17),

\[(18) \quad |\{x \in [-a,a] : |f_n(x)| > M\}| \uparrow > \beta a / C^*.\]
9. Until now $a$ was an arbitrary positive number satisfying (10). Now we will use the fact that 0 is a density point of the set $W$ defined by (9) and impose an additional requirement: $a$ should be so small that

$$\frac{|W \cap [-a,a]|}{2a} \geq 1 - \frac{\beta}{2C^*},$$

or, equivalently,

$$|W \cap [-a,a]| \geq 2a - \frac{\beta a}{C^*}.$$

Together with (18) this shows that for large $n$ the intersection of the sets $\{x \in [-a,a] : |f_n(x)| > M\}$ and $W \cap [-a,a]$ has a positive Lebesgue measure. This contradicts the fact that $W \subset B_M$ (see (7), (9)), which completes the proof of Theorem 1.

Proof of Theorem 2. 1. It suffices to show that for any $l \in \mathbb{N}$ there is a subsequence $f_{n_1}, f_{n_2}, \ldots$ of the sequence (2) that converges Lebesgue almost everywhere on the set $[-l,l] \setminus X$. (Once this is done, it remains to use Cantor’s diagonal process to obtain a subsequence converging almost everywhere on the set $\mathbb{R} \setminus X$.)

Let $I \subset \mathbb{R}$ be a compact interval whose interior contains $[-l,l]$ and whose endpoints have zero $\nu$-measure. Represent the measures $\mu_n$ ($n \in \mathbb{N}$) and $\nu$ as $\mu_n = \tilde{\mu}_n + \tilde{\mu}_n$ and $\nu = \tilde{\nu} + \tilde{\nu}$, where $\tilde{\mu}_n = 1_I \mu_n$, $\tilde{\mu}_n = 1_{\mathbb{R} \setminus I} \mu_n$, $\tilde{\nu} = 1_I \nu$, and $\tilde{\nu} = 1_{\mathbb{R} \setminus I} \nu$. We have $\tilde{\mu}_n \wto \tilde{\nu}$ and $\tilde{\mu}_n \wto \tilde{\nu}$.

The function (3) gets decomposed into a sum $f_n = \tilde{f}_n + \tilde{f}_n$, where

$$\tilde{f}_n(x) = \int_{\mathbb{R}} \tilde{\mu}_n(dt) \equiv \int_I \frac{\mu_n(dt)}{x-t} \quad \text{and} \quad \tilde{f}_n(x) = \int_{\mathbb{R}} \tilde{\mu}_n(dt) \equiv \int_{\mathbb{R} \setminus I} \frac{\mu_n(dt)}{x-t}.$$

It is easy to derive from (5) and (6) that the functions $\tilde{f}_n(\cdot)$, $n \in \mathbb{N}$, are uniformly bounded and uniformly equicontinuous on $[-l,l]$. Consequently, due to the Arzela-Ascoli theorem, any subsequence of the sequence $\tilde{f}_n(\cdot)$ contains a subsequence that converges uniformly on $[-l,l]$, and it suffices to prove that some subsequence of the sequence $\tilde{f}_n$ converges almost everywhere on $I \setminus X$ (and hence almost everywhere on $[-l,l] \setminus X$). Therefore, the proof of Theorem 2 reduces to proving its special case: Let $\mu_1, \mu_2, \ldots$ be a sequence of measures supported on finite subsets of a compact interval $I \subset \mathbb{R}$; suppose $\mu_n$ weakly converges to a measure $\nu$ such that the endpoints of $I$ have zero $\nu$-measure. Let $\nu = \nu_{ac} + \nu_s$ be the Lebesgue decomposition of $\nu$, and $X$ the essential support of $\nu_{ac}$. Then there is a subsequence $f_{n_1}, f_{n_2}, \ldots$ of the sequence (2) that converges almost everywhere on $I \setminus X$.

2. Choosing $f$ in (1) so that $f \equiv 1$ on $I$, we see that $\|\mu_n\| \to \|\nu\|$ as $n \to \infty$ and hence

$$\sup_n \|\mu_n\| < \infty.$$

There is a Borel set $Y \subset I$ such that $|Y| = 0$ and $\nu_s(I \setminus Y) = 0$; denote the set $X \cup Y \cup D$ by $A$. Note that $\nu(I \setminus A) = 0$. We want to prove that some subsequence of the sequence (2) converges Lebesgue almost everywhere on $I \setminus A$.

Fix any $\varepsilon > 0$; let $U \subset \mathbb{R}$ be an open set such that $U \supset A$ and $|U \setminus A| < \varepsilon$.

The open set $U$ is the union of an at most countable set of disjoint nonempty open intervals $I_k$; we may assume that the set is countable and the endpoints of each interval $I_k$ have zero $\nu$-measure.
Since $\nu(I \setminus U) = 0$, there is a sequence of integers $0 < k_1 < k_2 < \ldots$ such that, setting

$$B_j = \left( \bigcup_{k=1}^{k_j} I_k \right) \cap I,$$

we have

(20) $\nu(I \setminus B_j) < 4^{-j}$.

The set $B_j$ is a compact subset of $I$. Let

$$V_j = \{ x \in I : \text{dist}(x, B_j) < \gamma_j \},$$

where $\gamma_j > 0$ is so small that $|V_j \setminus B_j| < \varepsilon/2^j$. Setting $V_\infty = \bigcup_{j=1}^{\infty} V_j$, we have $|V_\infty \setminus \bigcup_j B_j| < \varepsilon$ and hence

$$|V_\infty \setminus A| < 2\varepsilon.$$

We are going to show that some subsequence of the sequence (2) converges almost everywhere on $I \setminus V_\infty$.

3. For each $j \in \mathbb{N}$, every measure $\mu_n$ can be represented as a sum:

$$\mu_n = \sigma_n^j + \tau_n^j,$$

where $\sigma_n^j = 1_{B_j} \mu_n$ and $\tau_n^j = 1_{I \setminus B_j} \mu_n$. Each function $f_n$ will also be decomposed:

$$f_n = g_n^j + h_n^j,$$

where

$$g_n^j(x) = \int_I \frac{\sigma_n^j(dt)}{x-t} \equiv \int_{B_j} \frac{\mu_n(dt)}{x-t}, \quad h_n^j(x) = \int_I \frac{\tau_n^j(dt)}{x-t} \equiv \int_{I \setminus B_j} \frac{\mu_n(dt)}{x-t}.$$

4. For each $j$ we have a sequence of functions

(21) $g_n^j(\cdot), \quad n = 1, 2, \ldots.$

On the compact set $I \setminus V_j$ these functions are uniformly bounded and uniformly equicontinuous (indeed, each of them is, up to a bounded factor (see (19)), a convex combination of functions $(x-t)^{-1}$, where $t \in B_j$ so that $\text{dist}(t, I \setminus V_j) \geq \gamma_j > 0$). Consequently, there is a subsequence of the sequence (21) that is uniformly convergent on $I \setminus V_j$. Using Cantor’s diagonal process, we can construct a sequence $n_k \not\to \infty$ such that for any $j$ the sequence of functions $g_{nk}^j(\cdot), \quad k = 1, 2, \ldots$, converges uniformly on the set $I \setminus V_j$ and hence on the intersection of these sets:

$$\bigcap_{j=1}^{\infty} (I \setminus V_j) = I \setminus \bigcup_{j=1}^{\infty} V_j = I \setminus V_\infty.$$

We will assume that the sequence of measures $\mu_n$ is already thinned out so that for each $j$ the sequence $g_n^j(\cdot)$ itself converges uniformly on the set $I \setminus V_\infty$ to some limit $g^j(\cdot)$:

$$g_n^j(\cdot) \to g^j(\cdot) \quad \text{on } I \setminus V_\infty \quad \text{as } \ n \to \infty \quad (j = 1, 2, \ldots).$$

5. We have

(22) $g_{j+1}^j(x) - g_j^j(x) = \int_I \frac{\Delta \sigma_j^{j+1}(dt)}{x-t},$

where

$$\Delta \sigma_j^{j+1} = \sigma_j^{j+1} - \sigma_j^j = 1_{B_{j+1} \setminus B_j} \mu_n.$$
As $n \to \infty$,
\[
\|\Delta \sigma_{n+1}^j\| = \Delta \sigma_{n+1}^j(I) = \mu_n(B_{j+1} \setminus B_j) \to \nu(B_{j+1} \setminus B_j) \leq \nu(I \setminus B_j) < 4^{-j} \tag{23}
\]
(we used the fact that $B_{j+1} \setminus B_j$ is a finite union of disjoint intervals whose endpoints have $\nu$-measure zero).

It follows from Proposition 1 that for any finitely supported measure $\mu$ on $\mathbb{R}$ the function $f(x) = \int_{\mathbb{R}} (x-t)^{-1} \mu(dt)$ satisfies the equality
\[
\{|x \in \mathbb{R} : |f(x)| > C\| = \frac{2\|\mu\|}{C}
\]
for all $C > 0$. Consequently, by (22) and (23), setting
\[
\delta_j = 2 \cdot 4^{-j},
\]
we have for any $j \in \mathbb{N}$ and all large enough $n$
\[
g_{n+1}^j \sim g_n^j,
\]
by which we mean that
\[
|\{x \in \mathbb{R} : |g_{n+1}^j(x) - g_n^j(x)| > C\| \leq \frac{\delta_j}{C}
\]
for all $C > 0$.

6. As $n \to \infty$, we have $g_n^j(\cdot) \Rightarrow g^j(\cdot)$ and $g_{n+1}^j(\cdot) \Rightarrow g^{j+1}(\cdot)$ on the set
\[
Z = I \setminus V_{\infty}
\]
and hence $g_{n+1}^j(\cdot) - g_n^j(\cdot) \Rightarrow g^{j+1}(\cdot) - g^j(\cdot)$ on $Z$. It follows that for any $j \in \mathbb{N}$ and all $C > 0$
\[
|\{x \in Z : |g_{n+1}^j(x) - g^j(x)| > C\| \leq \frac{\delta_j}{C}. \tag{25}
\]
(Indeed, let $\Delta g_{n+1}^j = g_{n+1}^j - g_n^j$ and $\Delta g^{j+1} = g^{j+1} - g^j$. Suppose that for some $C > 0$ the inequality $|\Delta g^{j+1}(x)| > C$ holds on a subset of $Z$ whose measure is $> \delta_j/C$. Then for a small enough $h > 0$ the measure of the set $\{x \in Z : |\Delta g^{j+1}(x)| > C+h\}$ is still greater than $\delta_j/C$; since $\Delta g_{n+1}^j(\cdot) \Rightarrow \Delta g^{j+1}(\cdot)$ on $Z$, for large $n$ we have $|\Delta g_{n+1}^j(x)| > C$ on the same set, which is impossible because of (24.).

7. Let $X_j = \{x \in Z : |g_{n+1}^j(x) - g^j(x)| > 2^{-j}\}$, $j = 1, 2, \ldots$. In view of (25), $|X_j| \leq 2^{-j+1}$ so that $\sum_{j=1}^{\infty} |X_j| < \infty$, and by the Borel-Cantelli lemma for Lebesgue a.e. $x \in Z$ we have $|g_{n+1}^j(x) - g^j(x)| \leq 2^{-j}$ for all large enough $j$. Consequently, there is a Borel measurable function $g(\cdot)$ on $Z$ such that $g^j(x) \to g(x)$ for a.e. $x \in Z$.

8. For each $j$, we have $g_n^j(\cdot) \Rightarrow g^j(\cdot)$ on $Z$ as $n \to \infty$ so that for large enough $n_j$ (which can be chosen so that $n_j > n_{j-1}$ if $j \geq 2$)
\[
|g_{n_j}^j(x) - g^j(x)| < \frac{1}{j} \quad \text{for all} \quad x \in Z. \tag{26}
\]
Since $g^j(x) \to g(x)$ for a.e. $x \in Z$, we conclude that there is a sequence $n_j \nearrow \infty$ such that
\[
g_{n_j}^j(x) \to g(x) \quad \text{as} \quad j \to \infty \quad \text{for a.e.} \quad x \in Z. \tag{27}
\]
9. The second summand in the decomposition $f_{n_j} = g_{n_j}^j + h_{n_j}^j$ is

\begin{equation}
    h_{n_j}^j(x) = \int_I \tau_{n_j}^j(dt) / (x-t) = \int_{I \setminus B_j} \mu_{n_j}(dt) / (x-t).
\end{equation}

We have $\mu_n \to \nu$ as $n \to \infty$, and since the set $I \setminus B_j$ is a finite union of disjoint intervals whose endpoints have zero $\nu$-measure,

\begin{equation}
    \|\tau_{n_j}^j\| = \mu_n(I \setminus B_j) \to \nu(I \setminus B_j) \quad \text{as} \quad n \to \infty.
\end{equation}

In view of (20), $\|\tau_{n_j}^j\| < 4^{-j}$ for all large enough $n$; therefore, for each $j$ we can increase $n_j$ so that (26) and hence (27) are still true, the sequence $n_j$ is still increasing and, in addition, $\|\tau_{n_j}^j\| < 4^{-j}$ for all $j$.

Applying Proposition 1 to the measure $\tau_{n_j}^j$, we derive from the last inequality and (28) that

\begin{equation}
    \left|\{x \in I : |h_{n_j}^j(x)| > 2^{-j}\}\right| < 2^{-j+1}
\end{equation}

for all $j$. By the Borel-Cantelli lemma, for a.e. $x \in I$

\begin{equation}
    |h_{n_j}^j(x)| \leq 2^{-j} \quad \text{for all large enough} \quad j.
\end{equation}

10. Therefore, for each $j \in \mathbb{N}$ there is a decomposition

\begin{equation}
    f_{n_j} = g_{n_j}^j + h_{n_j}^j,
\end{equation}

where, as $j \to \infty$, we have $g_{n_j}^j(x) \to g(x)$ and $h_{n_j}^j(x) \to 0$ for a.e. $x \in Z = I \setminus V_\infty$.

11. We have shown that for any $\varepsilon > 0$ there are a sequence $n_j \not\to \infty$ and a Borel set $V_\infty \subset I$ such that $V_\infty \supset A$, $|V_\infty \setminus A| < 2\varepsilon$, and the sequence $f_{n_j}(x)$ has a finite limit for a.e. $x \in I \setminus V_\infty$.

We can use this statement iteratively, with $\varepsilon$ replaced by $\varepsilon_k = k^{-1}$, $k = 1, 2, \ldots$, to extract thinner and thinner subsequences of the sequence $f_n(\cdot)$; denoting the corresponding sets $V_\infty$ as $V_\infty^{(k)}$, we have $|V_\infty^{(k)} \setminus A| < 2k^{-1}$. Cantor’s diagonal subsequence will converge almost everywhere on the set $I \setminus \bigcap_{k \geq 1} V_\infty^{(k)}$ and hence almost everywhere on $I \setminus A$.

\begin{flushright}
\Box
\end{flushright}
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