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Abstract. This paper deals with the existence of traveling wave solutions of the Fisher equation with a shifting habitat representing a transition to a devastating environment. By constructing a pair of appropriate upper/lower solutions and using the method of monotone iteration, we prove that for any given speed of the shifting habitat edge, this reaction-diffusion equation admits a monotone traveling wave solution with the speed agreeing to the habitat shifting speed, which accounts for an extinction wave. This predicts not only how fast but also in what manner a biological species will die out in such a shifting habitat.

1. Introduction

The classical reaction-diffusion equation

\begin{equation}
\frac{\partial u(x,t)}{\partial t} = d\frac{\partial^2 u}{\partial x^2} + f(u), \quad x \in \mathbb{R}, \quad t \geq 0,
\end{equation}

was introduced by R. A. Fisher [4] as a model for the spread of an advantageous gene in a population of diploid individuals. This equation and its various extensions are also found in many models arising from physics, chemistry and spatial ecology. For example, in the context of ecology, this equation is often used to study the spread of a mutant of an existing species or a new species in a homogeneous environment. The spatial dynamics of (1.1) including longtime behavior, traveling wave and asymptotic speed of propagation have been well studied; see [3,5,7,12] and the references cited therein.

Recently, due to the threats associated with global climate change and the worsening of the environment resulting from industrialization, the effects of climate and environment changes on the survival of ecological species have attracted much attention from the scientific community, including mathematical modellers and analysts; see for example, Berestycki et al. [1,2], Li et al. [8], and Hu-Li [6]. In particular, Li et al. [8] considered the following model:

\begin{equation}
\frac{\partial u(x,t)}{\partial t} = d\frac{\partial^2 u}{\partial x^2} + ur(x - ct) - u^2, \quad x \in \mathbb{R}, \quad t \geq 0,
\end{equation}

where the birth rate \( r \) is assumed to be space-time dependent, changing in the form of shifting with constant speed \( c > 0 \), while the density dependent death rate has
been rescaled to the current form. Obviously, \( r(x - ct) \) offers a spatially varying baseline or a historic rate of population growth. Here the function \( r(\xi) \) is defined on \( \mathbb{R} \), and it is assumed to satisfy the following condition:

\[
\begin{align*}
\text{(H)} \quad r(\xi) \text{ is continuous, nondecreasing and bounded with } r(-\infty) < 0 < r(\infty).
\end{align*}
\]

Due to the sign change property of \( r(\cdot) \), at any given time \( t \), \( r(x - ct) \) naturally divides the spatial domain into two shifting regions: one is a good quality habitat suitable for growth (i.e., \( r(x - ct) > 0 \)), and the other is a poor quality habitat unsuitable for growth (i.e., \( r(x - ct) < 0 \)). The main concern of [8] is the speed of spatial spread of the species and its relation with the persistence/extinction of the species. The main result in [8] states that the persistence and spreading dynamics depend on the speed of the shifting habitat edge \( c \) and the number \( c^*(\infty) = 2\sqrt{dr(\infty)} \). More precisely, if \( c > c^*(\infty) \), then the species will die out in the whole habitat, and if \( c < c^*(\infty) \), then the species will survive and spread along the shifting habitat gradient with an asymptotic spreading speed \( c^*(\infty) \).

We point out that the persistence considered in [8] is not location-wise; instead, it is in the sense of “by moving” or “on the go”, meaning that the species will spread/move toward the better resource with speed \( c^*(\infty) \) which is greater than the shifting speed \( c \). However, at any given location \( x \), as time goes, \( r(x - ct) \) will become negative when \( t \) is sufficiently large (because \( r(-\infty) < 0 \)) and the population at this location will go to extinction, regardless of whether or not the species can persist “by moving”. It is then interesting and important to understand the point-wise “die-out dynamics” of the species, and this motivates us to consider the traveling wave front connecting the extinction steady state \( u = 0 \), which is not discussed in [8] and has not been considered elsewhere, to the best knowledge of the authors.

For many spatially diffusive population models with spatially homogeneity in the whole space, traveling wave fronts (TWF) have played an important role in describing/understanding the spatial-temporal dynamics of the population. It is well known that, if the nonlinearity in the reaction-diffusion model system is of the monostable type, then there exists a minimal speed \( c_* \) for TWFs connecting the two equilibria, in the sense that for any \( c \geq c_* \) there is a TWF with speed \( c \) and there is no such TWF with speed \( c < c_* \); moreover, this minimal wave speed often coincides with the (asymptotic) spread speed of the population if the spatial system is monotone (see, e.g., Liang-Zhao [9]). Note that the model system (1.2) is not homogeneous since \( r \) depends on \( x \) and \( t \), and the heterogeneity is in the form of “spatial shifting” (\( r = r(x - ct) \)) with a constant shifting speed. Therefore, it is very natural to consider the traveling wave solution with this shifting speed.

Letting \( u(x, t) = \phi(\xi) \) with \( \xi = x - ct \), and plugging this into (1.2) leads to

\[
(1.3) \quad d\phi''(\xi) + c\phi'(\xi) + \phi(\xi)(r(\xi) - \phi(\xi)) = 0.
\]

This equation for the profile of the traveling waves should be associated with some boundary conditions at \( \xi = \pm \infty \). As we explained above, the condition \( r(-\infty) < 0 \) leads to point-wise distinction, and this suggests the boundary condition \( \phi(-\infty) = 0 \) for the profile function \( \phi \). Note that unlike for homogeneous monostable systems in which there is another constant steady state, heterogeneity of \( r \) in (1.2) prevents it from having the other constant steady state, and the shifting feature also prevent it from having any other steady state. Hence, the boundary condition at the other end \( \xi = \infty \) needs a different perspective. Now, based on the condition \( r(\infty) > 0 \),
it seems that we should pose the condition $\varphi(\infty) = r(\infty)$ at $\xi = \infty$. Based on the above consideration, we associate to (1.3) the following boundary conditions:

$$
\lim_{\xi \to -\infty} \varphi(\xi) = 0, \quad \lim_{\xi \to \infty} \varphi(\xi) = r(\infty).
$$

We will explore whether or not, and for what value of $c$, the boundary value problem (1.3)-(1.4) has a positive solution. Such a solution accounts for an extinction wave, explaining the spatial-temporal dynamics of extinction.

Note that (1.3) is a nonautonomous ordinary differential equation, and the nonautonomous feature makes the existence problem challenging. In the rest of this paper, we will tackle this problem by the approach used by Wu and Zou in [14]: the combination of upper-lower solutions and monotone iterations. In Section 2, we present some preliminaries on a differential operator and its inverse. In Section 3, we construct a pair of upper-lower solutions for the problem, by which an invariant set for the profile of the problem (1.3)-(1.4) is obtained. Using the results in Sections 2 and 3, the existence problem is transformed to a fixed point problem for an operator in the profile set, and the fixed point is confirmed in Section 4 by establishing a monotone iteration scheme, leading to the existence of an extinction wave, as stated in the following main theorem:

**Theorem 1.1.** Assume that (H) holds. For any given $c > 0$, (1.2) admits a monotone traveling wave solution $u(x, t) = \varphi(\xi)$ with $\xi = x - ct$ such that $\lim_{\xi \to -\infty} \varphi(\xi) = 0$ and $\lim_{\xi \to \infty} \varphi(\xi) = r(\infty)$.

We remark that by this theorem, as long as the habitat is shifting according to (H), regardless of its magnitude, there will be an extinction wave with the speed that is precisely the same as the shifting speed. This extinction wave contains information of the spatial-temporal dynamics of the population, and may help one estimate the extinction speed at any given location in the habitat. As such, this result is complementary to those in [8], toward a full understanding of this model equation (1.2) with a shifting habitat.

## 2. Preliminary results

We first introduce some notation. Let $L^\infty(\mathbb{R})$ denote the vector space of all essentially bounded functions from $\mathbb{R}$ to $\mathbb{R}$, $BC(\mathbb{R})$ denote the vector space of all bounded and continuous functions from $\mathbb{R}$ to $\mathbb{R}$, and $BC_+ = \{ \phi \in BC(\mathbb{R}) : \phi(x) \geq 0 \text{ for all } x \in \mathbb{R} \}$. For any $\psi, \phi \in BC(\mathbb{R})$, we write $\psi \leq \phi$ or $\phi \geq \psi$ if $\phi - \psi \in BC_+$.

Similar to [11], we will introduce the second-order linear differential operator $\Delta_*$ and its inverse $\Delta_*^{-1}$. Let

$$
\alpha = 2r(\infty) - r(-\infty).
$$

It is easy to see that the equation

$$
-d\lambda^2 - c\lambda + \alpha = 0
$$

has two real roots

$$
\lambda_1 = \frac{-c - \sqrt{c^2 + 4d\alpha}}{2d} < 0, \quad \lambda_2 = \frac{-c + \sqrt{c^2 + 4d\alpha}}{2d} > 0.
$$

The second-order linear differential operator $\Delta_*$ is defined by

$$
(2.1) \quad \Delta_* h := -dh'' - ch' + \alpha h.
$$
We can also define the corresponding integral operator \( \Delta^{-1}_* \) by
\[
(\Delta^{-1}_* h)(\xi) = \frac{1}{d(\lambda_2 - \lambda_1)} \left[ \int_{-\infty}^{\xi} e^{\lambda_1(\xi-x)} h(x) dx + \int_{\xi}^{\infty} e^{\lambda_2(\xi-x)} h(x) dx \right].
\]
Clearly, the integral \( \Delta^{-1}_* h \) is well defined for any \( h \in BC(\mathbb{R}) \). In fact, the following equality holds:
\[
\Delta^{-1}_* \hat{K} = K, \tag{2.3}
\]
for any nonnegative constant \( K \), where \( \hat{K} \) denotes the constant function on \( \mathbb{R} \) taking the value \( K \). Similar to Lemma 3.1 in [11], we have that
\[
\Delta^{-1}_* (\Delta_* h) = h, \tag{2.4}
\]
for any \( h \in BC(\mathbb{R}) \), and
\[
\Delta^{-1}_* (\Delta_* h) = h \tag{2.5}
\]
for any \( h \in BC(\mathbb{R}) \) such that \( h', h'' \in BC(\mathbb{R}) \). Thus, \( \Delta^{-1}_* \) is actually the inverse operator of \( \Delta_* \) in some sense. In fact, we have the following more general conclusion, which is similar to Lemma 2.5 in [10].

**Lemma 2.1.** Assume that \( h \in BC(\mathbb{R}) \) satisfies the following conditions: (i) \( h'' \) is continuous on \( \mathbb{R} \setminus \{\xi_j\} \) where \( \{\xi_j\} \) is a finite increasing sequence, and \( h', h'' \in L^\infty(\mathbb{R}) \); (ii) \( h'(\xi_j+) \) and \( h'(\xi_j-) \) exist. Then \( \Delta^{-1}_* (\Delta_* h) \) is a continuous function on \( \mathbb{R} \) and
\[
[\Delta^{-1}_* (\Delta_* h)](\xi) = h(\xi) + \frac{1}{\lambda_2 - \lambda_1} \left( \sum_{\xi_j \geq \xi} \beta_j e^{\lambda_2(\xi-\xi_j)} + \sum_{\xi_j < \xi} \beta_j e^{\lambda_1(\xi-\xi_j)} \right) \tag{2.6}
\]
for all \( \xi \in \mathbb{R} \), where \( \beta_j = h'(\xi_j+) - h'(\xi_j-) \).

**Proof.** The assumptions on \( h \) imply that \( \Delta_* h = -dh'' - ch' + ah \in L^\infty(\mathbb{R}) \). Thus, \( \Delta^{-1}_* (\Delta_* h) \) is well defined, and the function \( [\Delta^{-1}_* (\Delta_* h)](\xi) \) is continuous with respect to \( \xi \) on \( \mathbb{R} \). The identity (2.6) follows by direct calculation. \( \square \)

### 3. Construction of an invariant set

In order to construct a profile set, we first establish two lemmas. Let
\[
x_1 = \varphi, \quad x_2 = \varphi';
\]
then equation (1.3) can be rewritten as
\[
\begin{aligned}
\frac{dx_1}{d\xi} &= x_2, \\
\frac{dx_2}{d\xi} &= -\frac{c}{d} x_2 - \frac{r(\xi)}{d} x_1 + \frac{1}{d} x_2^2.
\end{aligned}
\tag{3.1}
\]
The vector form of (3.1) is
\[
x' = Ax + B(\xi)x + f(x), \tag{3.2}
\]
where \( x = (x_1, x_2)^T \) and
\[
A = \begin{pmatrix} 0 & 1 \\ -r(\infty)/d & 1/d \end{pmatrix}, \quad B(\xi) = \begin{pmatrix} 0 & 0 \\ r(\infty)-r(\xi) & 0 \end{pmatrix}, \quad f(x) = \begin{pmatrix} 0 \\ \frac{1}{d} x_2^2 \end{pmatrix}.
\]
It is easy to see that the eigenvalues of $A$ all have negative real parts, $\lim_{\xi \to \infty} \|B(\xi)\| = 0$, and $f(x)$ is Lipschitz continuous in a neighbourhood of $x = 0$ with the property that $f(x) = o(x)$ as $x \to 0$. By Theorem 7.1 in [13], there exist positive constants $K, \xi, \delta, \mu$ such that $\|x_0\| \leq \delta$ implies

\begin{equation}
(3.3) \quad \|x(\xi;\xi_0,x_0)\| \leq K\|x_0\|e^{-\mu(\xi-\xi_0)}
\end{equation}

for $\xi \geq \xi_0$, where $x(\xi;\xi_0,x_0) = (x_1(\xi;\xi_0,x_0),x_2(\xi;\xi_0,x_0))^T$ denotes the solution of (3.2) through $x_0$ at $\xi = \xi_0$, namely, $x(\xi_0;\xi_0,x_0) = x_0$.

**Lemma 3.1.** Let $\theta^*$ be the positive root of the equation $d\theta^2 + c\theta + r(-\infty) = 0$. Then there exist $\epsilon > 0$ and $\theta_0 > \theta^*$ such that the function

\[ \phi(\xi) = \begin{cases} 
\epsilon e^{\theta_0(\xi-\xi_0)}, & \xi < \xi_0, \\
x_1(\xi;\xi_0,\epsilon(1,\theta_0)^T), & \xi \geq \xi_0,
\end{cases} \]

is continuously differentiable on $\mathbb{R}$, and satisfies $\phi \leq r(\infty)$ and there holds the following differential inequality:

\begin{equation}
(3.4) \quad d\phi''(\xi) + c\phi'(\xi) + \phi(\xi)(r(\xi) - \phi) \geq 0
\end{equation}

for any $\xi \neq \xi_0$.

**Proof.** Let

\[ \epsilon = \min \left\{ \frac{\delta}{\sqrt{1+4\theta^2}}, \frac{r(\infty)}{K\sqrt{1+4\theta^2}}, 3d\theta^2 + c\theta^*, r(\infty) \right\}, \]

and let $\theta_0$ be the positive root of the equation

\[ d\theta^2 + c\theta + r(-\infty) - \epsilon = 0. \]

It is easily seen that $\theta^* < \theta_0 \leq 2\theta^*$. Moreover, $\phi(\xi_0) = x_1(\xi_0;\xi_0,\epsilon(1,\theta_0)^T) = \epsilon$ and $\phi'(\xi_0) = x_2(\xi_0;\xi_0,\epsilon(1,\theta_0)^T) = \epsilon\theta_0$. Therefore, $\phi$ is continuously differentiable in $\mathbb{R}$.

If $\xi > \xi_0$, then $\phi(\xi) = x_1(\xi;\xi_0,\epsilon(1,\theta_0)^T)$. From (3.3), we have

\[ \phi(\xi) \leq |x_1| \leq |x_1^2 + x_2^2| \leq K\epsilon \sqrt{1 + \theta_0^2e^{-\mu(\xi-\xi_0)}} \leq r(\infty)e^{-\mu(\xi-\xi_0)} \leq r(\infty). \]

Since $\phi'(\xi) = x'_1(\xi;\xi_0,\epsilon(1,\theta_0)^T) = x_2(\xi;\xi_0,\epsilon(1,\theta_0)^T)$, $\phi''(\xi) = x'_2(\xi;\xi_0,\epsilon(1,\theta_0)^T)$, we have

\[ d\phi''(\xi) + c\phi'(\xi) + \phi(\xi)(r(\xi) - \phi) = 0. \]

Therefore, (3.4) holds for $\xi > \xi_0$.

If $\xi < \xi_0$, then $\phi(\xi) = \epsilon e^{\theta_0(\xi-\xi_0)}$. We first have $\phi(\xi) \leq \epsilon \leq r(\infty)$. Recalling the choice of $\epsilon$ and $\theta_0$, we have

\[ d\phi''(\xi) + c\phi'(\xi) + \phi(\xi)(r(\xi) - \phi) = \epsilon e^{\theta_0(\xi-\xi_0)}[d\theta_0^2 + c\theta_0 + r(\xi) - e^\theta_0(\xi-\xi_0)] = \epsilon e^{\theta_0(\xi-\xi_0)}[r(\xi) - r(-\infty) + \epsilon - e^\theta_0(\xi-\xi_0)] \geq 0. \]

Hence, (3.4) also holds for $\xi < \xi_0$. This completes the proof. □
Lemma 3.2. Let $\xi_1 \leq \xi_0$ be given such that $r(\xi_1) < 0$, and let $\theta_1$ be the positive root of the equation $d\theta^2 + c\theta + r(\xi_1) = 0$. Then the function
\[
\bar{\phi}(\xi) = \min\{r(\infty)e^{\theta_1(\xi-\xi_1)}, r(\infty)\}
\]
satisfies the following differential inequality:
\[
d\bar{\phi}''(\xi) + c\bar{\phi}'(\xi) + \bar{\phi}(\xi)(r(\xi) - \bar{\phi}) \leq 0
\]
for any $\xi \neq \xi_1$. Moreover, $\bar{\phi} \geq \phi$.

Proof. For $\xi > \xi_1$, $\bar{\phi}(\xi) = r(\infty) \geq \phi(\xi)$. Clearly, (3.5) holds for $\xi > \xi_1$.

For $\xi < \xi_1$, $\bar{\phi}(\xi) = r(\infty)e^{\theta_1(\xi-\xi_1)}$. Noting that $r(-\infty) \leq r(\xi_1)$, it is easily seen that $0 \leq \theta_1 \leq \theta^* < \theta_0$. Together with the fact that $\xi_1 \leq \xi_0$ and $\epsilon \leq r(\infty)$, we obtain that for $\xi < \xi_1$,
\[
r(\infty)e^{\theta_1(\xi-\xi_1)} \geq \epsilon e^{\theta_0(\xi-\xi_1)} \geq \epsilon e^{\theta_0(\xi-\xi_1)}.
\]
Therefore, $\bar{\phi}(\xi) \geq \phi(\xi)$ for any $\xi < \xi_1$. In addition,
\[
d\bar{\phi}''(\xi) + c\bar{\phi}'(\xi) + \bar{\phi}(\xi)(r(\xi) - \bar{\phi})
= r(\infty)e^{\theta_1(\xi-\xi_1)}[d\theta^2 + c\theta_1 + r(\xi)] - r^2(\infty)e^{2\theta_1(\xi-\xi_1)}
\leq r(\infty)e^{\theta_1(\xi-\xi_1)}[d\theta^2 + c\theta_1 + r(\xi_1)] = 0.
\]
Hence, (3.5) also holds for $\xi < \xi_1$. This completes the proof. \hfill \Box

Using these two functions $\bar{\phi}$ and $\phi$, we can define the profile set
\[
\Gamma := \{\phi \in BC(\mathbb{R}) : \phi \leq \phi \leq \bar{\phi}\}.
\]

Next, we define $H(\phi)$ by
\[
H(\phi)(\xi) = \phi(\xi)[r(\xi) - \phi(\xi)] + \alpha \phi(\xi)
\]
for any $\phi \in \Gamma$, and denote by $F$ the composite of $H$ and $\Delta_{-1}$, that is,
\[
F(\phi) = \Delta_{-1}H(\phi).
\]
Since $H(\phi) \in BC(\mathbb{R})$ for any $\phi \in \Gamma$, then the operator $F$ is also well defined on $\Gamma$. About the operator $F$, we have the following properties.

Lemma 3.3. $F$ is a monotone operator and maps $\Gamma$ into $\Gamma$. Furthermore, if $\phi \in \Gamma$ and $\phi$ is nondecreasing, then $F(\phi)(\xi)$ is nondecreasing with respect to $\xi$.

Proof. We first verify that, for any $\psi, \phi \in \Gamma$ with $\phi \geq \psi$,
\[
H(\phi)(\xi) - H(\psi)(\xi) = [\phi(\xi) - \psi(\xi)][\alpha + r(\xi) - \phi(\xi) - \psi(\xi)]
= [\phi(\xi) - \psi(\xi)][2r(\infty) - r(-\infty) + r(\xi) - \phi(\xi) - \psi(\xi)]
\geq 0.
\]
Thus, $F(\phi)(\xi) \geq F(\psi)(\xi)$ for $\xi \in \mathbb{R}$. On the one hand, it follows from (3.4) in Lemma 3.1 that
\[
F(\phi) = \Delta_{-1}H(\phi) \geq \Delta_{-1}(\Delta_{+}\phi).
\]
Note that $\phi$ is continuously differentiable on $\mathbb{R}$ satisfying all of the assumptions in Lemma 2.1 and $\phi'(\xi_0-) = \phi'(\xi_0+)$. By (2.6) we obtain that $\Delta_{-1}(\Delta_{+}\phi) = \phi$. Hence, $F(\phi) \geq \phi$. On the other hand, it follows from (3.5) in Lemma 3.2 that
\[
F(\phi) = \Delta_{-1}H(\phi) \leq \Delta_{-1}(\Delta_{+}\phi).
\]
Note that $\bar{\varphi}$ is continuous on $\mathbb{R}$ satisfying all of the assumptions in Lemma 2.1 and $\bar{\varphi}'(\xi^-) > \bar{\varphi}'(\xi^+) = 0$. By (2.6) we get $\Delta^{-1}_s(\Delta_s \bar{\varphi}) \leq \bar{\varphi}$. Thus, $F(\bar{\varphi}) \leq \bar{\varphi}$. Therefore, $F(\Gamma) \subseteq \Gamma$.

If $\phi \in \Gamma$ is nondecreasing, then $\phi \geq 0$, and for any $x \in \mathbb{R}$ and $s > 0$ we have

$$H(\phi)(x + s) - H(\phi)(x) = \phi(x + s)[r(x + s) - \phi(x + s)] + \alpha[\phi(x + s) - \phi(x)] - \phi(x)[r(x) - \phi(x)]$$
$$\geq [\phi(x + s) - \phi(x)][\alpha + r(x) - \phi(x + s) - \phi(x)]$$
$$= [\phi(x + s) - \phi(x)][2r(\infty) - r(-\infty) + r(x) - \phi(x + s) - \phi(x)]$$
$$\geq 0.$$ 

Thus,

$$[\Delta^{-1}_sH(\phi)(x + s)](\xi) \geq [\Delta^{-1}_sH(\phi)(x)](\xi)$$
for any $\xi \in \mathbb{R}$. Noting that $[\Delta^{-1}_s h(x + s)](\xi) = [\Delta^{-1}_s h(x)](\xi + s)$ for any $h \in BC(\mathbb{R})$, we have

$$F(\phi)(\xi + s) = [\Delta^{-1}_sH(\phi)(x)](\xi + s)$$
$$= [\Delta^{-1}_sH(\phi)(x + s)](\xi)$$
$$\geq [\Delta^{-1}_sH(\phi)(x)](\xi)$$
$$= F(\phi)(\xi).$$

This completes the proof of the lemma. \hfill \Box

4. Proofs of the Main Result

We construct the following iteration:

$$\phi_1 = F(\bar{\varphi}), \quad \phi_{n+1} = F(\phi_n), \quad n \geq 1.$$ 

Since $\bar{\varphi} \in \Gamma$ is nondecreasing on $\mathbb{R}$, by Lemma 3.3 we know that $\phi_n \in \Gamma$, $\phi_n(\xi)$ is nondecreasing with respect to $\xi$ for each fixed $n = 1, 2, \cdots$, and

$$\bar{\varphi}(\xi) \leq \phi_{n+1}(\xi) \leq \phi_n(\xi) \leq \bar{\varphi}(\xi), \quad \xi \in \mathbb{R}, \quad n \geq 1.$$ 

Let

$$\phi(\xi) = \lim_{n \to \infty} \phi_n(\xi).$$

Clearly,

$$\bar{\varphi}(\xi) \leq \phi(\xi) \leq \bar{\varphi}(\xi),$$

and $\phi$ is a nondecreasing and positive function defined on $\mathbb{R}$. Next, we will prove $\phi(\xi)$ is a fixed point of $F$.

Since $\phi_n$ converges point-wise to $\phi$, then $H(\phi_n)$ converges point-wise to $H(\phi)$. Note that $|H(\phi_n)| \leq 2r^2(\infty) + \alpha r(\infty)$ for all $n = 1, 2, \cdots$. By (2.3) and the
Lebesgue’s dominated convergence theorem, we then have
\[
\phi(\xi) = \lim_{n \to \infty} \phi_n(\xi) = \lim_{n \to \infty} F(\phi_{n-1}(\xi)) = \lim_{n \to \infty} \frac{1}{d(\lambda_2 - \lambda_1)} \left[ \int_{-\infty}^{\xi} e^{\lambda_1(\xi-x)} H(\phi_{n-1})(x) dx + \int_{\xi}^{\infty} e^{\lambda_2(\xi-x)} H(\phi_{n-1})(x) dx \right] = \lim_{n \to \infty} \frac{1}{d(\lambda_2 - \lambda_1)} \left[ \int_{-\infty}^{\xi} e^{\lambda_1(\xi-x)} \phi(x) dx + \int_{\xi}^{\infty} e^{\lambda_2(\xi-x)} \phi(x) dx \right] = F(\phi)(\xi).
\]
Thus, from (2.4), we have
\[
(4.2) \quad \Delta_\ast \phi = H\phi,
\]
i.e., there exists \( \phi \in \text{BC}(\mathbb{R}) \) satisfying (1.3). It remains to show that \( \phi \) satisfies the boundary condition (1.4). Since
\[
\lim_{\xi \to -\infty} \phi(\xi) = \lim_{\xi \to -\infty} \bar{\phi}(\xi) = 0,
\]
by (4.1) we obtain that
\[
\lim_{\xi \to -\infty} \phi(\xi) = 0.
\]
Noting that \( \phi \) is nondecreasing and \( \phi \leq \overline{\phi} \leq r(\infty) \), let
\[
\lim_{\xi \to \infty} \phi(\xi) = A.
\]
By the positivity and monotonicity of \( \phi \), we have \( 0 < A \leq r(\infty) \). Since
\[
\lim_{\xi \to \infty} H(\phi)(\xi) = A[r(\infty) - A] + \alpha A,
\]
recalling the definition of \( \Delta^{-1}_\ast \), by L’Hôpital’s rule, we have
\[
A = \lim_{\xi \to \infty} \phi(\xi) = \lim_{\xi \to \infty} \Delta^{-1}_\ast(H(\phi))(\xi)
\]
\[
= \lim_{\xi \to \infty} \frac{1}{d(\lambda_2 - \lambda_1)} \left[ \int_{-\infty}^{\xi} e^{\lambda_1(\xi-x)} H(\phi)(x) dx + \int_{\xi}^{\infty} e^{\lambda_2(\xi-x)} H(\phi)(x) dx \right]
\]
\[
= \lim_{\xi \to \infty} \frac{1}{d(\lambda_2 - \lambda_1)} \left( \frac{H(\phi)(\xi)}{-\lambda_1} + \frac{H(\phi)(\xi)}{\lambda_2} \right)
\]
\[
= A[r(\infty) - A] + \frac{\alpha}{A} A.
\]
This yields \( A = r(\infty) \). Therefore, \( \phi(\xi) \) satisfies (1.4). This completes the proof of Theorem 1.1.
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