The real and complex zeros of some special entire functions such as Wright, hyper-Bessel, and a special case of generalized hypergeometric functions are studied by using some classical results of Laguerre, Obreschkoff, Pólya, and Runckel. The obtained results extend the known theorem of Hurwitz on the exact number of nonreal zeros of Bessel functions of the first kind. Moreover, results on zeros of derivatives of Bessel functions and the cross-product of Bessel functions are also given, which are related to some recent open problems.

1. Introduction and main results

Because of various applications in applied mathematics the zeros of Bessel functions of the first kind, \( J_\nu \), of order \( \nu \), have been studied frequently. Lommel proved the reality of the zeros of Bessel functions for \( \nu > -1 \), while Hurwitz \([Hu89]\) completed the picture of the behavior of the zeros of Bessel functions of the first kind by determining the exact number of nonreal zeros for \( \nu < -1 \). Many other interesting proofs of Hurwitz’s theorem were found; see the papers of Hilb \([Hi22]\), Obreschkoff \([Ob29]\), Pólya \([Po29]\), Hille and Szegő \([HS43]\), Peyerimhoff \([Pe66]\), Runckel \([Ru69]\), and Ki and Kim \([KK00]\). Hurwitz’s original proof (based on Lommel polynomials) is quite long and difficult to read, and Watson \([Wa21]\) even corrected some gaps in the proof. In this paper our aim is to point out that some results of Laguerre \([Ti39]\), Obreschkoff \([Ob29]\), Pólya \([Po29]\), and Runckel \([Ru69]\) are useful to study the real and complex zeros of those special entire functions whose coefficients are expressed in terms of the reciprocal gamma function.

1.1. Some classical results on zeros of entire functions. A real entire function \( q \) belongs to the Laguerre–Pólya class \( \mathcal{LP} \) if it can be represented in the form

\[
q(z) = cz^m e^{-az^2 + \beta z} \prod_{k \geq 1} \left( 1 + \frac{z}{z_k} \right) e^{-\frac{z}{z_k}},
\]

with \( c, \beta, z_k \in \mathbb{R}, a \geq 0, m \in \mathbb{N}_0, \sum_{k \geq 1} z_k^{-2} < \infty \). Here \( \mathbb{N}_0 \) is the set of nonnegative integers. Similarly, \( w \) is said to be of type I in the Laguerre–Pólya class, written
$w \in \mathcal{LP}_I$, if $w(z)$ or $w(-z)$ can be represented as
\[
w(z) = cz^m e^{\sigma z} \prod_{k \geq 1} \left( 1 + \frac{z}{z_k} \right),
\]
with $c \in \mathbb{R}$, $\sigma \geq 0$, $m \in \mathbb{N}_0$, $z_k > 0$, $\sum_{k \geq 1} \frac{1}{z_k} < \infty$. The class $\mathcal{LP}$ is the complement of the space of polynomials whose zeros are all real in the topology induced by the uniform convergence on the compact sets of the complex plane, while $\mathcal{LP}_I$ is the complement of polynomials whose zeros are all real and possess a preassigned constant sign. Given an entire function $\varphi$ in the form
\[
\varphi(z) = \sum_{k \geq 0} \gamma_k z^k,
\]
its Jensen polynomial is defined by
\[
g_n(\varphi; z) = \sum_{j=0}^{n} \binom{n}{j} \gamma_j z^j.
\]
Jensen proved the following result in [Je13]: The function $\varphi$ belongs to $\mathcal{LP}$ ($\mathcal{LP}_I$) if and only if the polynomials $g_n(\varphi; z)$ have only real zeros (real zeros of equal sign). Moreover, if for the function $\varphi \in \mathcal{LP}_I$ we have $\gamma_k \geq 0$ for all $k \in \mathbb{N}_0$, we say that $\varphi \in \mathcal{LP}^+$. Further information about the Laguerre–Pólya class can be found in [CC06], [Ob63], and [DC09].

The following particular case of Laguerre’s theorem contains a sufficient condition for a special power series to have only real negative zeros. This result was used by Pólya [Po23] and motivated him into writing [Po29]. Lemma 1 can be found in [Ti39, p. 270], [Po23, p. 186], and also in [DR11, p. 39].

**Lemma 1** (Laguerre, 1898). If $\varphi$ is an entire function of order less than 2 which takes real values along the real axis and possesses only real negative zeros, then the entire function $\sum_{n \geq 0} \frac{\varphi(n)}{n!} z^n$ also has real and negative zeros.

In order to shorten the proof of Hurwitz’s theorem on zeros of Bessel functions of the first kind, Obreschkoff [Ob29] deduced the following result, which seems to be useful in proving the reality of zeros of special functions.

**Lemma 2** (Obreschkoff, 1929). Let $q$ be an entire function of growth order 0 or 1, which has only real zeros and has $s$ positive zeros. Then $\sum_{n \geq 0} \frac{(-1)^n q^{(2n)}}{n!} z^{2n}$ has at most $2s$ complex zeros.

The following beautiful result of Pólya [Po29] is useful in determining the exact number of nonreal zeros of some special entire functions. We note that the terminology of the original result of Pólya [Po29, p. 162] is a little bit different than our exposition: Pólya uses the terminology of real oriented (reell gerichtet) and positively oriented (positiv gerichtet) functions, which are limits of polynomials (with real coefficients) having only real, and only positive real roots, respectively. In today’s terminology these are members of $\mathcal{LP}$ and $\mathcal{LP}_I$.

**Lemma 3** (Pólya, 1929). If the function $\sum_{n \geq 0} a_n z^n \in \mathcal{LP}_I$ has nonzero roots and the function $G \in \mathcal{LP}$ has exactly $s$ simple roots in $[0, \infty)$ with the property that the distance between two arbitrary consecutive roots is not less than 1, then the function $\sum_{n \geq 0} a_n G(n)z^n$ has exactly $s$ nonpositive roots.
The result of Runckel [Ru69, Theorem 4], stated in Lemma 4, is also useful in proving the reality of zeros of some special functions.  

**Lemma 4** (Runckel, 1969). If \( f(z) = \sum_{n \geq 0} a_n z^n \) can be represented as \( f(z) = e^{az^2} h(z) \), where \( a \leq 0 \) and \( h \) is of type  
\[
h(z) = ce^{bz} \prod_{n \geq 1} \left( 1 - \frac{z}{cn} \right) e^{zn}, \quad c, b \in \mathbb{R}, \quad \sum_{n \geq 1} |c_n|^{-2} < \infty,
\]
then the function \( h(z) \) has real zeros only (or no zeros at all), and \( G \) is of type  
\[
G(z) = e^{\beta z} \prod_{n \geq 1} \left( 1 + \frac{z}{\alpha_n} \right) e^{-\frac{z}{\alpha_n}}, \quad \alpha_n > 0, \quad \beta \in \mathbb{R}, \quad \sum_{n \geq 1} \frac{1}{\alpha_n^2} < \infty,
\]
then the function \( \sum_{n \geq 0} a_n G(n) z^n \) has real zeros only.

**1.2. Real and complex zeros of some special entire functions.** By using the above classical results of Laguerre, Obreschkoff, Pólya, and Runckel our aim is to present some results related to real and complex zeros of some special entire functions such as Wright, hyper-Bessel, a special case of the generalized hypergeometric function, derivatives of the Bessel function, the product and cross-product of the Bessel and modified Bessel functions of the first kind. Moreover, we prove a result on a special function related to an open problem in [CF16, Problem 6]. The results on Wright and hyper-Bessel functions extend naturally the theorem of Hurwitz on zeros of Bessel functions of the first kind, which states that if \( \nu \geq 0 \), then  
\[
z \mapsto z^\nu J_{-\nu}(2\sqrt{z}) = \sum_{n \geq 0} \frac{(-1)^n z^n}{n! \Gamma(n - \nu + 1)}
\]
has exactly \([\nu]\) nonpositive zeros.

Our first main result is a natural extension of Hurwitz’s theorem on Bessel functions, and it is about the zeros of the Wright function  
\[
\phi(\rho, \beta, z) = \sum_{n \geq 0} \frac{z^n}{n! \Gamma(\rho n + \beta)},
\]
where \( \rho > -1 \) and \( \beta \in \mathbb{R} \). We note that the special case of the first affirmation in Theorem 4 for \( \beta = 1 \) has been considered by Craven and Csordas [CC06, Example 2.7].

**Theorem 1.** If \( \rho > 0 \) and \( \beta > 0 \), then all zeros of \( \phi(\rho, \beta, -z) \) are real and positive. Moreover, if \( 0 < \rho \leq 1 \) and \( \beta > 0 \), then \( \phi(\rho, -\beta, -z) \) has \([\beta]+1\) nonpositive zeros.

The hyper-Bessel function (or a multi-index analogue of the Bessel function) is defined by  
\[
J_{\alpha_d}(z) = \frac{\left(\frac{z}{d+1}\right)^{\alpha_1+\cdots+\alpha_d}}{\Gamma(\alpha_1+1)\cdots\Gamma(\alpha_d+1)} {}_0F_d\left(-, \alpha_d+1; -\left(\frac{z}{d+1}\right)^{d+1}\right),
\]
where \( \alpha_d = (\alpha_1, \ldots, \alpha_d), d \in \mathbb{N}, \) and  
\[
_0F_d(\mathbf{a}; \mathbf{b}; z) = \sum_{n \geq 0} \frac{(a_1)_n \cdots (a_p)_n z^n}{(b_1)_n \cdots (b_q)_n n!},
\]
with \( \mathbf{a} = (a_1, \ldots, a_p), \) \( \mathbf{b} = (b_1, \ldots, b_q) \) such that \(-b_j \notin \mathbb{N}_0, j \in \{1, \ldots, q\}, \) and \((a)_n = a(a+1)\cdots(a+n-1) = \Gamma(a+n)/\Gamma(a)\) being the shifted factorial.
(or Pochhammer’s symbol). Our Theorem 2 on hyper-Bessel functions is another natural extension of Hurwitz’s result and naturally complements the result of Chagraga and Ben Romdhane [CR15] Theorem 4.2. For simplicity we use the notation

\[ J_{\alpha_d}(z) = z^{-\frac{\alpha_1 + \cdots + \alpha_d}{d+1}} J_{\alpha_d}((d+1)^{d+1/2}z) = \sum_{n \geq 0} \frac{(-1)^n z^n}{n! \prod_{k=1}^d \Gamma(\alpha_k + n + 1)}. \]

**Theorem 2.** All zeros of the hyper-Bessel function \( J_{\alpha_d}(z) \) are real when \( \alpha_i > -1, i \in \{1, \ldots, d\} \). Under the same conditions the function \( J_{\alpha_d}(-z) \) has only nonpositive real zeros. Moreover, if \( \alpha_i \geq 0, i \in \{1, \ldots, d\} \), then \( J_{-\alpha_d}(z) \) has exactly \(|\alpha_1| + \cdots + |\alpha_d|\) nonpositive zeros.

Recently, Kalmykov and Karp [KK16] conjectured that if \( p < q, b > 0, \) and \( a_k > b_k \) for \( k \in \{1, \ldots, p\} \), then all zeros of the generalized hypergeometric function \( {}_p F_q(a; b; z) \) are real and negative. Applying Laguerre’s Lemma [1] directly, we conclude that if \( b > 0, \) then all zeros of \( {}_0 F_1(-; b; z) \) are real and negative. This particular result suggests the validity of the above conjecture. Moreover, by a simple application of Lemma [1] it is possible to obtain the following result: if \( p \leq q, b > 0, \) and \( a \) can be reindexed so that \( a_k = b_k + n_k \) for \( n_k \in \mathbb{N} \) and \( k \in \{1, \ldots, p\} \), then the function \( {}_p F_q(a; b; z) \) has only negative real zeros. This result was stated by Richards [R190], who used Laguerre’s Lemma [1]. The main idea is that the function

\[ \frac{\Gamma(a_1 + z) \cdots \Gamma(a_p + z)}{\Gamma(b_1 + z) \cdots \Gamma(b_q + z)} \]

is a meromorphic function as a quotient of two entire functions, however, after the reindexation the poles of the numerator are absorbed by those of the denominator, and hence it becomes an entire function of growth order 1 for which Lemma [1] can be applied. We note that the reality of the zeros of \( {}_p F_q(a; b; z) \) also follows immediately from Obreschkoff’s Lemma [2] Moreover, by using Pólya’s Lemma [3] we obtain the following result, which complements [KK16 Theorem 4].

**Theorem 3.** Suppose that \( b > 0 \) and \( a \) can be reindexed so that \( a_k = b_k + n_k \) for \( n_k \in \mathbb{N} \) and \( k \in \{1, \ldots, p\} \).

1. If \( p = q, \) then the function \( {}_p F_q(a; -b; z) \) has \(|b_1| + \cdots + |b_p| + p\) nonpositive zeros if \( n_k \geq |b_k| + 1 \) for every \( k \in \{1, \ldots, p\} \), and it has \( n_1 + \cdots + n_p \) nonpositive roots if \( n_k \leq |b_k| \) for each \( k \in \{1, \ldots, p\} \).
2. If \( p < q, \) then the function \( {}_p F_q(a; -b; z) \) has \(|b_1| + \cdots + |b_p| + |b_{p+1}| + \cdots + |b_q| + q\) nonpositive zeros if \( n_k \geq |b_k| + 1 \) for every \( k \in \{1, \ldots, p\} \), and it has \( n_1 + \cdots + n_p + |b_{p+1}| + \cdots + |b_q| + q - p\) nonpositive roots if \( n_k \leq |b_k| \) for each \( k \in \{1, \ldots, p\} \).

Now, we present some results for zeros of derivatives of Bessel functions. We note that the reality of the zeros stated in Theorem [1] was already proved in [BKP16] by using mathematical induction, and the rest of Theorem [4] is in agreement with [BKP16 Open Problem 1], which states that if \( n - 2s - 2 < \nu < n - 2s - 1, s \in \mathbb{N}_0, \) then \( J^{(n)}_{\nu}(z) \) has \( 4s + 2 \) complex zeros, while if \( n - 2s - 1 < \nu < n - 2s, s \in \mathbb{N}, \) then \( J^{(n)}_{\nu}(z) \) has \( 4s \) complex zeros.

**Theorem 4.** Let \( n \in \mathbb{N}_0, \) If \( \nu > n - 1, \) then all zeros of \( J^{(n)}_{\nu}(z) \) are real. Moreover, if \( \nu \geq 0, \) then \( 2^\nu z^\nu J^{(n)}_{\nu}(2z) \) has at most \( 2|\nu| + 2n \) complex zeros. In other words, if \( n - 2s - 2 < \nu < n - 2s - 1, s \in \mathbb{N}_0, \) then \( J^{(n)}_{\nu}(z) \) has at most \( 4s + 2 \) complex
zeros, while if \( n - 2s - 1 < \nu < n - 2s, \ s \in \mathbb{N}, \) then \( J_\nu^{(n)}(z) \) has at most \( 4s \) complex zeros.

Now, we consider the functions \( \Phi_\nu \) and \( \Pi_\nu, \) defined by
\[
\Phi_\nu(z) = J_\nu(z) I'_\nu(z) - I_\nu(z) J'_\nu(z) \quad \text{and} \quad \Pi_\nu(z) = J_\nu(z) I_\nu(z),
\]
where \( I_\nu \) stands for the modified Bessel functions of the first kind. If \( z \in \mathbb{C} \) and \( \nu \in \mathbb{R} \) such that \( \nu \neq -1, -2, \ldots, \) then the functions \( \Phi_\nu \) and \( \Pi_\nu \) can be written as follows (see [Wa22, p. 148], [ABP16]):
\[
\Phi_\nu(z) = 2 \sum_{n \geq 0} (-1)^n \left( \frac{s}{2} \right)^{2n+1} n! \Gamma(\nu + n + 1) \Gamma(\nu + 2n + 2)
\]
and
\[
\Pi_\nu(z) = \sum_{n \geq 0} (-1)^n \left( \frac{s}{2} \right)^{2n} n! \Gamma(\nu + n + 1) \Gamma(\nu + 2n + 1).
\]
The following theorem on the functions
\[
A_\nu(z) = z^{-\nu} \Phi_\nu(2\sqrt{z}) = 2 \sum_{n \geq 0} \frac{(-1)^n z^{2n}}{n! \Gamma(\nu + n + 1) \Gamma(\nu + 2n + 2)}
\]
and
\[
B_\nu(z) = z^{-\nu} \Pi_\nu(2\sqrt{z}) = \sum_{n \geq 0} \frac{(-1)^n z^{2n}}{n! \Gamma(\nu + n + 1) \Gamma(\nu + 2n + 1)}
\]
is another interesting application of Lemmas\[1\] and\[2\] and is related to [BSY16 Open Problem 1].

**Theorem 5.** If \( \nu > -1, \) then all zeros of \( A_\nu(z) \) and \( B_\nu(z) \) are real. Moreover, if \( \nu > -1, \) then all the zeros of \( A_\nu(\sqrt{z}) \) and \( B_\nu(\sqrt{z}) \) are real and positive. In addition, if \( \nu \geq 0, \) then \( A_{-\nu}(z) \) and \( B_{-\nu}(z) \) have at most \( 4|\nu| \) complex zeros.

We end this subsection with Theorem\[6\] This result is related to [CF16 Problem 6]: is it true that for every \( s \in \mathbb{R}^+, \) there exists an \( m \in \mathbb{N} \) such that \( \sum_{n \geq 0} \frac{n^s}{(n!)^m} z^n \in \mathcal{LP}^+? \) Theorem\[6\] verifies the case when \( s \in \mathbb{N}_0 \) and \( m = 2.\)

**Theorem 6.** If \( s \in \mathbb{N}_0, \) then \( \eta_s(z) = \sum_{n \geq 0} \frac{n^s}{m!(n+1)!} \frac{z^n}{m!} \in \mathcal{LP}^+.\)

### 1.3. Concluding remarks.

We have seen that in some special cases we can find an upper bound for the exact number of complex zeros of entire functions. However, for example, in the above-mentioned conjecture of Kalmykov and Karp [KK16 Conjecture 3] the coefficients are meromorphic, and so far we are not aware of any result in the literature which would help to verify this conjecture. Craven and Csordas [CC06 Problem 1.2] posed the following problem: Characterize the meromorphic function \( F \) with the property that \( \sum_{n \geq 0} \frac{a_n F(n)}{n!} z^n \) is a transcendental entire function with only real zeros whenever the entire function \( \sum_{n \geq 0} \frac{a_n}{m!} z^n \) has only real zeros. This problem is strongly related to the above conjecture, and its solution would give many new results on real and complex zeros of different special functions. It would also be of great interest to verify whether the condition on the difference of two consecutive zeros in Lemma\[3\] can be relaxed and to find the analogue of Lemma\[3\] when the function \( G \) is meromorphic.
2. PROOFS OF MAIN RESULTS

Proof of Theorem 1. First we consider the proof of the reality of the zeros of the Wright function $\phi(\rho, \beta, -z)$. The function $q_{\rho, \beta} : [0, \infty) \to \mathbb{R}$, defined by $q_{\rho, \beta}(z) = \frac{1}{\Gamma(\rho z + \beta)}$, is an entire function of order 1, belongs to $L^\mathbb{P}$, and if $\rho, \beta > 0$, then clearly it has no positive zero. By using Lemma 2 it follows that the function

$$
\phi(\rho, \beta, -z^2) = \sum_{n \geq 0} \frac{(-1)^n q_{\rho, \beta}(2n) z^{2n}}{n!} = \sum_{n \geq 0} \frac{(-1)^n z^{2n}}{n! \Gamma(\rho n + \beta)}
$$

has at most 0 complex zeros, that is, all of its zeros are real. This implies that $\phi(\rho, \beta, -z)$ also has only real zeros when $\rho, \beta > 0$.

An alternative proof of the fact that $\phi(\rho, \beta, -z)$ has only real zeros if $\rho, \beta > 0$ is based on Runckel’s Lemma 3. Since $q_{\rho, \beta}(z)$ is of type 1 when $\rho, \beta > 0$, if we choose $f(z) = e^{-\left(\frac{z^2}{2}\right)}$, then by using Runckel’s above-mentioned result (that is, Lemma 4) we obtain that the function $\phi(\rho, \beta, -z)$ has real zeros only if $\rho, \beta > 0$.

Next, we show that if $0 < \rho \leq 1$ and $\beta > 0$, then all zeros of $\phi(\rho, \beta, -z)$ are positive. For this we consider the function $G_{\rho, \beta} : [0, \infty) \to \mathbb{R}$, defined by $G_{\rho, \beta}(z) = \frac{1}{\Gamma(\rho z + \beta)}$. This function has zeros $z_k = -\rho^{-1}(\beta + k)$, where $k \in \mathbb{N}_0$. These zeros are clearly simple, and the distance between two consecutive zeros is $\Delta_k = z_{k+1} - z_k = \rho^{-1}$ for every $k \in \mathbb{N}_0$. The simplicity of the zeros is guaranteed by the Laguerre theorem on separation of zeros (which states that if $f(z)$ is an entire function, not a constant, which is real for real $z$ and has only real zeros, and is of genus 0 or 1, then the zeros of $f'$ are also real and are separated by the zeros of $f$) and by the fact the reciprocal gamma function is an entire function of genus 1. If $\rho \in (0, 1]$, then $\Delta_k \geq 1$ for every $k \in \mathbb{N}_0$. Moreover, since $e^{-z} \in L^\mathbb{P}$ and the function $G_{\rho, \beta}$ has no zeros in $[0, \infty)$ when $\rho \in (0, 1]$ and $\beta > 0$, by applying Lemma 3 we have that

$$
\phi(\rho, \beta, -z) = \sum_{n \geq 0} G_{\rho, \beta}(n) \frac{(-z)^n}{n!} = \sum_{n \geq 0} \frac{(-1)^n z^n}{n! \Gamma(\rho n + \beta)}
$$

has no nonpositive real roots, that is, all its zeros are positive.

Now, we prove that the condition $\rho \leq 1$ can be relaxed. The growth order of the entire function $\phi(\rho, \beta, -z)$ is $(\rho + 1)^{-1}$ (which is an integer number and lies in $(0, 1)$ for $\rho > -1$) and thus in view of the Hadamard factorization theorem on growth order of entire functions it follows that for $\rho, \beta > 0$ we have

$$
\Gamma(\beta) \phi(\rho, \beta, -z^2) = \prod_{n \geq 1} \left(1 - \frac{z^2}{\lambda_{\rho, \beta, n}^2}\right),
$$

where $\lambda_{\rho, \beta, n}$ denotes the $n$th positive zero of $\phi(\rho, \beta, -z^2)$, and this product is uniformly convergent on compact subsets of the complex plane. Consequently, we have that

$$
\Gamma(\beta) \phi(\rho, \beta, -z) = \prod_{n \geq 1} \left(1 - \frac{z}{\lambda_{\rho, \beta, n}}\right),
$$

which shows that all zeros of $\phi(\rho, \beta, -z)$ can be represented as squares, and thus indeed all zeros of $\phi(\rho, \beta, -z)$ are positive.

Alternatively, since for $\rho, \beta > 0$ the zeros of $G_{\rho, \beta}$ are all negative, if we apply Lemma 4 we immediately obtain that for $\rho, \beta > 0$ the Wright function $\phi(\rho, \beta, z)$. 

has only real and negative zeros. This means that for \( \rho, \beta > 0 \) the Wright function \( \phi(\rho, \beta, -z) \) has only real and positive zeros.

Finally, we proceed similarly as above, where we considered the case of \( 0 < \rho \leq 1 \) and \( \beta > 0 \). If \( 0 < \rho \leq 1 \) and \( \beta < 0 \), then exactly \( \lfloor \beta \rfloor + 1 \) of the zeros \( z_k = -\rho^{-1}(\beta + k), k \in \mathbb{N}_0 \), are in \((0, \infty)\). Consequently, in view of Lemma 3 (with the function \( e^{-z} \in \mathcal{LPI} \)), the function \( \phi(\rho, \beta, -z) \) has exactly \( \lfloor \beta \rfloor + 1 \) nonpositive zeros; that is, we proved that if \( 0 < \rho \leq 1 \) and \( \beta < 0 \), then \( \phi(\rho, \beta, -z) \) has \( \lfloor \beta \rfloor + 1 \) nonpositive zeros. Now, changing \( \beta \) to \( -\beta \) we complete the proof.

**Proof of Theorem 2.** Consider the product of reciprocals of gamma functions appearing in Theorem 2, that is,

\[
\Theta_{\alpha}(z) = \frac{1}{\Gamma(\alpha_1 + z + 1) \cdots \Gamma(\alpha_d + z + 1)}.
\]

In view of the representation

\[
\frac{1}{\Gamma(z)} = ze^{\gamma z} \prod_{k \geq 1} \left(1 + \frac{z}{k}\right)e^{-\frac{z}{k}}
\]

we have that when \( \alpha_i > -1, i \in \{1, \ldots, d\}, \) the function \( \Theta_{\alpha}(\frac{1}{z}) \) is entire of growth order 1 and has no positive zeros. By using Lemma 2 we obtain that \( J_{\alpha}(z^2) \) has at most 0 complex zeros, that is, of its zeros are real. This implies that all zeros of \( J_{\alpha}(z) \) are real when \( \alpha_i > -1, i \in \{1, \ldots, d\} \). Clearly, under the same conditions, the function \( \Theta_{\alpha}(z) \) is also entire of growth order 1 and has no positive zeros, and applying Lemma 1 we obtain that \( J_{\alpha}(z) \) has only negative real zeros. Now, since for fixed \( i \in \{1, \ldots, d\} \) the reciprocal of \( \Gamma(z - \alpha_i + 1) \) has zeros \( \xi_k = \alpha_i - 1 - k, k \in \mathbb{N}_0, \) and \( \alpha_i \) of these zeros are positive or zero, the distance between two arbitrary consecutive zeros is equal to 1, by applying Lemma 3 (with the function \( e^{-z} \in \mathcal{LPI} \)) we obtain that

\[
J_{\alpha}(z) = \sum_{n \geq 0} \Theta_{\alpha}(n) \frac{(-z)^n}{n!}
\]

has exactly \( [\alpha_1] + \cdots + [\alpha_d] \) nonpositive zeros.

**Proof of Theorem 3.** First we suppose that \( p = q \). After reindexation the expression

\[
\frac{\Gamma(a_1 + z) \cdots \Gamma(a_p + z)}{\Gamma(b_1 + z) \cdots \Gamma(b_q + z)}
\]

will have zeros only as solutions of the equation

\[
\prod_{k=1}^{p} \prod_{s=1}^{n_k} (b_k + z + s - 1) = 0;
\]

that is, \( \zeta_k = -b_k - s + 1, s \in \{1, \ldots, n_k\} \) and \( k \in \{1, \ldots, p\} \). Now, if we replace \( b \) by \( -b \), then the above zeros clearly will change to \( b_k - s + 1, s \in \{1, \ldots, n_k\} \) and \( k \in \{1, \ldots, p\} \). If \( n_k \geq b_k + 1 \) for \( k \in \{1, \ldots, p\} \) fixed, then we have that exactly \( b_k + 1 \) zeros are positive; if \( n_k = b_k \), then \( b_k \) zeros are positive; and when \( n_k \leq b_k - 1 \), then \( n_k \) number of zeros are positive. Thus, applying Lemma 3 (for \( e^{-z} \in \mathcal{LPI} \)) the result when \( p = q \) follows. The case when \( p < q \) is similar to the case when \( p = q \). We just need to take care of the reciprocals of the remaining expressions like \( \Gamma(b_q + z) \).
Proof of Theorem 1. Consider the entire function
\[ 2^n z^{\nu+n} J^{(n)}_{\nu}(2\sqrt{z}) = \sum_{m \geq 0} \frac{(-1)^m \Gamma(\nu + 2m + 1)}{m! \Gamma(\nu + 2m - n + 1) \Gamma(\nu + m + 1)} z^m. \]

The function
\[ q_\nu(2z) = \frac{\Gamma(\nu + 2z + 1)}{\Gamma(z + 2z - n + 1) \Gamma(\nu + z + 1)} \]
is entire since the poles of the numerator are absorbed by those of the denominator, and has growth order 1. The zeros of \( q_\nu \) are of the form \( z_k = \frac{k-\nu}{2} \), \( k \in \{1, \ldots, n\} \), and \( z_s = -1 - \nu - s \), \( s \in \mathbb{N}_0 \). If \( \nu > n - 1 \), \( n \in \mathbb{N}_0 \), then clearly none of the above zeros is positive, and thus \( q_\nu \) has 0 positive zeros in this case. According to Obreschkoff’s Lemma 2 it follows that \( z^{\nu-n} J^{(n)}_{\nu}(2z) \) has at most 0 complex zeros, that is, it has only real zeros. Now, if we consider the entire function \( q_{-\nu}(z) \), then for \( \nu \geq 0 \) it has \( [\nu] + n \) positive zeros. Thus, again applying Obreschkoff’s Lemma 2 we conclude that
\[ 2^n z^{\nu+n} J^{(n)}_{-\nu}(2z) = \sum_{m \geq 0} \frac{(-1)^m q_{-\nu}(2m)}{m!} z^{2m} \]
has at most \( 2[\nu]+2n \) complex zeros. In other words, if \( \nu \leq 0 \), then \( 2^{-\nu} z^{-\nu+n} J^{(n)}_{\nu}(2z) \) has at most \( 2[-\nu]+2n \) complex zeros. This means that if \( n-2s-2 < \nu < n-2s-1 \), \( s \in \mathbb{N}_0 \), then \( J^{(n)}_{\nu}(z) \) has at most \( 4s+2 \) complex zeros, while if \( n-2s-1 < \nu < n-2s \), \( s \in \mathbb{N}_0 \), then \( J^{(n)}_{\nu}(z) \) has at most \( 4s \) complex zeros.

Proof of Theorem 5. Consider the functions
\[ a_\nu(z) = \frac{1}{\Gamma(\nu + \frac{s}{2} + 1) \Gamma(\nu + z + 2)} \text{ and } b_\nu(z) = \frac{1}{\Gamma(\nu + \frac{s}{2} + 1) \Gamma(\nu + z + 1)}, \]
which are entire of growth order 1. Note that the zeros of \( a_\nu(z) \) are of the form \( z_k = 2(-1-\nu-k) \) and \( z_l = -2 - \nu - l \), where \( k, l \in \mathbb{N}_0 \) and the zeros of \( b_\nu(z) \) are of the form \( z_s = 2(-1-\nu-s) \) and \( z_t = -1 - \nu - t \), where \( s, t \in \mathbb{N}_0 \). Therefore \( a_\nu(z) \) and \( b_\nu(z) \) have no positive zeros if \( \nu > -1 \). Now, appealing to Obreschkoff’s Lemma 2 we obtain that \( A_\nu(z) \) and \( B_\nu(z) \) have at most 0 complex zeros, that is, all of their zeros are real. Hence all the zeros of \( A_\nu(\sqrt{z}) \) and \( B_\nu(\sqrt{z}) \) are real and positive.

Alternatively, the positivity of the zeros of \( A_\nu(\sqrt{z}) \) and \( B_\nu(\sqrt{z}) \) can be proved also by using Laguerre’s Lemma 11. For this we note that
\[ a_\nu(2z) = \frac{1}{\Gamma(\nu + z + 1) \Gamma(\nu + 2z + 2)} \text{ and } b_\nu(2z) = \frac{1}{\Gamma(\nu + z + 1) \Gamma(\nu + 2z + 1)} \]
are entire functions of order 1 and they assume real values along the real axis and possess only negative zeros if \( \nu > -1 \). Therefore in view of Laguerre’s Lemma 11 we obtain that the entire functions
\[ u_\nu(z) = 2 \sum_{n \geq 0} \frac{z^n}{n! \Gamma(\nu + n + 1) \Gamma(\nu + 2n + 2)} \]
and
\[ v_\nu(z) = \sum_{n \geq 0} \frac{z^n}{n! \Gamma(\nu + n + 1) \Gamma(\nu + 2n + 1)} \]
also have real and negative zeros. Hence \( u_\nu(-z) \) and \( v_\nu(-z) \) have real and positive zeros. That is, \( A_\nu(\sqrt{z}) \) and \( B_\nu(\sqrt{z}) \) have real and positive zeros.

Now consider the entire functions \( a_{-\nu}(2z) \) and \( b_{-\nu}(2z) \). For \( \nu \geq 0 \), \( a_{-\nu}(2z) \) and \( b_{-\nu}(2z) \) both have \( 2|\nu| \) positive zeros. Therefore by using the Obreschkoff’s Lemma \( 2 \) we conclude that \( A_{-\nu}(z) \) and \( B_{-\nu}(z) \) have at most \( 4|\nu| \) complex zeros. \( \square \)

**Proof of Theorem 6.** Since the coefficients of \( \eta_s \) are positive, we just need to show that \( \eta_s(z) \in \mathcal{LP}I \) or equivalently \( \eta_s(-z) \in \mathcal{LP}I \). Then the function \( z^s/\Gamma(z+1) \) has growth order 1, it belongs to \( \mathcal{LP} \), and it has only one zero in \([0, \infty)\), and that is 0. Consequently by using Lemma 3 (for the function \( e^{-z} \in \mathcal{LP}I \)), we obtain that \( \eta_s(-z) \) has exactly 1 nonpositive real root, and that is 0. In other words, all zeros of \( \eta_s(-z) \) are strictly positive, that is, \( \eta_s(-z) \in \mathcal{LP}I \). \( \square \)
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