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INVERSE VALUES OF THE MODULAR j-INVARIANT

AND HOMOTOPY LIE THEORY

KWANG HYUN KIM, YESULE KIM, AND JEEHOON PARK

(Communicated by Matthew A. Papanikolas)

Abstract. The goal of this article is to give a simple arithmetic application
of the enhanced homotopy (Lie) theory for algebraic varieties developed by
the second and third authors. Namely, we compute an inverse value of the
modular j-invariant by using a deformation theory for period matrices of el-
liptic curves based on homotopy Lie theory. Another key ingredient in our
approach is J. Carlson and P. Griffiths’ explicit computation regarding infini-

tesimal variations of Hodge structures.

1. Introduction

It is known that the inverse function of the modular j-invariant can be expressed
in terms of the hypergeometric functions (for example, see [1]). In fact, for a given
number N ∈ C, solving the equation j(τ ) = N for τ (unique to up SL2(Z)-action)
can be done in several ways.

In this paper, we give another method to compute the inverse value of the mod-
ular j-invariant using a modern deformation theory based on (shifted) differential
graded Lie algebras (homotopy Lie algebras) and the Maurer–Cartan equations,
which was developed in [5] and [4]. We briefly explain our method of computation
in the introduction.

The starting point is to know a particular value of the modular j-function. For
example, we know j(e2πi/3) = 0 and j(i) = 1728. Since the elliptic curves over
C are classified by the j-invariant, there is a unique (up to isomorphism) elliptic
curve E whose j-invariant is 1728. Let us choose an affine Weierstrass equation of
E, namely,

(1) E : y2 − 4x3 + x = 0.

Since j(i) = 1728, the complex uniformization theorem for elliptic curves says that
there is a symplectic integral homology basis a, b ∈ H1(E(C),Z) such that the 1×2
period matrix of E has the form

(2)

(∫
a

ω

∫
b

ω

)
=

(∫
a

ω i

∫
a

ω

)
,

where ω is the algebraic invariant holomorphic differential 1-form on E(C), which
is given by ω = dx

y = dx√
4x3−x

in terms of affine coordinates. We fix such an integral
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basis a, b throughout the article. Let ε :=
∫
a
ω. Then the explicit value of ε is given

in [9, p. 444],

(3) ε := 2

∫ ∞

1
2

dx√
4x3 − x

=
Γ( 14 )

2

2
√
π

= 3.7081 . . . .

Now, for a given nonzero complex number N , we like to compute τ such that
j(τ ) = N . For such a purpose, observe that the elliptic curve EB defined by the
affine Weierstrass equation

(4) EB : y2 − 4x3 + x+B = 0, B ∈ C,

has j-invariant

1728
1

1− 27B2
.

One can find a complex number B such that N = 1728 1
1−27B2 . Note that EB(C)

is topologically isomorphic to E(C) and we fix an (orientation preserving) isomor-
phism H1(E(C),Z) � H1(EB(C),Z) once and for all. This gives a symplectic
integral basis aB, bB of H1(EB(C),Z) such that

(5)
(
a b

)(ρ1 ρ2
ρ3 ρ4

)
=

(
aB bB

)
,

where ( ρ1 ρ2
ρ3 ρ4 ) ∈ SL2(Z). Let ωB be the algebraic invariant holomorphic differential

1-form on EB(C), which is again given by ωB = dx
y = dx√

4x3−x−B
. Then j(τ ) = N

implies that the period matrix of the elliptic curve EB,

(6) (τ1 τ ′1) :=

(∫
aB

ωB

∫
bB

ωB

)
,

satisfies that τ =
τ ′
1

τ1
(or τ1

τ ′
1
). The main theorem of [4], based on a deformation

theory of DGLA (differential graded Lie algebra), says that there is an explicit
algorithm to compute

(
τ1 τ ′1

)
from

(
ε iε

)
=

(∫
a
ω

∫
b
ω
)
, if we know an explicit

algebraic recipe to express the antiholomorphic differential 1-form ω on E(C), where
· is the complex conjugation. We will provide such an explicit recipe (see 22) using
the computations of Carlson and Griffiths, [2], regarding infinitesimal variations of
Hodge structures. More precisely, there is an algorithm to compute a 2× 2 matrix
M such that1

(7)

(
τ1 τ ′1
τ2 τ ′2

)
= M·

(∫
a
ω

∫
b
ω∫

a
ω

∫
b
ω

)
·
(
ρ1 ρ2
ρ3 ρ4

)
= M·

(
ε iε
ε iε

)
·
(
ρ1 ρ2
ρ3 ρ4

)
.

Therefore this gives an explicit algorithm to compute an inverse value τ =
τ ′
1

τ1
(or τ1

τ ′
1
,

depending on which expression belongs to the upper half-plane) such that j(τ ) = N
from the period matrix

(
ε iε

)
of the simple elliptic curve E.

Now we briefly indicate the contents of the paper. In Section 2, we review basic
facts on j-invariants and elliptic curves. In Section 3, we explain in detail the
algorithm of how to find the matrix M (in the case of elliptic curves) in (7), which
was developed in [5] and [4] in the case of smooth projective complete intersection
varieties. In Section 4, we briefly recall Carlson and Griffiths’ computation in [2]

1Note that τ2 =
∫
aB

η, τ ′2 =
∫
bB

η for some antiholomorphic 1-form η. But the algorithm in

[4] does not guarantee that this 1-form η is equal to ωB . In fact, η depends on the deformation
data B ∈ C. Also note that τ1 and τ ′1 are more important if we are interested in the inverse value

of the j-function.
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and how we use it here. In the final Section 5, we summarise all the previous results
to give an algorithm to solve j(τ ) = N .

2. Elliptic curves and the j-invariant

Let H be an upper half-plane on which the full modular group SL2(Z) acts by
the linear fractional transformation:

γ · τ =
aτ + b

cτ + d
, γ =

(
a b
c d

)
∈ SL2(Z).

The modular j-function

j(τ ) := 1728
g2(τ )

3

g2(τ )3 − 27g3(τ )2
,

g2(τ ) := 60
∑

(m,n)∈Z
2

(m,n) �=(0,0)

1

(m+ nτ )4
, g3(τ ) := 140

∑
(m,n)∈Z

2

(m,n) �=(0,0)

1

(m+ nτ )6
(8)

is a holomorphic function from SL2(Z)\H to C. It is well known that the j-function
classifies the complex structures of the compact smooth surface of genus 1. We
briefly review how it classifies, since it is relevant for our later discussion; we refer
to chapter 1 of [8] for details.

Let ELLC be the set of C-isomorphism classes of elliptic curves over C. Let
{E} ∈ ELLC be an isomorphism class of elliptic curves, and choose a Weierstrass
equation (for an affine part), which exists by the uniformization theorem for elliptic
curves over C ([8, Corollary 4.3, Ch. 1]),

E : y2 = 4x3 +Ax+B

for some curve E in this class. Then dx
y becomes an invariant holomorphic differ-

ential 1-form on E(C). Take a symplectic integral basis aE , bE for the homology
group H1(E(C),Z) and compute the periods

(9) p1 =

∫
aE

dx

y
, p2 =

∫
bE

dx

y
.

Switching p1 and p2 if necessary, we may assume that

τE =
p1
p2

∈ H.

Then evaluate j(τ ) at τ = τE. The [8, Proposition 4.4, Ch. 1], implies that the
above map {E} �→ j(τE) is bijective and factors through j : SL2(Z)\H → C.

Let LτE be the lattice of C generated by τE and 1. The uniformization theorem
says that the map

Φ : C/LτE → E(C),

z �→ [P(z, LτE ),P ′(z, LτE ), 1], for z �= 0,

0 �→ [0, 1, 0],(10)

where P(z, LτE ) is the Weierstrass P-function, induces an isomorphism of complex
Lie groups. Note that the holomorphic differential dx

y pulls back to dz on C/LτE ,

i.e., Φ∗(dxy ) = dz.
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3. Deformation of period matrices

In this section, let G(x) be an arbitrary homogeneous polynomial of degree 3,
which defines an elliptic curve EG inside the 2-projective space P2. Let X = EG(C)
and let P = P

2(C). Let H = H1
dR(X/C). In [5], the authors constructed a DGBV

(Differential Gerstenhaber Batalin-Vilkovisky) algebra (AX , QX ,KX) which com-
putes H2

dR(P \X), and hence H via the residue isomorphism res. See [6] for details
on the residue isomorphism,

resX : H2
dR(P \X) � H.

More precisely, it was shown that the 0th cohomology H0(AX ,KX) of (AX ,KX)
is isomorphic to H.

Let us briefly recall the construction of (AX , QX ,KX); see [5] for details. We
denote the homogeneous coordinate ring of P by C[x] = C[x0, x1, x2]. Introduce
a formal variable y and consider a commutative ring A = C[y, x0, x1, x2]. For
notational convenience, let y−1 = y, y0 = x0, y1 = x1, y2 = x2, and A = C[y]. Then
the Z-graded supercommutative algebra AX and differentials KX and QX are given
explicitly as follows:

AX := C[y][η] = C[y−1, y0, y1, y2][η−1, η0, η1, η2],

KX :=
2∑

i=−1

(
∂(yG(x))

∂yi
+

∂

∂yi

)
∂

∂ηi
: AX → AX ,

QX :=
2∑

i=−1

∂(yG(x))

∂yi

∂

∂ηi
: AX → AX .

The Z-grading of AX is given by the rules

(11) |yi| = 0, |ηi| = −1, i = −1, . . . , 2,

and we thus have the cochain complex

0 → A−4
X

KX−→ A−3
X

KX−→ · · · KX−→ A0
X = A → 0.

The supercommutativity means that a · b = (−1)|a||b|b ·a for homogeneous elements
a, b. Hence we see that ηi · ηj = −ηj · ηi, which implies that η2i = 0 and A−5

X =

A−6
X = · · · 0. Since ∂(yG(x))

∂yi

∂
∂ηi

is a differential operator of order 1, the differential

QX is a derivation of the product of A. Thus (AX , ·, QX) is a CDGA (commutative
differential graded algebra). But KX is not a derivation of the product, because
the differential operator ∂

∂yi

∂
∂ηi

has order 2. We also introduce the C-linear map

Δ := KX −QX =

2∑
i=−1

∂

∂yi

∂

∂ηi
: AX → AX .

Note that Δ is also a differential of degree 1 (QX and KX also have degree 1), i.e.,
Δ2 = 0. Therefore we have

ΔQX +QXΔ = 0.

The DGBV algebra provides us a DGLA (differential graded Lie algebra): the
triple (AX ,KX , 
K2 ), where 
K2 (a, b) := K(a · b) − K(a) · b − (−1)|a|a · K(b), is a
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DGLA, i.e.,


K2 (a, b)− (−1)|a||b|
K2 (b, a) = 0,


K2 (a, 
K2 (b, c)) + (−1)|a|
K2 (
K2 (a, b), c) + (−1)(|a|+1)|b|
K2 (b, 
K2 (a, c)) = 0,

K
K2 (a, b) + 
K2 (Ka, b) + (−1)|a|
K2 (a,Kb) = 0,

for any homogeneous elements a, b ∈ A. This DGLA (AX ,KX , 
K2 ) provides us with
a deformation functor which is given by solving the Maurer–Cartan equations. In
[4], the authors used this deformation functor to find an explicit formula for the
period matrices of deformations of X from the period matrix of X. In summary,
we have the following theorem.

Theorem 3.1. The triple (AX ,KX , QX) is a DGBV algebra. If we define J(ykh(x))

:= (−1)kk! h(x)
G(x)k+1Ωx for a nonnegative integer k, then J induces an isomorphism

H0(AX ,KX)
J→ H2

dR(P \X),

and consequently resX ◦J gives an isomorphism H0(AX ,KX) � H.

Let {eβ}β∈I be a basis of H. Let {γα}α∈I be a basis of H1(X,C) by noting that

dimC H1(X,C) = dimCH.

Let Ω(X) =
(
Ωα

β (X)
)
be the matrix of X whose (β, α)-entry is given by

Ωα
β(X) :=

∫
γα

eβ , α, β ∈ I,

where I is an index set for the dimension ofH. Let EU ⊂ P2 be another elliptic curve
which is deformed from EG by a nonzero homogeneous polynomial H(x) of degree
3, i.e., U(x) = G(x) + H(x) is the defining equation for EU . Let XU = EU (C).
Note that H has Hodge decomposition H = H1,0 ⊕H0,1 and the size of I is 2. Let
I = {α1, α2}. Thus both Ω(XU ) and Ω(X) are 2× 2 matrices. We introduce a set
of formal variables {s, t} = {tα1 , tα2} = {t} indexed by I. The main theorem of [4]
applied to elliptic curves gives the following theorem.

Theorem 3.2. There is an algorithmic construction of a power series T ρ(s, t) ∈
C[[s, t]] such that

(12) Ω(XU ) = M · Ω(X),

where M is the 2× 2 matrix whose (β, ρ)-entry is given by

Mρ
β =

(
∂

∂tβ
T ρ(t)

) ∣∣∣
t=1
s=0

for each β, ρ ∈ I.

This theorem says that Ω(X) = Ω(XG) and Ω(XU ) are “transcendental” invari-
ants but their relationship is “algorithmically computable up to desired precision”:
if we know the period matrix Ω(X) and the polynomials G(x), H(x), then there is
an algebraic algorithm to compute the period matrix Ω(XU ).

We need to explain more details about Theorem 3.2 in the case of elliptic curves
(1) and (4) considered in the introduction, in order to get the algorithm of the
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inverse value of the j-function. From now on, we use the following homogeneous
equations:

G(x) := x2x
2
1 − 4x3

0 + x2
2x0, U(x) := x2x

2
1 − 4x3

0 + x2
2x0 +Bx3

2,

and H(x) = U(x)−G(x)

so that X = EG(C) = E(C) and XU = EU (C) = EB(C).
The key idea in the proof of Theorem 3.2 is to interpret a period integral of

X = EG(C) as a C-linear map CX
γ : C[y, x0, x1, x2] → C for each γ ∈ H1(X,Z)

such that CX
γ ◦ KX = 0. In fact, for yk−1F (x) where F (x) is a homogeneous

polynomial of degree 3k−3 and k ≥ 1, the C-linear map Cγ was defined as follows:

CX
γ (yk−1F (x)) = − 1

2πi

∫
τ(γ)

(∫ ∞

0

yk−1F (x) · eyG(x)dy

)
Ωx

=
(−1)k−1(k − 1)!

2πi

∫
τ(γ)

F (x)

G(x)k
Ωx =

∫
γ

(resX ◦J)(yk−1F (x)),

(13)

where τ : H1(X,Z) → H1(P−X,Z) is the tubular neighborhood map and

Ωx =

2∑
i=0

(−1)ixi(dx0∧· · ·∧ ˆdxi∧· · ·∧dx2) = x0dx1∧dx2−x1dx0∧dx2+x2dx0∧dx1.

For a fixed symplectic integral basis a, b ∈ H1(X,Z) and aB, bB ∈ H1(XU ,Z),
we get ∫

a

ω = CX
a (2),

∫
b
ω = CX

b (2),

∫
aB

ωB = CXU
aB

(2),
∫
bB

ωB = CXU

bB
(2)

because the algebraic holomorphic differential 1-forms ω and ωB are given by

ω = (resX ◦J)(2) := resX(
2Ωx

G(x)
), ωB = resXU

(
2Ωx

U(x)
).

The computation (13) implies that

CX
a (v · eyH(x)) = CXU

a (v), CX
b (v · eyH(x)) = CXU

b (v), v ∈ A = C[y],

on which the algorithm for the matrix M relies. Also note that

(
CXU

a (v) CXU

b (v)
)(ρ1 ρ2

ρ3 ρ4

)
=

(
CXU

aB
(v) CXU

bB
(v)

)
,

since
(
a b

)
( ρ1 ρ2
ρ3 ρ4 ) =

(
aB bB

)
for ( ρ1 ρ2

ρ3 ρ4 ) ∈ SL2(Z).

The power series T ρ(s, t) depends on choices of C-basis of H0(AXU
,KXU

) and
H0(AX ,KX) (note that AX = AXU

); we explain how it depends on such choices
below. If we let uα1

= 2 and uα2
= yH(x), then one can check (see [4, Lemma 2.6])

that

{uα modKXU
(A−1

XU
)} is a C-basis of H0(AXU

,KXU
).

Let gα1
= 2 and gα2

= yg(x), where yg(x) ∈ C[y, x0, x1, x2] is the polynomial which
satisfies that ω = res ◦J(yg(x)) where ω is the complex conjugation of ω. We will
find yg(x) explicitly in the next section. Then one can also check that

{gα modKX(A−1
X )} is a C-basis of H0(AX ,KX).
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For each ρ ∈ I, we define a (unique) power series T ρ(t) ∈ C[[t]] by the formula

(14)
∑
ρ∈I

T ρ(t) · gρ +KX(Λ(t)) = e
∑

α∈I tαuα − 1

for some (not unique) Λ(t) ∈ A−1
X [[t]]. Note that (14) uniquely determines T ρ(t).

In the case of elliptic curves of X and XU , Theorem 3.2 says that
(15)(

CXU
a (2) CXU

b (2)

CXU
a (yH(x)) CXU

b (yH(x))

)
= M

(
CX

a (2) CX
b (2)

CX
a (yg(x)) CX

b (yg(x))

)
= M

(
ε iε
ε −iε

)
,

where Mρ
β =

(
∂

∂tβ
T ρ(t)

) ∣∣∣
t=1
s=0

.

Remark 3.3. We remark that CX
γ (v · es+tyH(x)), for v ∈ A, γ = a, b, is a formal

family of periods on the parameters s and t. This formal family is a solution of a
system of partial differential equations with respect to ∂

∂s and ∂
∂t . This leads to the

solution of the linear order differential equations, called the Picard–Fuchs equations
(put s = 0), by elimination method. We refer to [5, Theorem 3.23] for details.

4. Choice of a basis and complex conjugation

For our application of the deformation theory to inverse values of the modular
j-function, we need to choose an appropriate C-basis {gα : α ∈ I} = {gα1

, gα2
} in

(14). The goal here is to find a polynomial gα2
= y · g(x) ∈ C[y, x0, x1, x2] such

that
∫
a
ω = CX

a (gα2
), where ω is the complex conjugation of ω.

Let η : X → P be a given closed embedding. Let us consider the following exact
sequence of complexes of sheaves on P:

(16) 0 → Ω•
P → Ω•

P(logX)
res→ η∗Ω

•−1
X → 0,

where Ωp
Y is a sheaf of holomorphic p-forms on Y and Ωp

P(logX) is a sheaf of
meromorphic p-forms ω on P such that ω and dω are regular on P \X and have
at most a pole of order one along X. See [7, page 444] for more details. The main
result of [2] is to give an explicit formula of the coboundary δ map in the Poincaré
residue sequence induced from (16),

(17) δ : H1(X,Ω1
X) → H2(P,Ω2

P).

We recall [2, theorem 3] in the case of elliptic curves.

Theorem 4.1. Let a and b be nonnegative integers such that a+b = 1. For homoge-
neous polynomials A(x), B(x) ∈ A = A0

X such that deg(A) = 3a and deg(B) = 3b,

(18) δ
(
resX(

A(x)Ωx

G(x)a+1
) · resX(

B(x)Ωx

G(x)b+1
)
)
= cab

A(x)B(x)Ωx

∂G
∂x0

∂G
∂x1

∂G
∂x2

,

where · is the cup product of the singular cocycles and

cab = 3
(−1)

a(a+1)
2 +

b(b+1)
2 +1+b2

a!b!
.

Note the right-hand side of (18) is viewed as a Cech cocycle on the covering of
P:

Uj = {x ∈ P :
∂G(x)

∂xj
�= 0}, j = 0, 1, 2.
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We define

D = D(x) = det
(∂2G(x)

∂xi∂xj

)
, i, j = 0, 1, 2.

Then D ∈ C[x] is a homogeneous polynomial of degree 3. For any C ∈ C, we have
the following formula:

(19)

∫
P

[
CDΩx

∂G
∂x0

∂G
∂x1

∂G
∂x2

] =
(2πi)2

2
Res0

{ CD

∂G
∂x0

∂G
∂x1

∂G
∂x2

}
= −24π2 · C.

where Res0 is the Grothendieck residue given in [7, page 449]. We refer to [7,
page 452], for the proof of (19): apply the remark [7, (12.10)] to the case d0 = 2,
m = 2, and Fi =

∂G
∂xi

in their notation.

Recall that J(ykh(x)) := (−1)kk! h(x)
G(x)k+1Ωx and J induces an isomorphism

H0(AX ,KX)
J→ H2

dR(P \X),

and resX ◦J gives an isomorphism H0(AX ,KX) � H. We know that resX(J(1))
is a basis of the holomorphic component H1,0. We like to find a homogeneous
polynomial g(x) ∈ C[x] of degree 3 such that

resX(J(yg(x))) = resX(− g(x)

G(x)2
Ωx) ∈ H

0,1

represents the cohomology class of the complex conjugation resX(J(2)) of
resX(J(2)).

The relationship between the long exact sequence of hypercohomology in (17)
and the Gysin long sequence is known as follows (see [7, Proposition (11.4)]):

· · · �� Hk−2(Ω•
X)

δ �� Hk(Ω•
P) �� Hk(Ω•

P(logX))
res �� Hk−1(Ω•

X) �� · · ·

· · · �� Hk−2(X,C)

��

2πi·η! �� Hk(P,C) ��

��

Hk(P−X,C) ��

��

Hk−1(X,C)

��

�� · · ·

where vertical maps are isomorphisms and all the diagrams commute. Recall that
the lower shriek of η, η!, can be constructed as the composition of three maps:

(20) H2(X,C)
�→ H0(X,C)

η∗→ H0(P,C)
�→ H4(P,C),

where the first and third maps are isomorphisms given by the Poincare duality.
Thus η! =

1
2πiδ, where δ was defined in (17), satisfies that

(21)

∫
X

μ =

∫
P

η!(μ) =
1

2πi

∫
P

δ(μ),

for μ ∈ H2(X,C). Note that η! is an isomorphism since X is an odd-dimensional
hypersurface (in particular, X is an elliptic curve).

The formulaes (18) and (19) imply that∫
X

resX(
2Ωx

G(x)1
) · resX(

CDΩx

G(x)2
) =

1

2πi

∫
P

δ
(
resX(

2Ωx

G(x)1
) · resX(

CDΩx

G(x)2
)
)

=
1

2πi

∫
P

c01[
2CDΩx

∂G
∂x0

∂G
∂x1

∂G
∂x2

] = −48πi · C,
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since c01 = −3. Thus we get

C =
1

−48πi

∫
X

resX(
2Ωx

G(x)1
) · resX(

CDΩx

G(x)2
).

Therefore, for g(x) := CD :=
(

1
−48πi

∫
X
ω∧ω̄

)
·det

(∂2G(x)
∂xi∂xj

)
, the anti-holomorphic

1-form

(22) resX(J(yg(x))) = resX(− g(x)

G(x)2
Ωx) ∈ H

0,1

represents the cohomology class of the complex conjugation resX(J(2)) of resX(J(2))
∈ H1,0. The following lemma is well known (a nice exercise).

Lemma 4.2. Let ω = resX( 2Ωx

G(x) ). For any Z-basis a, b of H1(X,Z) such that∫
b
ω/

∫
a
ω is in the upper half-plane, we have

(23)

∫
X

ω ∧ ω̄ =

∫
b

ω ·
∫
a

ω −
∫
a

ω ·
∫
b

ω.

Note that i
2ω ∧ ω̄ is the Kahler 2-form on the elliptic curve X.

5. Computation of the inverse value of the j-function

We summarise all the previous results to give an algorithmic strategy to com-
pute the inverse value of the modular j-invariant, i.e., to solve j(τ ) = N for a
given nonzero N ∈ C. Let X = EG(C), where EG is an elliptic curve defined
by G(x) = x2x

2
1 − 4x3

0 + x2
2x0. Choose a positive quadratic number B such that

N = 1728 1
1−27B2 . Define

H(x) = Bx3
0, g(x) :=

−1

3π
εε · (12x0x

2
1 − 12x2

0x2 − x3
2),

where ε =
∫
a
ω is given in (3).

Theorem 5.1. If we define two variable power series T (s, t) and S(s, t) by using
the equation

S(s, t) + T (s, t) · yg(x) +KX(Λ(s, t)) = es+t·yH(x) − 1 in A0
X [[s, t]],

then an inverse value τ , which is determined unique up to SL2(Z)-action, satisfying
j(τ ) = N is given by2

τ =
St(0, 1)iε− iTt(0, 1)ε

Ss(0, 1)ε+ Ts(0, 1)ε
(up to SL2(Z)-action)

or its inverse, depending on which belongs to the upper half-plane.

Proof. The j-invariant of EG is 1728 and the period matrix of X is
(
ε iε

)
. In

order to solve j(τ ) = N �= 0, we observe that the Weierstrass equation

U(x) = x2x
2
1 − 4x3

0 + x2
2x0 +Bx3

2 = 0, B ∈ C,

has j-invariant 1728 1
1−27B2 and choose a quadratic number B such that N =

1728 1
1−27B2 . Then the previous discussion (see (15)) implies that

(24)

(
τ1 τ ′1
τ2 τ ′2

)
:=

(
CXU

aB
(2) CXU

bB
(2)

CXU
aB

(yH(x)) CXU

bB
(yH(x))

)
= M·

(
ε iε
ε iε

)
·
(
ρ1 ρ2
ρ3 ρ4

)
,

2We use the notation Ss(s, t) =
∂
∂s

S(s, t), Ts(s, t) =
∂
∂s

T (s, t), etc.



3304 KWANG HYUN KIM, YESULE KIM, AND JEEHOON PARK

where ( ρ1 ρ2
ρ3 ρ4 ) ∈ SL2(Z) is given in (5) and M is the 2×2 matrix whose (β, ρ)-entry

is given by

Mρ
β =

(
∂

∂tβ
T ρ(t)

) ∣∣∣
t=1
s=0

,

and the 2-variable power series S(s, t) = Tα1(t) and T (s, t) = Tα2(t) (where I =
{α1, α2}, s = tα1 , t = tα2) are uniquely determined by (14):

S(s, t) + T (s, t) · yg(x) +KX(Λ(s, t)) = es+t·yH(x) − 1,

for some Λ(t, s) ∈ A−1
X [[t]]. Note that

g(x) =
( 1

−48πi

∫
X

ω ∧ ω̄
)
· det

(∂2G(x)

∂xi∂xj

)

=
1

−24π
εε · det

(∂2G(x)

∂xi∂xj

)
=

−1

3π
εε · (12x0x

2
1 − 12x2

0x2 − x3
2),

by Lemma 4.2 and our formula of g(x) above (22), which guarantees the correctness
of our choice of g(x). Also note that KX = QX + Δ and the cochain complex
(AX , ·, QX) becomes a commutative differential graded algebra. Then this fact
is utilised to compute the power series S(s, t) and T (s, t) by using the Gröbner
basis algorithm: we refer to the [5, section 4.13] for details. Finally, τ such that

j(τ ) = N �= 0 is given by
τ ′
1

τ1
(or τ1

τ ′
1
), depending on which belongs to the upper

half-plane. �

Remark 5.2. In fact, the computation of periods of any elliptic curve E in terms
of the AGM (arithmetic-geometric mean) of roots of the Weierstrass equation of
E was given in [3]. Thus their work gives another way of solving the equation
j(τ ) = N directly in terms of the AGM. On the other hand, our Lie homotopical
method based on [4] is a computation of the explicit relationship between periods
of two elliptic curves.
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