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Abstract. The distribution of the determinant $(U^TU)$, where $U$ is a $P \times N$ matrix $(P \leq N)$ composed of $P \times N$ i. i. d. random variables with symmetrical distribution is investigated. In particular, explicit formulas for the first two moments are obtained, as well as the higher moments for standard normal distribution of the elements of $U$. These formulas extend the previously known results for $P = N$.

The first two moments of the Adjoint$(U^TU)$ matrix are also evaluated and applied in bounding certain random variables associated with the orthogonal basis w. r. t. the columns of $U$.

This latter result, which motivated this work, was used to analyze the error correction capability of a class of neural networks.

I. Introduction. Consider the matrix with random entries $U = \{u_{ij}\}^{N,P}_{i=1,j=1}$ where $P \leq N$, and suppose that the random variables (r. v.) $u_{ij}$ are independent and identically distributed with symmetrical distribution around zero. Later on we shall assume the existence of moments of $u_{ij}$'s of order as high as necessary, and denote the $k$th moment by $m_k$ (where $m_2 = 1$ throughout this work).

We are interested in finding the moments of the determinant$(U^TU)$, i.e.,

$$h_k(N,P) = E(\text{determinant}(U^TU)^k)$$

and in finding moments of the r. v.'s, $u_{ij}u_{ik}$ Adjoint$(U^TU)_{jk}$, which enable bounding probabilities related to random variables that include $(U^TU)^{-1}$ (when $U^TU$ is invertible). Of particular interest is the case of the $u_{ij}$'s being $+1$ or $-1$ with equal probability, and the random variables:

$$X_i = (e_i^TU\Lambda(U^TU)^{-1}\Lambda U^T e_i)_{\|U^TU\| \neq 0}, \quad i = 1, \ldots, N,$$

where $e_i$ is the $i$th unit vector in $\mathbb{R}^N$, and $\Lambda = \{\lambda_{ij}\}^P_P_{i,j=1}$ is a diagonal matrix with nonnegative elements.

In particular, we will show that for every fixed $1 \leq i \leq N$, and $\varepsilon > 0$ arbitrarily small:

$$\lim_{P,N \to \infty} \text{Probability} \left\{ X_i \notin [(1 - \varepsilon)\frac{P}{N}\lambda_\infty, (1 + \varepsilon)\frac{P}{N}\lambda_\infty] \right\} = 0$$
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provided that
\[
\lim_{N \to \infty} \left( \frac{P}{N} \right) = 0, \quad \lambda_\infty \triangleq \lim_{P \to \infty} \frac{1}{P} \left( \sum_{j=1}^{P} \lambda_{jj}^2 \right) > 0, \quad \lim_{P \to \infty} \left[ \frac{1}{P} \left( \sum_{j=1}^{P} \lambda_{jj}^4 \right) \right] < \infty.
\]

Equation (1.3) is important for the analysis of a class of neural networks (cf., [1]), and it motivated this work.

Previous works addressed the case of \( N = P \) for which \( h_1(P, P) \) is known (first remarked in [2]), as well as \( h_2(P, P) \) (cf., [3], [4], [5], where this formula is derived). Only for \( u_{ij} \)'s which have the standard normal distribution, there is a known closed form expression for \( h_k(P, P) \) for every \( k \) (cf. [4], [5], [6], [7], where this formula is derived).

Following Prekopa's approach in [5], we shall extend these expressions to \( N > P \), i.e., for any distribution
\[
h_1(N, P) = \frac{N!}{(N - P)!}, \quad (1.4a)
\]
\[
h_2(N, P) = \frac{N!}{(N - P)!} \sum_{j=0}^{P} \left( \begin{array}{c} P \\ j \end{array} \right) (m_4 - 3)^j (N + 2 - j)! \left( \frac{N + 2}{N + 2 - P} \right)!, \quad (1.4b)
\]
and, for standard normal distribution, also
\[
h_k^{(*)}(N, P) = \frac{N!}{(N - P)!} \frac{(N + 2)!}{(N + 2 - P)!} \cdots \frac{(N + 2k - 2)!}{(N + 2k - 2 - P)!} \quad (1.4c)
\]
even if \( m_{2j} = \frac{(2j)!}{j!2^j} \), \( j = 1, \ldots, k - 1 \) (i.e., coincide with the moments of the standard normal distribution), but \( m_{2k} \neq \frac{(2k)!}{k!2^k} \), still we have
\[
h_k(N, P) = \sum_{j=0}^{P} \left( \begin{array}{c} P \\ j \end{array} \right) \left( m_{2k} - \frac{(2k)!}{k!2^k} \right)^j \frac{N!}{(N - j)!} h_k^{(*)}(N - j, P - j). \quad (1.4d)
\]

The proofs of these four formulas are a fairly easy extension of the proofs in [5] for the case \( N = P \). For (1.4a) we present alternative proof, from which we can deduce also that
\[
g_1(N, P) = \frac{(N + P - 1)!}{(N - 1)!} \quad (1.5a)
\]
where \( g_k(N, P) = E(\text{permanent}(U^T U)^k) \). Note that \( g_k(P, P) \neq E(\text{permanent}(U)^{2k}) \) which was investigated in [5]. As a matter of fact, the analog to (1.4b)–(1.4d) for \( g_k(N, P) \) appears to be an open problem.

To prove (1.3), we evaluated the first two moments of \( u_{ij} u_{ik} \text{Adjoint}(U^T U)_{jk} \) (for \( m_4 = 1 \)), and obtained
\[
E[u_{ij} u_{ik} \text{Adjoint}(U^T U)_{jk}] = \begin{cases} 
  h_1(N, P - 1) & \text{for } j = k, \\
  -\frac{1}{N} h_1(N, P - 1) & \text{for } j \neq k,
\end{cases} \quad (1.6a)
\]
Thus, there are seven different types of second moments associated with the r.v.'s $u_{ij}u_{jk}$ $\text{Adj}(U^TU)_{jk}$ which will be denoted in the sequel by $f_a(N,P)$, $f_b(N,P)$, ..., $f_g(N,P)$ according to their order in (1.6b).

Similar equations can be derived for $m_4 \neq 1$, and for

$$E[u_{ij}u_{ik}u_{lm} \text{Adj}(U^TU)_{jk} \text{Adjoint}(U^TU)_{lm}]$$

with $i \neq t$, using the same techniques.

We conjecture that (1.3) holds for any value of $m_4 \geq 1$, but have not checked it as the derivations are quite cumbersome.

Equation (1.3) follows also from

$$\liminf_{N \to \infty} \lambda_{\min} \left( \frac{1}{N} U^TU \right) \geq 1 \quad \text{a.s.}$$

which can easily be proved for $\lim_{N \to \infty} \left( \frac{P^2}{N} \ln P \right) = 0$, but is an open problem for a general rate of convergence of $\frac{P}{N}$ to zero, (cf., [11]).

II. Reformulation and solution of the determinant moments problem. From the definition of $U$ and $h_k(N,P)$,

$$h_k(N,P) = \sum_{l^1,l^2,\ldots,l^k} \sum_{\pi^1,\ldots,\pi^k} \pm E \left[ \prod_{j=1}^{P} \prod_{t=1}^{k} u_{l^t(j)}u_{l^t(\pi^t(j))} \right]$$

where $l^1,\ldots,l^k$ are $P$-dimensional vectors whose components belong to $\{1,\ldots,N\}$, $\pi^1,\ldots,\pi^k$ are permutations of $\{1,\ldots,P\}$, and the $\pm$ sign is the product of the signs associated with $\pi^1,\ldots,\pi^k$. Since we assumed that the r.v.'s $u_{ij}$ are symmetrically distributed w.r.t. zero, their odd moments are zero. Furthermore, the independence assumption allows for interchanging the order of expectation and multiplication over $j$, so we can reformulate the problem as follows.

Consider all $2k \times P$ tables whose entries are in $\{1,\ldots,N\}$ such that each even row is a permutation of the preceding odd row. The number of all such tables is $(NP^P)^k$, ...
and we call a table a regular one if every number has an even multiplicity in every column. We assign a weight to each column and define the weight of a regular table as the product of the weights of the columns, multiplied by the product of the signs induced by the \( k \) permutations between odd and even rows.\(^2\) The weight of a column is defined as \( m_1^{i_1} m_2^{i_2} \cdots m_{2k}^{i_{2k}} \), where \( m_2 = 1, 2j_1 + 4j_2 + \cdots + 2kj_k = 2k \), and \( j_n \) is the number of different numbers with multiplicity \( 2n \) in that column.

The sum of weights overall regular tables is \( h_k(N, P) \), and \( g_k(N, P) \) can be similarly defined by considering all the permutations as having positive sign.

We start with a proof of (1.4a) and (1.5a). It is easy to verify that \( h_1(N, 1) = g_1(N, 1) = N \), and it is enough to show that for fixed \( N \), and \( P = 1, 2, \ldots, N \),

\[
 h_1(N, P + 1) = (N - P)h_1(N, P), \quad g_1(N, P + 1) = (N + P)g_1(N, P)
\]

since (2.2) with the initial conditions on \( h_1(N, 1) \) (respectively \( g_1(N, 1) \)) uniquely determines \( h_1(N, P) \) (respectively \( g_1(N, P) \)), and (1.4a) ((1.5a) respectively) satisfies these equations.

The proof of the recursions (2.2) is based on expanding the determinant (the permanent) w. r. t. the first row and the first column, taking the expectation w. r. t. the \( u_{ij} \)'s, and rearranging the resultant expression as a determinant (permanent) of a smaller matrix. This method is extensively used in the next section for the moments of \( \text{Adjoint}(U^T U)_{jk} u_{ij} u_{ik} \).

Alternative proofs of (1.4a), (1.4b), and (1.5a) are given in [12]. The following lemma is the main tool for the proof of (1.4b)–(1.4d).

**Lemma 1.** To count \( h_k(N, P) \) it is enough to consider regular tables in which each of the \( l^t \) vectors \((1 \leq t \leq k)\) contains \( P \) different numbers out of \( \{1, \ldots, N\} \).

**Note.** Once Lemma 1 is proved (1.4a) is also immediate as there are \( \frac{N!}{(N-P)!} \) choices of \( l^1 \) with \( P \) different numbers, and for each of them only the identity permutation creates a regular table.

**Proof.** If \( l^t(i) = l^t(j) \) with \( i \neq j \), then for every \( \pi^t \) which results in a regular table, there exists \( \tilde{\pi}^t \) obtained by \( \tilde{\pi}^t(m) = \pi^t(m) \), whenever \( m \neq i, j \), but \( \tilde{\pi}^t(i) = \pi^t(j) \) and \( \tilde{\pi}^t(j) = \pi^t(i) \), which also results in a regular table. These two regular tables have the same columns, so their unsigned weights are equal. However, since \( \tilde{\pi}^t \) has the opposite sign of \( \pi^t \), the sum of the weights of the two tables is zero. Therefore, only when each of the \( l^t \) contain \( P \) different numbers there might be a nonzero contribution to \( h_k(N, P) \).

In view of Lemma 1, the reformulation of the evaluation of \( h_k(N, P) \) coincides for \( N = P \) to the one given in [4], [5], and by slightly extending the arguments of [5], we can prove (1.4b)–(1.4d). However, note that \( g_k(N, P) \) does not admit such a behavior, and presents a much more complicated problem, with which we shall not deal here.

Since (1.4b) is a special case of (1.4d) (substituting \( k = 2 \)), we continue with the proof of (1.4d).

\(^2\)We regard different sets of \( k \) permutations as different tables, even if they result in the same \( 2k \times P \) numbers. This typically happens when the \( l^t \) vectors do not contain \( P \) different values. However, for \( h_k(N, P) \) see Lemma 1 in the sequel.
In order to prove (1.4d) from (1.4c), consider \( h_k(N, P) \) (for fixed \( k \)), as a polynomial in \( m_4, m_6, \ldots, m_{2k} \), i.e., \( h_k(N, P) = f_{N, P}(m_4, \ldots, m_{2k}) \), where \( f_{N, P}(\cdot) \) is a polynomial of degree \( P \) in \( m_{2k} \) and thus, w.l.o.g., of the structure

\[
f_{N, P}(m_4, \ldots, m_{2k}) = \sum_{j=0}^{P} \frac{1}{j!} \left( m_{2k} - \frac{(2k)!}{k!2^k} \right)^j a_{N, P, j}(m_4, \ldots, m_{2k-2}). \tag{2.3}
\]

Now (1.4d) holds, provided that

\[
a_{N, P, j+1}(m_4, \ldots, m_{2k-2}) = N P a_{N-1, P-1, j}(m_4, \ldots, m_{2k-2}) \quad (N - 1) \geq (P - 1) \geq j \geq 0 \tag{2.4}
\]

since \( m_{2j} = (2j)!/(j!2^j) \) for \( j < k \), so that for \( m_{2k} = (2k)!/(k!2^k) \)

\[
f_{N, P} \left( \frac{4!}{2!2^2}, \ldots, \frac{(2k)!}{k!2^k} \right) = a_{N, P, 0} \left( \frac{4!}{2!2^2}, \ldots, \frac{(2k - 2)!}{(k - 1)!2^{k-1}} \right) = h_k^{(*)}(N, P) \tag{2.5}
\]

and (2.3)–(2.5) yield (1.4d). In view of (2.3), (2.4) is equivalent to the following lemma.

**Lemma 2.** For fixed \( m_4, \ldots, m_{2k-2} \) and \( k \), the polynomials \( f_{N, P}(m_{2k}) \) satisfy the recursions:

\[
\frac{\partial f_{N, P}}{\partial m_{2k}} = N P f_{N-1, P-1}, \quad N \geq P \geq 1, \quad \text{where} \quad f_{N, 0} = a_{N, 0, 0} \triangleq 1.
\]

**Note.** For \( N = P \) this lemma is Theorem 3 of [5].

**Proof.** The desired recursion is an immediate consequence of

\[
f_{N, P}(m_4, \ldots, m_{2k}) = \sum_{j=0}^{P} \binom{P}{j} \frac{N!}{(N - j)!} m_{2k}^j f_{N-j, P-j}(m_4, \ldots, m_{2k-2}, 0). \tag{2.6}
\]

To prove (2.6), consider a regular table with \( P \geq j \geq 0 \) columns in which there is a number with multiplicity \( 2k \). Due to Lemma 1, the \( l^t \) vectors contain different numbers, so there are \( \frac{N!}{(N - j)!} \) possible assignments of numbers to these \( j \) columns, and \( \binom{P}{j} \) choices of locations of these columns in the table. As in \( l^t \) there are different numbers, all the \( \pi^t \) permutations must be identity permutations on these \( j \) columns. To summarize, there are exactly \( \frac{N!}{(N - j)!} \binom{P}{j} \) regular tables with \( j \) such columns for every regular table of dimension \( 2k \times (P - j) \) and numbers \( \{1, \ldots, N - j\} \) with \( m_{2k} = 0 \) (i.e., no column contains only a single number). The weight of the original regular table is \( m_{2k}^j \) times the weight of the reduced \( (2k \times (P - j) \)-dimensional) table, and (2.6) follows.

Formula (1.4c) can be rewritten as

\[
h_k^{(*)}(N, P) = \prod_{i=(N-P+1)}^{N} i(i + 2) \cdots (i + 2k - 2) \tag{2.7}
\]

which follows from

**Lemma 3.** If \( \{u_{ij}\}_{i,j=1}^{N,P} \) have standard normal distribution then the random variable \( \det(U^TU) \) can be written as the product of \( P \) independent \( \chi^2 \)-variables \( \alpha_1, \alpha_2, \ldots, \alpha_P \), where \( \alpha_k \) has \( (N - k + 1) \) degrees of freedom.

**Proof.** We omit the proof, as it is exactly as in Theorem 2 of [5].
To conclude this section, we mention that similar to [4], the exponential generating function of \( h_2(N, P) \) can be defined as

\[
H(t, \omega) = \sum_{N=0}^{\infty} \sum_{P=0}^{N} h_2(N, P) \frac{t^N}{N!} \frac{(N - P)!}{(N!)} \omega^{(N-P)}
\]

(2.8)

and straightforward calculation leads to (where \( h_2(N, 0) \equiv 1 \) for \( N \geq 0 \))

\[
H(t, \omega) = (1 - t)^{-2}(1 - t - \omega)^{-1} \exp t(m_4 - 3).
\]

(2.9)

Note that \( \lim_{\omega \to 0} H(t, \omega) \) coincides with the generating function defined in [4] for \( N = P \).

III. Moments associated with the adjoint matrix and the orthogonal basis. This section is divided into two parts. At first we will prove equation (1.6) (at least for \( m_4 = 1 \)), and then use it together with (1.4) to prove (1.3).

Half of the proof of (1.6a) is immediate, since if \( j = k \), \( \text{Adjoint}(U^T U)_{jj} \) is just the determinant of \( U^T \hat{U} \), where \( \hat{U} \) is obtained from \( U \) by omitting the \( j \)th column. The i.i.d. assumption leads to the R.H.S. of (1.6a) for this case. The symmetry in the problem assures that \( E[u_{ij}u_{ik}\text{Adjoint}(U^T U)_{jk}] \) for \( j \neq k \) is independent of the specific choice of \( j \neq k \) and \( i \). Furthermore (determinant expansion w.r.t. the \( j \)th column),

\[
\det(U^T U) = \sum_{k=1}^{P} \sum_{i=1}^{N} u_{ij}u_{ik}\text{Adjoint}(U^T U)_{jk} + \sum_{i=1}^{N} u_{ij}^2\text{Adjoint}(U^T U)_{jj}
\]

(3.1)

which leads to

\[
E[u_{ij}u_{ik}\text{Adjoint}(U^T U)_{jk}] = \frac{1}{N(P-1)}\{h_1(N, P) - Nh_1(N, P-1)\},
\]

and (2.2) provides the second half of (1.6a).

To prove (1.6b), note first that indeed there are exactly seven different types of second moment depending only on whether \( j, k, l, m \) are equal or not (with symmetry w.r.t. interchanging \( j \) and \( k \), \( l \) and \( m \), or \( (j, k) \) with \( (l, m) \)).

The first type (denoted by \( f_a(N, P) \)) is

\[
f_a(N, P) = E[u_{ij}^4\text{Adjoint}(U^T U)_{jj}^2] = m_4h_2(N, P-1)
\]

(3.2)

by the same argument we used above to prove the first half of (1.6a).

For \( f_b(N, P) \) assume w.l.o.g. that \( j = k = l = 1 \) and \( m = 2 \), and use the expansion of \( \text{Adjoint}(U^T U)_{12} \) w.r.t. the first column together with the symmetry and independence of the \( u_{ii} \)'s to obtain

\[
f_b(N, P) = E[u_{i1}^3u_{i2}\text{Adjoint}(U^T U)_{11}\text{Adjoint}(U^T U)_{12}]
\]

\[
- m_4 \sum_{m=2}^{P} E[\text{det}(\hat{U}^T \hat{U})u_{i2}u_{im}\text{Adjoint}(\hat{U}^T \hat{U})_{m2}]
\]

(3.3)

where \( \hat{U} \) is obtained by omitting the first column of \( U \). Summing (3.3) over \( N \geq i \geq 1 \), and using the expansion of \( \text{det}(\hat{U}^T \hat{U}) \) w.r.t. its first column leads to

\[
f_b(N, P) = -\frac{m_4}{N}h_2(N, P - 1).
\]

(3.4)
As the derivations of $f_c(N, P) - f_g(N, P)$ for arbitrary value of $m_4$ are quite cumbersome, we concentrate on the interesting case of $m_4 = 1$ (i.e., $u_2^2 = 1$ with probability one). Furthermore, to shorten the notations we use $| \cdot |$ for determinant, $\text{Ad}(\cdot)$ for the adjoint matrix, and w.l.o.g. choose $j, k, l, m$ to be from $\{1, 2, 3, 4\}$ only.

Now, by expanding $\text{Ad}(U^T U)_{12}$ w.r.t. the first column, together with symmetry and independence assumptions on the $u_{il}$'s, we obtain

$$f_c(N, P) = E[\text{Ad}(U^T U)_{12}^2]$$

$$= \sum_{m=2}^{P} \sum_{l=2}^{P} E[(U^T U)_{lm} \text{Ad}(\hat{U}^T \hat{U})_{m2} \text{Ad}(\hat{U}^T \hat{U})_{l2}]$$

$$= E[|\hat{U}^T \hat{U}| \text{Ad}(\hat{U}^T \hat{U})_{22}]$$

where as usual $\hat{U}$ is obtained from $U$ by omitting the first column, and the indices on $\text{Ad}(\hat{U}^T \hat{U})$ are always in terms of the original rows and columns of $U^T U$.

Expanding $|U^T U|$ w.r.t. its first row gives

$$f_c(N, P) = \sum_{i=1}^{N} \sum_{m=2}^{P} E[\text{Ad}((U^T U)_{m1} \text{Ad}(U^T U)_{l2} u_{i2} u_{im}]$$

$$= N[f_a(N, P - 1) + (P - 2)f_b(N, P - 1)]$$

out of which the R.H.S. of (1.6b) follows.

For $f_d(N, P)$ we shall expand $\text{Ad}(U^T U)_{22}$ w.r.t. its first row and column to obtain

$$f_d(N, P) = E[\text{Ad}(U^T U)_{11} \text{Ad}(U^T U)_{22}]$$

$$= -\sum_{m=3}^{P} \sum_{l=3}^{P} E[|U^T U||(U^T U)_{ml} \text{Ad}(\hat{U}^T \hat{U})_{lm}] + NE[|\hat{U}^T \hat{U}||\hat{U}^T \hat{U}|]$$

$$= -(P - 2) + N)E[|U^T U||\hat{U}^T \hat{U}|] = (N - (P - 2))f_c(N, P).$$

To compute $f_e(N, P)$ we expand both $\text{Ad}(U^T U)_{13}$ and $\text{Ad}(U^T U)_{12}$ w.r.t. their first row, and take the expectation over the $u_{il}$'s to get

$$f_e(N, P) = E[\text{Ad}(U^T U)_{12} \text{Ad}(U^T U)_{13} u_{i2} u_{i3}]$$

$$= \sum_{m=2}^{P} \sum_{l=2}^{P} E[(U^T U)_{ml} \text{Ad}(\hat{U}^T \hat{U})_{m2} \text{Ad}(\hat{U}^T \hat{U})_{l3} u_{i2} u_{i3}]$$

$$= E[|\hat{U}^T \hat{U}| \text{Ad}(\hat{U}^T \hat{U})_{23} u_{i2} u_{i3}].$$

Due to symmetry we can replace the number 3 in the R.H.S. of (3.9) by any $m, P \geq m > 2$, and (3.9) still holds. Thus, by summing over $m = 3, \ldots, P$ and $i = 1, \ldots, N$, and in view of (3.5) we get

$$N(P - 2)f_c(N, P) + Nf_e(N, P) = E[|\hat{U}^T \hat{U}| \sum_{m=2}^{P} \text{Ad}(\hat{U}^T \hat{U})_{2m}(U^T U)_{m2}]$$

$$= h_2(N, P - 1),$$
from which the fifth formula in (1.6b) follows.

For \( f_f(N, P) \) we use the expansion of \( |U^TU| \) w. r. t. the second row (and (3.5)) to get

\[
f_c(N, P + 1) = E[|U^TU| \text{Ad}(U^TU)_{11}]
+ NE[\text{Ad}(U^TU)_{21} \text{Ad}(U^TU)_{11} u_{i_1} u_{i_2}] + NE[\text{Ad}(U^TU)_{11}^2]
+ N \sum_{m=3}^{P} E[\text{Ad}(U^TU)_{11} \text{Ad}(U^TU)_{2m} u_{im} u_{i_2}]
= N f_b(N, P) + f_a(N, P) + (P - 2)f_f(N, P)
\]

out of which the sixth formula in (1.6b) follows.

The expression for \( f_g(N, P) \) is a direct consequence of the following set of three equations:

\[
(N - 1)\alpha(N, P) + 2\{f_a(N, P - 1) + 2(P - 2)f_b(N, P - 1)
+ (P - 2)f_c(N, P - 1) + (P - 2)(P - 3)f_e(N, P - 1)\} = \frac{2}{N} h_2(N, \ P - 1), \quad (3.12a)
\]

\[
\alpha(N, P) = 2\{f_a(N, P - 1) + 2(P - 2)f_b(N, P - 1)
+ (P - 2)\alpha(N, P - 1) + (P - 2)(P - 3)\beta(N, P - 1)\}, \quad (3.12b)
\]

\[
(N - 1)\beta(N, P) + 2\{2f_b(N, P - 1) + f_c(N, P - 1) + f_d(N, P - 1) + 3(P - 3)f_e(N, P - 1)
+ 2(P - 3)f_f(N, P - 1) + (P - 3)(P - 4)f_g(N, P - 1)\} = \frac{1}{N} h_2(N, \ P - 1), \quad (3.12c)
\]

where

\[
\alpha(N, P) \triangleq E[\text{Ad}(U^TU)_{12} u_{i_1} u_{i_2} u_{i_1} u_{i_2}]
\]

and

\[
\beta(N, P) \triangleq E[\text{Ad}(U^TU)_{12} \text{Ad}(U^TU)_{13} u_{i_1} u_{i_2} u_{i_1} u_{i_3}],
\]

with \( i \neq t \).

Equation (3.12b) follows from \( \alpha(N, P) \)'s definition by expanding \( \text{Ad}(U^TU)_{12} \) w. r. t. its first column and taking the expectation over the \( u_{i_1} \)'s. This expansion gives

\[
(N - 1)\alpha(N, P) = 2 \sum_{m=2}^{P} \sum_{l=2}^{P} \sum_{t=1}^{N} E[\text{Ad}(\hat{U}^T\hat{U})_{m2} \text{Ad}(\hat{U}^T\hat{U})_{l2} u_{i_2} u_{i_l} u_{i_2} u_{i_m}]
\]

and therefore also

\[
(N - 1)\alpha(N, P) + 2 \sum_{m=2}^{P} \sum_{l=2}^{P} E[\text{Ad}(\hat{U}^T\hat{U})_{l2} \text{Ad}(\hat{U}^T\hat{U})_{m2} u_{i_l} u_{i_m}] = \frac{2}{N} E[|\hat{U}^T\hat{U}|^2]
\]

\[
= \frac{2}{N} h_2(N, P - 1)
\]

which yields (3.12a).
From the definition of $\beta(N, P)$, by expanding $\text{Ad}(U^T U)_{12}$ w. r. t. the first row, and summing over $t = 1, \ldots, N$, one obtains

$$(N - 1)\beta(N, P) + 2 \sum_{m=2}^{P} \sum_{l=2}^{P} E[\text{Ad}(\tilde{U}^T \tilde{U})_{m2} \text{Ad}(\tilde{U}^T \tilde{U})_{l3} u_{i2} u_{i3} u_{im} u_{il}] = \frac{1}{N} E[|\tilde{U}^T \tilde{U}|^2]$$

which yields (3.12c).

Now that we proved (1.6), we shall prove (1.3). For that purpose, define

$$\mu_1 \triangleq \frac{1}{P} \sum_{j=1}^{P} \lambda_{jj}, \quad \mu_k \triangleq \frac{1}{P} \sum_{j=1}^{P} (\lambda_{jj} - \mu_1)^k,$$

for $k = 2, 3, 4$, $Y \triangleq |U^T U|$, and for every fixed $i$:

$$Z_i \triangleq \sum_{m=1}^{P} \sum_{l=1}^{P} u_{il} u_{im} \text{Ad}(U^T U)_{lm} \lambda_{il} \lambda_{mm}.$$  (3.16)

The Chebyshev bound on $Y$ and $Z_i$ (cf. [9]) gives

$$P_1(\varepsilon_1) \triangleq \text{Probability}(|Y - E(Y)| > \varepsilon_1 E(Y)) \leq \frac{\text{Var}(Y)}{\varepsilon_1^2 E(Y)^2},$$  (3.17a)

$$P_2(\varepsilon_2) \triangleq \text{Probability}(|Z_i - E(Z_i)| > \varepsilon_2 E(Z_i)) \leq \frac{\text{Var}(Z_i)}{\varepsilon_2^2 E(Z_i)^2},$$  (3.17b)

and since $E(Y) > 0$, for every $\varepsilon_1 < 1$:

$$\text{Probability} \left( X_i \notin \left[ \left( \frac{1 - \varepsilon_2}{1 + \varepsilon_1} \right) \frac{E(Z_i)}{E(Y)}, \left( \frac{1 + \varepsilon_2}{1 - \varepsilon_1} \right) \frac{E(Z_i)}{E(Y)} \right] \right) \leq P_1(\varepsilon_1) + P_2(\varepsilon_2) \leq \frac{\text{Var}(Y)}{\varepsilon_1^2 E(Y)^2} + \frac{\text{Var}(Z_i)}{\varepsilon_2^2 E(Z_i)^2}.$$  (3.18)

From (3.16), (1.6a), and (1.4a) we have

$$\frac{E(Z_i)}{E(Y)} = \frac{P}{N} \left\{ \mu_1^2 + \frac{N + 1}{N + 1 - P} \mu_2 \right\} = \frac{P}{N} \lambda_N \left( 1 + \frac{\mu_2/\lambda_N}{(N + 1)/P - 1} \right)$$

where $\lambda_N \triangleq \mu_1^2 + \mu_2$.

Since $\lim_{N \to \infty} \lambda_N \triangleq \lambda_\infty > 0$, $0 \leq \mu_2/\lambda_N \leq 1$, and $\lim_{N \to \infty} (P/N) = 0$, for every $\varepsilon > 0$, fixed, there exist $1 > \varepsilon_1, \varepsilon_2 > 0$ fixed, such that for every $N$ large enough

$$\lambda_N \left( \frac{1 + \varepsilon_2}{1 - \varepsilon_1} \right) \left( 1 + \frac{1}{(N + 1)/P - 1} \right) \leq \lambda_\infty (1 + \varepsilon); \quad \lambda_N \left( \frac{1 - \varepsilon_2}{1 + \varepsilon_1} \right) \geq \lambda_\infty (1 - \varepsilon),$$

i.e., $\forall \varepsilon > 0$, $\exists \varepsilon_1, \varepsilon_2 > 0$, $\forall N \geq N_0(\varepsilon, \varepsilon_1, \varepsilon_2)$:

$$\text{Probability} \left( X_i \notin \left[ (1 - \varepsilon) \frac{P}{N} \lambda_\infty, (1 + \varepsilon) \frac{P}{N} \lambda_\infty \right] \right) \leq \frac{1}{\varepsilon_1^2 E(Y)^2} + \frac{1}{\varepsilon_2^2 E(Z_i)^2}.$$  (3.21)

Therefore (1.3) is a direct consequence of

$$\lim_{N \to \infty} \frac{E(Y^2)}{E(Y)^2} = 1,$$  (3.22a)

$$\lim_{N \to \infty} \frac{E(Z_i^2)}{E(Y)^2} = \left( \frac{P}{N} \lambda_N \right)^2 = 1.$$  (3.22b)
However, from (1.4a) and (1.4b),

\[
1 \leq \frac{E(Y^2)}{E(Y)^2} = \frac{1}{(N - P + 2)(N - P + 1)} \sum_{j=0}^{P} (-2)^j \binom{P}{j} \frac{(N + 2 - j)!}{N!} \leq \frac{4P(P - 1)}{(N - P + 2)(N - P + 1)} \left( 1 + \frac{2}{N - P + 2} \right)^{P-2} + 1.
\] (3.23)

So, for \( N \to \infty \), while \( P/N \to 0 \), the R. H. S. of (3.23) approaches one, and (3.22a) is guaranteed.

From (3.16) we obtain

\[
E(Z_i) = \mu_1^4 + \mu_1^2\mu_2 + \mu_1\mu_3 + \mu_4 + \mu_2^2 \] (3.24)

where

\[
\psi_1 \triangleq P(P - 1)(P - 2)(P - 3)f_g + P(P - 1)(P - 2)(4f_e + 2f_f) + P(P - 1)(2f_c + f_d) + 4P(P - 1)f_a,
\] (3.25a)

\[
\psi_2 \triangleq -6P(P - 2)(P - 3)f_g + P(P - 6)(P - 2)(4f_e + 2f_f) + 2P(P - 3)(2f_c + f_d) + 12P(P - 2)f_b + 6Pf_a,
\] (3.25b)

\[
\psi_3 \triangleq 8P(P - 3)f_g - 2P(P - 4)(4f_e + 2f_f) + 4P(2f_c + f_d) + 4P(P - 4)f_b + 4Pf_a,
\] (3.25c)

\[
\psi_4 \triangleq -6Pf_g + 2P(4f_e + 2f_f) + P(2f_c + f_d) + 4Pf_b + Pf_a,
\] (3.25d)

\[
\psi_5 \triangleq 3P^2f_g - 2P(4f_e + 2f_f) + P^2(2f_c + f_d).
\] (3.25e)

Since \( \lim_{P \to \infty} |\mu_k| < \infty \) for \( k = 1, 2, 3, 4 \), and \( (\lambda_N)^2 = \mu_1^4 + 2\mu_1^2\mu_2 + \mu_2^2 \) is bounded away from zero, Eq. (3.22b) holds, provided that

\[
1 = \begin{cases} 
1 & i = 1, 5, \\
2 & i = 2, \\
0 & i = 3, 4. 
\end{cases}
\] (3.26)

Furthermore, in view of (3.25) and (1.6b), Eq. (3.26) follows from

\[
\lim_{N \to \infty} \frac{N^2\psi_1}{P^2h_1(N, P)} = \lim_{N \to \infty} \frac{\psi_1}{P^2h_2(N, P - 1)} = \lim_{N \to \infty} \frac{N-P}{(N-1)^2} = 1
\] (3.27)

and only the rightmost equality should be proven, since (3.22a) and (1.4) guarantee the rest. Evaluating \( \psi_1 \) we obtain

\[
\psi_1 = \frac{P}{N} h_2(N, P) + \frac{1}{2N} \{(N - P)^2h_2(N, P) - h_2(N, P + 1)\}.
\] (3.28)

Thus, for \( N \geq 2P \),

\[
1 \leq \frac{(N - P)^2\psi_1}{(N - 1)^2} = 1 - \left( \frac{P - 1}{P} \right) \frac{2N + P(P - 2)}{(N - P + 1)(N - P + 2)} + \sum_{j=2}^{P} (-2)^j \binom{P}{j} \frac{(N + 1 - j)!}{(N - 1)!} \frac{[(N - 2P)j + P(P + 2)]}{P^2(N - P + 1)(N - P + 2)}
\]

\[
\leq 1 + \frac{4P}{(N - P + 1)} \left( 1 + \frac{2}{N - P + 1} \right)^P.
\] (3.29)
and since \( \lim_{N \to \infty} (P/N) = 0 \), (3.29) guarantees (3.27), and the proof of (1.3) is completed.

To conclude, we interpret (1.3) for \( \Lambda = I \). The columns of \( U \) represent \( P \) vectors on the unit-hypercube in \( \mathbb{R}^N \), which are arbitrarily chosen by \( N \times P \) honest coin flips. With high probability these vectors are linearly independent\(^3\), i.e., \( |U^TU| \neq 0 \) (cf. \[10\] or Eqs. (3.17a) and (3.22a)), and then let \( \{v_1, \ldots, v_P\} \) be the orthogonal basis w.r.t. \( \{u_1, \ldots, u_p\} = U \), i.e., \( (v_i, u_j) = \{\begin{array}{ll} 1 & i=j \\ 0 & i \neq j \end{array} \} \). Therefore,

\[
X_i = \sum_{j=1}^{P} u_{ij}v_{ij} \quad (3.30)
\]

Indeed \( \sum_{i=1}^{P} X_i = \sum_{j=1}^{P} (v_j, u_j) = P \), so that \( E(X_i) = P/N \), but (1.3) also guarantees that with high probability \( X_i \sim P/N \).
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\(^3\)Since equations (3.17a) and (3.22a) hold for any value of \( m_4 \), we have shown basically that \( \lim_{N \to \infty} \text{Probability}(|U^TU| = 0) = 0 \) for any value of \( m_4 \), provided that \( \lim_{N \to \infty} (P/N) = 0 \).