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Abstract. In this paper we study the hyperbolic thermoelastic system, which is obtained when, instead of Fourier’s law for the heat flux relation, we follow the linearized model proposed by Gurtin and Pipkin concerning the memory theory of heat conduction. In this case the thermoelastic model is fully hyperbolic. We show that the linear system is well posed and that the solution decays exponentially to zero as time goes to infinity.

1. Introduction. In this work we study the asymptotic behaviour as time goes to infinity of solutions of the thermoelastic hyperbolic system. In the classical linear theory of thermoelasticity, Fourier’s law is used to describe the heat conduction in the body. This theory has two principal shortcomings. First, it is unable to account for memory effect which may prevail in some materials, particularly at low temperatures. Secondly, the corresponding parabolic part of the system predicts an unrealistic result, that a thermal disturbance at one point of the body is instantly felt everywhere in the body. These observations lead one to believe that for materials with memory, Fourier’s law is not a good model and we have to look for another more general constitutive assumption relating the heat flux to the material thermal history.

The model we study here is related to the following linearized constitutive equations:

\[ \sigma(x, t) = a_2 \varepsilon(x, t) - \int_0^\infty g(s) \varepsilon(x, t-s) \, ds - c_\alpha \theta(x, t), \]

\[ q(x, t) = -K_0 \theta_x(x, t) - \int_0^\infty k(s) \theta_x(x, t-s) \, ds, \]

\[ e(x, t) = c_u \theta(x, t) + \alpha u_x(x, t), \]
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where $\sigma$ is the axial stress, $\varepsilon = u_x$ is the deformation, $q$ is the heat flux, $e$ is the internal energy, and $\theta$ is the temperature difference from the reference value. The memory kernels $g$ and $k$ are assumed to be regular functions decaying to zero as time goes to infinity. So, the corresponding motion and balance energy equations are given by

$$
\rho_0 u_{tt} - \text{div } \sigma = 0,
$$
$$
e_t + \text{div } q = 0,
$$
and assuming $\rho_0 = c_u = c = 1$, we obtain the following system:

$$
u_{tt} - au_{xx} + \int_{-\infty}^{t} g(t - \tau)u_{xx}(\cdot, \tau) d\tau + \alpha \theta_x = 0,
$$
$$
\theta_t + K_0 \theta_{xx} - \int_{-\infty}^{t} k(t - \tau)\theta_{xx}(\cdot, \tau) d\tau + \alpha u_{xt} = 0.
$$

When $K_0 = 0$ and $k > 0$ the heat flux relation was proposed by Gurtin and Pipkin [6]. In this case the heat conduction is independent of the present values of the temperature gradient. When $K_0 > 0$ and $k > 0$ the heat flux relation was proposed by Coleman and Gurtin [1]: in this model the heat conduction depends on the present values of the temperature gradient. Note that when $k(t) = 0$ and $K_0 > 0$ the heat flux relation reduces to Fourier’s law.

Let us describe briefly some related results. Concerning the viscoelastic system (without temperature) we have the work of Dafermos [2]. He proved that the solution of the viscoelastic system goes to zero as time goes to infinity without giving explicit rates of decay. Lagnese in [7] considered the linear viscoelastic plate equation obtaining uniform rates of decay for the solution but introducing additional damping terms acting on the boundary. Uniform rates of decay for isotropic viscoelastic materials which occupy the whole $\mathbb{R}^3$ were obtained by Dassios [3], provided the relaxation kernel is an exponential function. Dassios’s work was improved in [12, 14] for bounded and unbounded viscoelastic materials with relaxation function which may decay exponentially or polynomially. For bounded materials the rate of decay of the solution is the same as the rate of decay of the relaxation function, while for materials that occupy the whole space, the rate of decay is like $(1 + t)^{-q}$, where $q$ depends on the rate of decay of the relaxation function and the dimension of the space. Concerning the thermoviscoelastic model ($k = 0$) we have the work of Liu and Zheng [8] who proved the exponential stability of the semigroup associated to the system. For the $n$-dimensional case, see Rivera [10]. Finally, when $k(t) > 0$ and $K_0 > 0$, Giorgi and Naso [5] proved also the exponential decay of the solution. Here we will study the following model:

$$
u_{tt} - au_{xx} + \alpha \theta_x = 0 \quad \text{in } (0, L) \times \mathbb{R}^+,
$$
$$
\theta_t - k * \theta_{xx} + \alpha u_{xt} = 0 \quad \text{in } (0, L) \times \mathbb{R}^+,
$$

\begin{align*}
u(x, 0) &= u_0(x), & u_t(x, 0) &= u_1(x), & \theta(x, 0) &= \theta_0(x),
\end{align*}

with the following boundary condition:

$$
u(0, t) = u(L, t) = k * \theta(0, t) = k * \theta(L, t) = 0 \quad \forall t > 0.$$
Note that the above boundary condition implies the Dirichlet boundary condition for \( \theta \) provided \( \theta \in H^1(0, L) \). For simplicity we consider that the initial past history is fixed and is equal to zero,

\[ \theta(x, t) = 0, \quad \forall t < 0^-. \]

By * we are denoting the convolution product, that is, \( k*g(\cdot, t) = \int_0^t k(t-\tau)g(\cdot, \tau)\,d\tau \). The system (1.1)–(1.2) is obtained when we consider the memory effect only due to the temperature following Gurtin-Pipkin’s model [6]. In this case the model is fully hyperbolic which, in particular, implies the finite speed of propagation of the thermal disturbances and is physically more realistic. From the mathematical point of view, this system is also more interesting than the usual thermoelastic model following Fourier’s law, and more interesting than the thermoviscoelastic model of memory type. This is because the dissipation produced by Gurtin-Pipkin’s model is weaker than the dissipation in classical thermoelasticity and also weaker than the dissipation produced by thermoviscoelastic materials, which has a damping term due to the stress memory and another because of the temperature. So, in our model, we remove the dissipation given by the stress memory and we only consider the dissipation due to the memory of the heat flux. So, we may ask under such conditions, whether the dissipation produced by the memory of the heat flux is strong enough to produce exponential decay of the solution.

The main result of this paper is to show that the solution of system (1.1)–(1.2) decays exponentially as time goes to infinity provided the kernel \( k \) is positive definite and also decays exponentially to zero.

The main difficulty in showing the exponential decay is that the dissipation does not depend on the present values of the heat flux. The boundary condition also plays an important role. When we apply the multiplicative technique, the Dirichlet boundary conditions for both the displacement and the difference of temperature, introduce pointwise terms, which are not possible to estimate using standard Sobolev’s inequalities. Unfortunately, the method used to achieve uniform rates of decay in the aforementioned works is based on the estimates of the present values of the temperature gradient or second-order estimates of the stress memory. Thus, the methods that have been used for establishing uniform rates of decay to thermoelasticity and viscoelasticity, fail in the case of materials with thermal history and a new asymptotic technique has to be devised.

To overcome the above difficulties we use some boundary inequalities to the wave equation, together with some technical ideas involving positive definite kernels. We also introduce two new multipliers (see (4.9)–(4.10) below) which will help us to get the required estimate.

The remaining part of this paper is organized as follows. In section 2 we justify the hyperbolicity of the thermoelastic system. In section 3 we prove the existence and uniqueness of weak solutions and finally, in section 4 we prove that the solution has an exponential decay.

2. The thermoelastic hyperbolic system. In this section we will show that system (1.1)–(1.2) has a hyperbolic behaviour. To do so, we will assume that \( a \) and \( k(0) \) are positive constants. Let us differentiate equation (1.2) with respect to the time; therefore,
we have
\[ k(0)\theta_{xx} + k' \star \theta_{xx} = \theta_{tt} + \alpha u_{xxt}. \]
Using Volterra's resolvent kernel we can rewrite the above equation as
\[ \theta_{xx} = \frac{1}{k(0)} \{ \theta_{tt} + \alpha u_{xxt} \} + l \star \{ \theta_{tt} + \alpha u_{xxt} \}, \]
where \( k(0)l \) is the resolvent kernel of \( k/k(0) \) and is given by the solution of
\[ k(0)l(t) + k' \star l = -\frac{k'(t)}{k(0)} \]
and, performing an integration by parts, we get
\[ \theta_{xx} = \frac{1}{k(0)} \{ \theta_{tt} + \alpha u_{xxt} \} + l(0) \{ \theta_{t} + \alpha u_{xt} \}
- l(t) \{ \theta_{t}(-,0) + \alpha u_{xt}(-,0) \} + l' \star \{ \theta_{t} + \alpha u_{xt} \}. \]
Thereby we have that
\[ \theta_{tt} - k(0)\theta_{xx} + \alpha u_{xxt} = f, \]
where
\[ f = -l(0) \{ \theta_{t} + \alpha u_{xt} \} + l(t) \{ \theta_{t}(-,0) + \alpha u_{xt}(-,0) \} - l' \star \{ \theta_{t} + \alpha u_{xt} \}. \]
Differentiating equation (1.1) and denoting by \( v = u_t \) we get that the couple \((v, \theta)\) satisfies
\[ v_{tt} - \alpha v_{xx} + \alpha \theta_{xt} = 0, \]
\[ \theta_{tt} - k(0)\theta_{xx} + \alpha v_{xxt} = f. \]
Since \( f \) has only first-order derivatives in \( v \) and \( \theta \), we consider \( f \) as data. In fact, let us suppose we are given the values \( v, v_x, v_t, \theta, \theta_t, \theta_x \) on a curve \( \gamma \). Thus, for \( \gamma \) given parametrically by
\[ x = f(s), \quad t = g(s), \]
we prescribe in \( \gamma \) the Cauchy data,
\[ v = h_1(s), \quad v_x = \varphi_1(s), \quad v_t = \psi_1(s), \]
\[ \theta = h_2(s), \quad \theta_x = \varphi_2(s), \quad \theta_t = \psi_2(s). \]
Therefore, additionally to system (2.1)–(2.2), the second-order derivative of \( v \) and \( \theta \) satisfies:
\[ v_{xx} f' + v_{xt} g' = \varphi_1', \]
\[ v_{xt} f' + v_{tt} g' = \psi_1', \]
\[ \theta_{xx} f' + \theta_{xt} g' = \varphi_2', \]
\[ \theta_{xt} f' + \theta_{tt} g' = \psi_2'. \]
So, we can rewrite the above system in the following form:
\[ AU = F \]
where
\[
A = \begin{pmatrix}
1 & 0 & 0 & \alpha & -a & 0 \\
0 & 1 & \alpha & 0 & 0 & -k(0) \\
0 & 0 & g' & 0 & f' & 0 \\
0 & 0 & 0 & g' & 0 & f' \\
0 & g' & 0 & f' & 0 & 0 \\
0 & g' & 0 & f' & 0 & 0
\end{pmatrix}, \quad U = \begin{pmatrix}
v_{tt} \\
\theta_{tt} \\
v_{xt} \\
\psi_1' \\
v_{xx} \\
\psi_2'
\end{pmatrix}, \quad F = \begin{pmatrix}
f \\
f \\
f \\
\varphi_1' \\
\varphi_2'
\end{pmatrix}.
\]

After some calculations it is not difficult to see that
\[
\det(A) = -(f')^4 + (k(0) + a + a^2)(f'g')^2 - ak(0)(g')^4.
\]

Therefore, a characteristic curve will satisfy
\[
(dx)^4 - (k(0) + a + a^2)(dt dx)^2 + ak(0)(dt)^4 = 0,
\]
and since
\[
(k(0) + a + a^2)^2 - 4ak(0) = (k(0) - a)^2 + 2(k(0) + a)a^2 + a^4 > 0,
\]
for any $\alpha$, we conclude that system (1.1)–(1.2) is of hyperbolic type.

3. Existence and regularity. In this section we prove the existence and regularity of weak solutions of the hyperbolic thermoelastic equation with memory. Let us introduce the following space:
\[
W = \{w \in H^1(0, L); w(0) = w(L) = 0\}.
\]

To simplify our analysis let us define the binary operator
\[
k\Box v(t) = \int_0^t k(t - \tau) \int_0^L |v(x, t) - v(x, \tau)|^2 dx d\tau.
\]

Under this notation we have

**Lemma 3.1.** For any $v \in C([0, T]; H^1(0, L))$ and $\eta \in C^1(\mathbb{R}),$
\[
\int_0^L \int_0^t \eta(t - \tau)v(x, \tau) d\tau v_t(x, t) dx = -\frac{1}{2} \eta(t) \int_0^L |v|^2 dx + \frac{1}{2} \eta \Box v \\
- \frac{1}{2} \frac{d}{dt} \left\{ \eta \Box v - \left( \int_0^t \eta dt \right) \int_0^L |v|^2 dx \right\}.
\]

**Proof.** To show the above identity, it is enough to differentiate with respect to time the expression $\eta \Box v$.

The definition of weak solution we use in this work is given as follows.

**Definition 3.1.** We say that the pair $(u, \theta)$ is a weak solution of the system (1.1)–(1.2) if
\[
u \in C([0, T]; W) \cap C^1([0, T]; L^2(0, L)),
\]
\[
\theta \in C([0, T]; L^2(0, L)),
\]
\[
k \ast \theta \in L^2([0, T]; W),
\]
and satisfies the following identities:

$$\int_0^T \int_0^L u_{tt} \, dx \, dt + a \int_0^T \int_0^L u_x \Phi_x \, dx \, dt - \alpha \int_0^T \int_0^L \theta \Phi_x \, dx \, dt$$

$$= - \int_0^L u_0(x) \Phi_t(x, 0) \, dx + \int_0^L u_1(x) \Phi(x, 0) \, dx$$

$$- \int_0^T \int_0^L \theta \Phi_t \, dx \, dt + \int_0^T \int_0^L k * \theta_x \Phi_x \, dx \, dt - \alpha \int_0^T \int_0^L u_t \Phi_x \, dx \, dt$$

$$= \int_0^L \theta_0(x) \Phi(x, 0) \, dx$$

for any $\Phi \in C^2([0, T]; W)$ such that $\Phi(\cdot, T) = \Phi_t(\cdot, T) = 0$.

Let us introduce the energy functions

$$E(t; v, \phi) := \frac{1}{2} \int_0^L \left[ |v_t|^2 + a |v_x|^2 + |\phi|^2 \right] dx,$$

$$F(t; v, \phi) := \frac{1}{2} \int_0^L \left[ |v_{tt}|^2 + a |v_{xt}|^2 + |\phi_t|^2 + k(t) |\phi_x|^2 - k'(t) \phi_x \right] dx,$$

and let us denote by \{w_j \in W; j \in \mathbb{N}\} an orthonormal basis of $W$ such that $-w_{j, xx} = \lambda_j w_j$.

The following lemma will play an important role in the sequel.

**Lemma 3.2.** Let us suppose that $k \in L^1(\mathbb{R}^+)$ is a strongly positive definite kernel satisfying $k' \in L^1(\mathbb{R}^+)$; then we have

$$\int_0^t |k * y(\tau)|^2 \, d\tau \leq \beta_0 K \int_0^t k * y(\tau) y(\tau) \, d\tau$$

for any $y \in L^1_{loc}(\mathbb{R}^+)$ where $K = |k|^2 + 4|k'|^2$ and $\beta_0 > 0$ is such that the function $k(t) - \beta_0 e^{-t}$ is a positive definite kernel.

**Proof.** See [15].

In these conditions we are able to prove the following theorem.

**Theorem 3.1.** Let us suppose that the initial data satisfies $(u_0, u_1, \theta_0) \in W \times L^2 \times L^2$. Then there exists a unique weak solution for (1.1)–(1.2). Moreover, if we take the initial data

$$u_0 \in H^2(0, L) \cap W, \quad u_1 \in W, \quad \theta_0 \in W,$$

then the solution satisfies

$$u \in C([0, T]; H^2(0, L) \cap W) \cap C^1([0, T]; W) \cap C^2([0, T]; L^2(0, L)),$$

$$\theta \in C([0, T]; W) \cap C^1([0, T]; L^2(0, L)).$$

**Proof.** Our starting point is to construct the Galerkin approximation $u^m$ and $\theta^m$ of the solution. Let us denote by

$$u^m(\cdot, t) = \sum_{j=1}^m h_{j, m}(t) w_j(\cdot), \quad \theta^m(\cdot, t) = \sum_{j=1}^m g_{j, m}(t) w_j(\cdot),$$
where the functions $g_{j,m}$ and $h_{j,m}$ are given by the solution of the approximated system,

$$
\int_0^L u_{tt}^m w_j \, dx + a \int_0^L u_x^m w_{j,x} \, dx - \alpha \int_0^L \theta^m w_{j,x} \, dx = 0, \quad j = 1, \ldots, m, \tag{3.1}
$$

$$
\int_0^L \theta_t^m w_j \, dx + \int_0^L k * \theta_x^m w_{j,x} \, dx - \alpha \int_0^L u_t^m w_{j,x} \, dx = 0, \quad j = 1, \ldots, m, \tag{3.2}
$$

$$
u^m(\cdot, 0) = u_{0,m}, \quad u_t^m(\cdot, 0) = u_{1,m}, \quad \theta^m(\cdot, 0) = \theta_{0,m},$$

and

$$
u_{0,m} = \sum_{j=1}^m \left\{ \int_0^L u_0 w_j \, dx \right\} w_j, \quad u_{1,m} = \sum_{j=1}^m \left\{ \int_0^L u_1 w_j \, dx \right\} w_j,$$

$$
\theta_{0,m} = \sum_{j=1}^m \left\{ \int_0^L \theta_0 w_j \, dx \right\} w_j.
$$

The existence of the approximated solutions $u^m$ and $\theta^m$ is guaranteed by standard results on ordinary differential equations. Our next step is to show that the approximated solution remains bounded for any $m > 0$. To this end, let us multiply equation (3.1) by $h_{j,m}'$ and (3.2) by $g_{j,m}$. Summing the product result in $j$ we arrive at

$$
\frac{d}{dt} E(t; u^m, \theta^m) = -\int_0^L k * \theta_x^m \theta_x^m \, dx.
$$

Integrating from 0 to $t$ the above relation and using Lemma 3.2 it follows that

$$
E(t; u^m, \theta^m) + C_0 \int_0^t \int_0^L |k * \theta_x^m|^2 \, dx \, d\tau \leq E(0; u^m, \theta^m). \tag{3.3}
$$

From our choice of $u_{0,m}, u_{1,m},$ and $\theta_{0,m}$ it follows that

$$
(u_x^m, u_t^m, \theta^m) \text{ is bounded in } L^\infty(0, T; L^2(0, L)), \tag{3.4}
$$

$$
k * \theta_x^m \text{ is bounded in } L^2(0, T; L^2(0, L)). \tag{3.5}
$$

Let us denote $U^m = u^m - u^n$ and $\Theta^m = \theta^m - \theta^n$ with $m > n$. We may rewrite the sequences $u^n$ and $\theta^n$ as

$$
u^n(\cdot, t) = \sum_{j=1}^m h_{j,n}(t)w_j(\cdot), \quad \theta^n(\cdot, t) = \sum_{j=1}^m g_{j,n}(t)w_j(\cdot),$$

where

$$
h_{j,n}(t) = g_{j,n}(t) = 0, \quad n < j \leq m.
$$

Using similar arguments as above we can show the corresponding inequality (3.3) to $\{U^m, \Theta^m\}$. This implies that $\{u^m\}$ and $\{\theta^m\}$ are Cauchy sequences in $C^1(0, T; L^2(0, L)) \cap C(0, T; H^1(0, L))$ and $C(0, T; L^2(0, L))$, respectively. Multiplying equations (3.1) and (3.2) by $\varphi \in C^1([0, T])$ such that $\varphi(T) = \varphi_t(T) = 0$ and performing an integration over
[0, T] we have
\[
\int_0^T \int_0^L u^m w_j \varphi_{tt} \, dx \, dt + a \int_0^T \int_0^L u_x^m w_j \varphi \, dx \, dt - \alpha \int_0^T \int_0^L \theta^m w_j \varphi \, dx \, dt \\
= \int_0^L u_{1,m} w_j \varphi(0) \, dx + \int_0^L u_{0,m} \varphi_t(0) \, dx \\
- \int_0^T \int_0^L \theta^m w_j \varphi_t \, dx \, dt + \int_0^T \int_0^L k * \theta^m w_j \varphi \, dx \, dt - \alpha \int_0^T \int_0^L u_i^m w_j \varphi \, dx \, dt \\
= \int_0^L \theta_{0,m} w_j \varphi(0) \, dx.
\]

From (3.4), (3.5) and using the density of the set \( \{w_j \varphi_j \, ; \, j \in \mathbb{N}, \varphi_j \in C^1([0, T])\} \) in \( C^1([0, T]; W) \) we conclude that \( (u, \theta) \) is a weak solution of the system (1.1)–(1.2), where \( (u, \theta) \) are obtained by taking the limit when \( m \to \infty \). The uniqueness follows by standard methods for hyperbolic equations. To show the regularity let us differentiate equations (3.1) and (3.2) with respect to time to get
\[
\int_0^L u_{tt}^m w_j \, dx + a \int_0^L u_{x,t}^m w_j \, dx - \alpha \int_0^L \theta_t^m w_j \, dx = 0, \;
\tag{3.6}
\]
\[
\int_0^L \theta_{tt}^m w_j \, dx + k(0) \int_0^L \theta_x^m w_j \, dx + \int_0^L k' * \theta^m w_j \varphi \, dx + \alpha \int_0^L u_{x,t}^m w_j \, dx = 0. \;
\tag{3.7}
\]
Multiplying equation (3.6) by \( h_j^m \) and (3.7) by \( g_j^m \) and using similar arguments as above our conclusion follows.

4. **Uniform rate of decay.** In this section we show that the solution of the system (1.1)–(1.2) decays exponentially as time goes to infinity. The method we use here is based on the construction of a functional \( \mathcal{L}(t) \) equivalent to the first-order energy whose derivative is negative proportional to itself. Here we will assume that \( k \) and \( -k' \) are positive definite kernels satisfying
\[
k', k'' \in C^1(\mathbb{R}_+),
\tag{4.1}
\]
\[
\int_0^T k' * \varphi \varphi \, dt \leq -C \int_0^T k * \varphi \varphi \, dt. \;
\tag{4.2}
\]
The above inequality is satisfied for any function \( k \) that is the sum of exponential functions with varying rates of decay. Since the kernel \( k \) decays exponentially, we take \( \gamma > 0 \) small enough such that there exists \( \varepsilon > 0 \) satisfying
\[
\hat{k}(t) := e^{\gamma t} k(t) \leq C e^{-\varepsilon t}.
\]

Let us denote \( v(x, t) = u(x, t) e^{\gamma t} \) and \( \varphi(x, t) = \theta(x, t) e^{\gamma t} \). Then
\[
v_t = u_t e^{\gamma t} + \gamma u e^{\gamma t} = u_t e^{\gamma t} + \gamma v, \\
v_{tt} = u_{tt} e^{\gamma t} + \gamma u_t e^{\gamma t} + \gamma u e^{\gamma t} + \gamma^2 u e^{\gamma t} = u_{tt} e^{\gamma t} + 2 \gamma v_t - \gamma^2 v, \\
\varphi_t = \theta t e^{\gamma t} + \gamma \varphi, \\
\hat{k} * \varphi_{xx} = e^{\gamma t} (k * \theta_{xx}).
From the above identities it is easy to see that the pair \((v, \phi)\) satisfies

\[
v_{tt} - av_{xx} + \alpha \phi_x = R, \tag{4.3}
\]
\[
\phi_t - k \star \phi_{xx} + \alpha v_{xt} = S, \tag{4.4}
\]

where \(R\) and \(S\) are given by

\[
R := 2\gamma v_t - \gamma^2 v,
\]
\[
S := \gamma \phi + \alpha \gamma v_x,
\]

with \(v\) and \(\phi\) satisfying the same boundary conditions and initial values as in system (1.1)–(1.2). Let us introduce the energy function

\[
E(t; v, \phi) := \frac{1}{2} \int_0^L \left( |v_t|^2 + a |v_x|^2 + |\phi|^2 \right) dx.
\]

So, to show the exponential decay of the couple \((u, \theta)\) it is enough to show that \(E(T, v, \phi)\) is bounded. To this end, we start with the following Lemma.

**Lemma 4.1.** Let us suppose that the initial data satisfy

\[
u_0 \in H^2(0, L) \cap W, \quad u_1 \in W, \quad \theta_0 \in W.
\]

Then we have

\[
\frac{d}{dt} E(t; v, \phi) \leq - \int_0^L k \star \phi_x \phi_x dx + c\gamma \int_0^L (|v_t|^2 + |v_x|^2 + |\phi|^2) dx.
\]

**Proof.** Multiplying equation (4.3) by \(v_t\) and equation (4.4) by \(\phi\) and integrating from 0 to \(L\), we get

\[
\frac{d}{dt} E(t; v, \phi) = - \int_0^L k \star \phi_x \phi_x dx + \int_0^L (Rv_t + S\phi) dx. \tag{4.5}
\]

After applying Hölder’s inequality and Young’s inequality we have

\[
\left| \int_0^L Rv_t \, dx \right| \leq \frac{5\gamma}{2} \int_0^L |v_t|^2 \, dx + \frac{c\gamma^3}{2} \int_0^L |v_x|^2 \, dx,
\]
\[
\left| \int_0^L S\phi \, dx \right| \leq \frac{3\gamma}{2} \int_0^L |\phi|^2 \, dx + \frac{\alpha^2 \gamma}{2} \int_0^L |v_x|^2 \, dx.
\]

Thereby, our conclusion follows. \(\square\)

To get \(- \int_0^L |\phi|^2 \, dx\) and \(- \int_0^L |v_x|^2 \, dx\) we will use the following lemma (note that \(k(0) = k(0)\)).
Lemma 4.2. With the same hypotheses as Lemma 4.1 we have

\[-\frac{d}{dt} \int_0^L \hat{k} \ast \varphi \, dx \leq -\frac{\hat{k}(0)}{4} \int_0^L |\varphi|^2 \, dx + C \int_0^L |\hat{k} \ast \varphi|^2 \, dx + C \int_0^L |\hat{k}' \ast \varphi| \, dx \]

\[-\alpha \int_0^L v_t \hat{k} \ast \varphi \, dx - \int_0^L \mathcal{S}(\hat{k} \ast \varphi) \, dx, \quad (4.6)\]

\[\frac{d}{dt} \int_0^L \nu_t \, dx \leq -\frac{\alpha}{2} \int_0^L |\nu_t|^2 \, dx + \int_0^L |\nu_t|^2 \, dx + \frac{\alpha^2}{2a} \int_0^L |\varphi|^2 \, dx \]

\[+ \gamma c \int_0^L (|\nu_t|^2 + |\nu_x|^2) \, dx. \quad (4.7)\]

Proof. Multiplying equation (4.4) by $-\hat{k} \ast \varphi$ and integrating from 0 to L we have

\[\int_0^L (\varphi_t - \hat{k} \ast \varphi_{xx} + \alpha v_t)(-\hat{k} \ast \varphi) \, dx = -\int_0^L \mathcal{S}(\hat{k} \ast \varphi) \, dx. \quad (4.8)\]

Note that

\[-\int_0^L \varphi_t \hat{k} \ast \varphi \, dx = \frac{d}{dt} \int_0^L \varphi(-\hat{k} \ast \varphi) \, dx + \hat{k}(0) \int_0^L |\varphi|^2 \, dx + \int_0^L \hat{k}' \ast \varphi \varphi \, dx, \]

\[\int_0^L \hat{k} \ast \varphi_{xx} \hat{k} \ast \varphi \, dx = -\int_0^L \hat{k} \ast \varphi |^2 \, dx, \]

\[\alpha \int_0^L v_{xt}(-\hat{k} \ast \varphi) \, dx = \alpha \int_0^L v_t \hat{k} \ast \varphi \, dx. \]

On the other hand, from (4.3) we have

\[\frac{d}{dt} \int_0^L \nu_t \, dx = \int_0^L |\nu_t|^2 \, dx + \int_0^L \nu_v \, dx \]

\[= \int_0^L |\nu_t|^2 \, dx + \alpha \int_0^L \nu_{xx} \, dx - \alpha \int_0^L \nu_{v} \, dx + \int_0^L Rv \, dx \]

\[\leq \int_0^L |\nu_t|^2 \, dx - \frac{\alpha}{2} \int_0^L |\nu_x|^2 \, dx + \frac{\alpha^2}{2a} \int_0^L |\varphi|^2 \, dx \]

\[+ \gamma(1 + c_p) \int_0^L (|\nu_t|^2 + |\nu_x|^2) \, dx. \]

The proof is now complete. □

Let us introduce the multipliers $q$ and $w$ given by

\[-q_{xx} = v_t \quad \text{in} \ (0, L) \times \mathbb{R}^+, \quad (4.9)\]

\[q(0, t) = q(L, t) = 0 \quad \text{in} \ \mathbb{R}^+, \]

\[-w_{xx} = \varphi - \bar{\varphi} \quad \text{in} \ (0, L) \times \mathbb{R}^+, \quad (4.10)\]

\[w_x(0, t) = w_x(L, t) = 0 \quad \text{in} \ \mathbb{R}^+. \]
where $\varphi = \frac{1}{L} \int_0^L \varphi \, dx$. We easily get

$$\|q_x\|_{H^1}^2 \leq (c_p + 1) \int_0^L |v_t|^2 \, dx, \quad (4.11)$$

$$\int_0^L |w_x|^2 \, dx \leq c \int_0^L |\varphi|^2 \, dx. \quad (4.12)$$

In this condition we have

**LEMMA 4.3.** With the same hypotheses as Lemma 4.1 we have that for any $(v, \varphi)$ and any $\delta > 0$, there exist $C_\delta > 0$ such that

$$\int_0^T \|q_x(\cdot, \tau)\|_{H^2}^2 \, d\tau \leq \delta \int_0^T \int_0^L (|v_t|^2 + |\varphi|^2 + |v_x|^2) \, dx \, dt + C_\delta \int_0^T \int_0^L |\hat{k} \ast \varphi_x|^2 \, dx \, dt. \quad (4.13)$$

**Proof.** We reason by contradiction. Let us suppose that there exists a sequence $(v^\nu, \varphi^\nu)$ and $\delta_0 > 0$ such that

$$\int_0^T \|q_x^\nu(\cdot, \tau)\|_{H^2}^2 \, d\tau \geq \delta_0 \int_0^T \int_0^L (|v_t^\nu|^2 + |\varphi^\nu|^2 + |v_x^\nu|^2) \, dx \, dt + \nu \int_0^T \int_0^L |\hat{k} \ast \varphi_x^\nu|^2 \, dx \, dt,$

where

$$\int_0^T \|q_x^\nu(\cdot, \tau)\|_{H^2}^2 \, d\tau = 1. \quad (4.13)$$

It follows that

$$v_t^\nu, \varphi^\nu, v_x^\nu \text{ are bounded in } L^\infty(0, T; L^2(0, L)) \quad (4.14)$$

and also that

$$\hat{k} \ast \varphi_x^\nu \rightharpoonup 0 \text{ strong in } L^2(0, T; L^2(0, L)). \quad (4.15)$$

From (4.14) we have that there exist $(v_t, \varphi, v_x)$ such that

$$(v_t^\nu, \varphi^\nu, v_x^\nu) \rightharpoonup (v_t, \varphi, v_x) \text{ in } [L^2(0, T; L^2(0, L))]^3.$$

The above convergence together with (4.15) implies

$$\hat{k} \ast \varphi_x^\nu \rightarrow \hat{k} \ast \varphi_x = 0.$$

Since $k \ast \varphi$ satisfies Dirichlet boundary conditions, we have that $k \ast \varphi = 0$ and, using Volterra’s resolvent, we conclude that $\varphi = 0$. On the other hand, since $-q_x^\nu = v_t^\nu$ from (4.14) it follows that

$q_x^\nu, q_t^\nu$ is bounded in $L^2(0, T; H^1(0, L))$.

Applying Lions-Aubin’s Theorem (see [9], Theorem 5.1, p. 58) we conclude that

$$q_x^\nu \rightharpoonup q_x \text{ strong in } L^2(0, T; H^\frac{3}{2}(0, L)). \quad (4.16)$$

From (4.13) we have

$$\int_0^T \|q_x(\cdot, \tau)\|_{H^2}^2 \, d\tau = 1. \quad (4.17)$$

Using (4.4) and since $v$ satisfies Dirichlet’s boundary condition we have that

$$v_{xt} = \gamma v_x \Rightarrow v_x(x, t) = v_x(x, 0)e^{\gamma t} \Rightarrow v(x, t) = v(x, 0)e^{\gamma t}.$$
Using (4.3) we have that
\[-av_{xx} = 0.\]

Since \( v \) satisfies Dirichlet’s condition we conclude that \( v = 0 \). Therefore we have that
\[
(v''_t, \phi'', v''_x) \rightarrow 0 \quad \text{in} \quad L^2(0,T; L^2(0,L)^3).
\]

Finally, since \(-q''_{xx} = v''_t\) from (4.16) we conclude that \( q_x = 0 \). But this is contradictory with (4.17). The proof is now complete. \(\square\)

**Lemma 4.4.** With the same hypotheses as Lemma 4.1 we have that

\[
\begin{align*}
\frac{d}{dt} \int_0^L q_x \phi \, dx &\leq -\frac{\alpha}{2} \int_0^L |v_t|^2 \, dx + \frac{\alpha}{32} \int_0^L |v_x|^2 \, dx + \left(\frac{8\alpha}{a} + \alpha\right) \int_0^L |\phi|^2 \, dx \\
&\quad + \frac{\alpha L}{8k(0)} \left\{|\hat{k} \ast \phi_x(L,t)|^2 + |\hat{k} \ast \phi_x(0,t)|^2\right\} + \frac{8\omega^2 k(0)}{\alpha L} \|q_x(\cdot, t)\|^2_{H^{\frac{3}{4}}}
\end{align*}
\]

where \( \omega_1 \) is the embedding constant of \( H^{\frac{3}{4}}(0,L) \hookrightarrow L^\infty(0,L) \) and \( c_1 \) is a constant that does not depend on \( \gamma \).

**Proof.** Note that

\[
\frac{d}{dt} \int_0^L q_x \phi \, dx = \int_0^L q_x t \phi \, dx + \int_0^L q_x \phi_t \, dx
\]

Recalling the definitions of \( w, v \) and \( q \) we have

\[
I_1 = \int_0^L q_x t (\phi - \overline{\phi}) \, dx = -\int_0^L q_x t w_{xx} \, dx
\]

Using equation (4.3) we arrive at

\[
I_1 = -a \int_0^L v_{xx} w_x \, dx + \alpha \int_0^L \phi_x w_x \, dx - \int_0^L R w_x \, dx
\]

\[
= a \int_0^L v_x w_x \, dx - \alpha \int_0^L \phi w_{xx} \, dx - \int_0^L R w_x \, dx
\]

\[
= -a \int_0^L v_x (\phi - \overline{\phi}) \, dx + \alpha \int_0^L \phi (\phi - \overline{\phi}) \, dx - \int_0^L R w_x \, dx
\]

\[
= -a \int_0^L v_x \phi \, dx + \alpha \int_0^L |\phi|^2 \, dx - \alpha \left(\int_0^L \phi \, dx\right)^2 - \int_0^L R w_x \, dx.
\]
Since
\[ \int_0^L Rw_x \, dx = \int_0^L (2\gamma v_t - \gamma^2 v)w_x \, dx \] (4.19)
\[ \leq c\gamma \int_0^L (|v_t|^2 + |\varphi|^2 + |v_x|^2) \, dx, \]
\[ \left| \alpha \int_0^L v_x \varphi \, dx \right| \leq \frac{aa}{32} \int_0^L |v_x|^2 \, dx + \frac{8\alpha}{a} \int_0^L |\varphi|^2 \, dx. \] (4.20)

We conclude that
\[ I_1 \leq \frac{aa}{32} \int_0^L |v_x|^2 \, dx + \left( \frac{8\alpha}{a} + \alpha \right) \int_0^L |\varphi|^2 \, dx + c\gamma \int_0^L (|v_t|^2 + |\varphi|^2 + |v_x|^2) \, dx. \]

Now we consider the term \( I_2 \):
\[ I_2 = q_x \hat{k} * \varphi_x \bigg|_0^L - \int_0^L q_{xx} \hat{k} * \varphi_x \, dx \]
\[ \leq \|q_x(\cdot,t)\|_{L^\infty} \{ |\hat{k} * \varphi_x(L,t)| + |\hat{k} * \varphi_x(0,t)| \} + \int_0^L v_t \hat{k} * \varphi_x \, dx \]
\[ \leq \omega_1\|q_x(\cdot,t)\|_{H^\frac{3}{4}} \{ |\hat{k} * \varphi_x(L,t)| + |\hat{k} * \varphi_x(0,t)| \} + \int_0^L v_t \hat{k} * \varphi_x \, dx. \]

Applying Hölder's inequality and Young's inequality in the last expression we have
\[ I_2 \leq \frac{\omega_1^2 8\hat{k}(0)}{\alpha L} \|q_x(\cdot,t)\|_{H^\frac{3}{4}}^2 + \frac{\alpha L}{8\hat{k}(0)} \left\{ |\hat{k} * \varphi_x(L,t)|^2 + |\hat{k} * \varphi_x(0,t)|^2 \right\} \]
\[ + \frac{\alpha}{2} \int_0^L |v_t|^2 \, dx + \frac{1}{2\alpha} \int_0^L |\hat{k} * \varphi_x|^2 \, dx. \]

Recalling the definition of \( q \) we conclude that \( I_3 \) satisfies
\[ I_3 = -\alpha \int_0^L |v_t|^2 \, dx. \]

Finally, we have that
\[ I_4 = \int_0^L q_x (\gamma \varphi + \alpha \gamma v_x) \, dx \leq c\gamma \int_0^L (|v_t|^2 + |\varphi|^2 + |v_x|^2) \, dx. \]

Taking the summation of the functions \( I_i \) our conclusion follows. \, \square

One of the main difficulties in proving the exponential decay is to estimate the pointwise terms \( \hat{k} * \varphi_x(0,t) \) and \( \hat{k} * \varphi_x(L,t) \). We overcome this problem using the following lemma.
Lemma 4.5. With the same hypotheses as Lemma 4.1 we have that

\[
\frac{d}{dt} T_1(t) \leq \hat{k}(0) \int_0^L |\varphi|^2 \, dx - \frac{L}{4} \left\{ |\hat{k} \ast \varphi_x(L,t)|^2 + |\hat{k} \ast \varphi_x(0,t)|^2 \right\} + C \int_0^L |\hat{k} \ast \varphi_x|^2 \, dx + \frac{\hat{k}(0)}{2} \int_0^L |\varphi|^2 \, dx + \int_0^L |\varphi_x|^2 \, dx
\]

\[
+ \left( \frac{\hat{k}(0)}{2} + \hat{k}(0)^2 \right) \int_0^L |\varphi_x|^2 \, dx + \int_0^L \left( |\varphi|^2 + |\varphi_x|^2 + |\hat{k} \ast \varphi_x|^2 \right) \, dx,
\]

where \( T_1(t) = -\int_0^L \left( x - \frac{L}{2} \right) \{ \varphi \hat{k} \ast \varphi_x + \alpha v_k \hat{k} \ast \varphi_x + \hat{k}(0) v_x v_t \} \, dx \).

Proof. Multiplying (4.4) by \((x - \frac{L}{2}) \hat{k} \ast \varphi_x\) we get

\[
\int_0^L \varphi_t \left( x - \frac{L}{2} \right) \hat{k} \ast \varphi_x \, dx - \int_0^L \hat{k} \ast \varphi_x \left( x - \frac{L}{2} \right) \hat{k} \ast \varphi_x \, dx
\]

\[
\times \int_0^L v_x \left( x - \frac{L}{2} \right) \hat{k} \ast \varphi_x \, dx = \int_0^L S \left( x - \frac{L}{2} \right) \hat{k} \ast \varphi_x \, dx. \tag{4.21}
\]

Now we consider each term \( I_i \). We have

\[
I_5 = \frac{d}{dt} \int_0^L \varphi \left( x - \frac{L}{2} \right) \hat{k} \ast \varphi_x \, dx - \int_0^L \varphi \left( x - \frac{L}{2} \right) \hat{k}(0) \varphi_x \, dx - \int_0^L \varphi \left( x - \frac{L}{2} \right) \hat{k}' \ast \varphi_x \, dx
\]

\[
= \frac{d}{dt} \int_0^L \varphi \left( x - \frac{L}{2} \right) \hat{k} \ast \varphi_x \, dx - \frac{\hat{k}(0)}{2} \int_0^L \left( x - \frac{L}{2} \right) \frac{d}{dx} |\varphi|^2 \, dx
\]

\[
- \int_0^L \varphi \left( x - \frac{L}{2} \right) \hat{k}' \ast \varphi_x \, dx
\]

\[
= \frac{d}{dt} \int_0^L \varphi \left( x - \frac{L}{2} \right) \hat{k} \ast \varphi_x \, dx + \frac{\hat{k}(0)}{2} \int_0^L |\varphi|^2 \, dx - \int_0^L \varphi \left( x - \frac{L}{2} \right) \hat{k}' \ast \varphi_x \, dx,
\]

\[
I_6 = -\frac{1}{2} \int_0^L \left( x - \frac{L}{2} \right) \frac{d}{dx} |\hat{k} \ast \varphi_x|^2 \, dx
\]

\[
= -\frac{L}{4} \left\{ |\hat{k} \ast \varphi_x(L,t)|^2 + |\hat{k} \ast \varphi_x(0,t)|^2 \right\} + \frac{1}{2} \int_0^L |\hat{k} \ast \varphi_x|^2 \, dx,
\]

\[
I_7 = \alpha \frac{d}{dt} \int_0^L v_x \left( x - \frac{L}{2} \right) \hat{k} \ast \varphi_x \, dx - \alpha \int_0^L v_x \left( x - \frac{L}{2} \right) \hat{k}(0) \varphi_x \, dx
\]

\[
- \alpha \int_0^L v_x \left( x - \frac{L}{2} \right) \hat{k}' \ast \varphi_x \, dx.
\]
From (4.3) we have
\[
I_8 = \hat{k}(0) \int_0^L v_x \left( x - \frac{L}{2} \right) v_{tt} \, dx - \hat{k}(0) a \int_0^L v_x \left( x - \frac{L}{2} \right) v_{xx} \, dx
- \hat{k}(0) \int_0^L v_x \left( x - \frac{L}{2} \right) R \, dx
= \hat{k}(0) \frac{d}{dt} \int_0^L v_x \left( x - \frac{L}{2} \right) v_t \, dx - \frac{\hat{k}(0)}{2} \int_0^L \left( x - \frac{L}{2} \right) \frac{d}{dx} |v_t|^2 \, dx
- \frac{\hat{k}(0) a}{2} \int_0^L \left( x - \frac{L}{2} \right) \frac{d}{dx} |v_x|^2 \, dx - \hat{k}(0) \int_0^L v_x \left( x - \frac{L}{2} \right) R \, dx
= \hat{k}(0) \frac{d}{dt} \int_0^L v_x \left( x - \frac{L}{2} \right) v_t \, dx + \frac{\hat{k}(0)}{2} \int_0^L |v_t|^2 \, dx
- \frac{\hat{k}(0) a L}{4} \left( |v_x(L,t)|^2 + |v_x(0,t)|^2 \right)
+ \frac{\hat{k}(0) a L}{2} \int_0^L |v_x|^2 \, dx - \hat{k}(0) \int_0^L \left( x - \frac{L}{2} \right) R \, dx.
\]

On the other hand, we have
\[
\left| \alpha \int_0^L v_x \left( x - \frac{L}{2} \right) \hat{k}' \varphi_x \, dx \right| \leq \frac{\hat{k}(0) a}{2} \int_0^L |v_x|^2 \, dx + \frac{L^2 \delta_0}{8 \alpha k(0)} \int_0^L |\hat{k} \varphi_x|^2 \, dx,
\]
\[
\left| \int_0^L \varphi \left( x - \frac{L}{2} \right) \hat{k}' \varphi_x \, dx \right| \leq \frac{\hat{k}(0)}{2} \int_0^L |\varphi|^2 \, dx + C \int_0^L |\hat{k} \varphi_x|^2 \, dx.
\]

Using the above inequalities in (4.21) our conclusion follows. □

The exponential decay is summarized in the following theorem.

**Theorem 4.1.** Under the same hypotheses as Lemma 4.1, there exist positive constants $C_0$ and $\gamma$ such that

\[
E(t; u, \theta) \leq C_0 E(0; u, \theta) e^{-\gamma t}.
\]

**Proof.** Consider $\epsilon = \frac{\alpha}{4k(0)}$. Then $\epsilon k(0) < \frac{\alpha}{16}$. From Lemmas 4.4 and 4.5 we have

\[
\frac{d}{dt} \left\{ \int_0^L q_x \varphi \, dx + eT_1(t) \right\} \leq -\frac{3\alpha}{8} \int_0^L |v_t|^2 \, dx + \frac{\alpha a}{16} \int_0^L |v_x|^2 \, dx
+ \frac{8\omega^2 \hat{k}(0)}{\alpha L} \|q_x(\cdot, t)\|_{H^{\frac{3}{2}}}^2 + \left( \frac{8\alpha}{a} + \frac{1}{\alpha} + \epsilon \hat{k}(0) \right) \int_0^L |\varphi|^2 \, dx
+ C \int_0^L |\hat{k} \varphi_x|^2 \, dx
+ c\gamma \int_0^L \left( |v_t|^2 + |\varphi|^2 + |v_x|^2 + |\hat{k} \varphi_x|^2 \right) \, dx.
\]
where \( C = c(\alpha, L, \hat{k}(0), \delta_0) \). Let us introduce the functional

\[
E_1(t) = \int_0^L q_x \varphi \, dx + \epsilon T_1(t) + \frac{\alpha}{4} \int_0^L u v_t \, dx.
\]

From inequalities (4.22) and (4.7) we get

\[
\frac{d}{dt} E_1(t) \leq -\frac{\alpha}{8} \int_0^L |v_t|^2 \, dx - \frac{\alpha a}{16} \int_0^L |v_x|^2 \, dx + \mu_0 \int_0^L \varphi^2 \, dx \tag{4.23}
\]

\[
+ C \int_0^L \left| \hat{k} \varphi_x \right|^2 \, dx + \frac{8\omega^2 \hat{k}(0)}{a L} \|q_x(\cdot, t)\|^2_{H^3} + C\gamma \int_0^L \left( |v_t|^2 + |\varphi|^2 + |v_x|^2 + \left| \hat{k} \varphi_x \right|^2 \right) \, dx,
\]

where \( \mu_0 = \left\{ \frac{a}{2} \right\} + \epsilon \hat{k}(0) + \frac{\alpha a}{8a} \}. \) Note that

\[
\left| \alpha \int_0^L v_t \hat{k} \varphi_x \, dx \right| \leq \frac{\hat{k}(0)}{80\mu_0} \int_0^L |v_t|^2 \, dx + \frac{20\mu_0 \alpha}{\hat{k}(0)} \int_0^L \left| \hat{k} \varphi_x \right|^2 \, dx.
\]

Using the above estimate in (4.6) from Lemma 4.2 it follows that

\[
\frac{d}{dt} \int_0^L \hat{k} \varphi \, dx \leq -\frac{\hat{k}(0)}{4} \int_0^L |\varphi|^2 \, dx + \frac{\hat{k}(0)\alpha}{80\mu_0} \int_0^L |v_t|^2 \, dx
\]

\[
+ C \int_0^L \left| \hat{k} \varphi_x \right|^2 \, dx + c\gamma \int_0^L \left( |v_t|^2 + |\varphi|^2 + |v_x|^2 + \left| \hat{k} \varphi_x \right|^2 \right) \, dx. \tag{4.24}
\]

Let us write

\[
F(t) = E_1(t) - \frac{5\mu_0}{\hat{k}(0)} \int_0^L \hat{k} \varphi \, dx.
\]

From (4.23) and (4.24) we get

\[
\frac{d}{dt} F(t) \leq -k_0 \int_0^L \left( |\varphi|^2 + |v_t|^2 + |v_x|^2 \right) \, dx + C \int_0^L \left| \hat{k} \varphi_x \right|^2 \, dx
\]

\[
+ \frac{8\omega^2 \hat{k}(0)}{a L} \|q_x(\cdot, t)\|^2_{H^3} + \gamma c \int_0^L \left( |v_t|^2 + |\varphi|^2 + |v_x|^2 + \left| \hat{k} \varphi_x \right|^2 \right) \, dx, \tag{4.25}
\]

where \( k_0 = \min\{\frac{\omega}{4}, \frac{\alpha}{16}, \frac{\omega^2}{16}, \frac{a}{8a} \}. \) Finally, we consider the functional

\[
\mathcal{L}(t) = F(t) + NE(t; v, \varphi).
\]

From Lemma 4.1 and inequality (4.25) it follows that

\[
\frac{d}{dt} \mathcal{L}(t) \leq -k_0 \int_0^L \left( |\varphi|^2 + |v_x|^2 + |v_t|^2 \right) \, dx + \frac{8\omega^2 \hat{k}(0)}{a L} \|q_x(\cdot, t)\|^2_{H^3} - N \int_0^L \hat{k} \varphi \varphi_x \, dx + Nc\gamma \int_0^L \left( |v_t|^2 + |v_x|^2 + |\varphi|^2 \right) \, dx
\]

\[
+ c\gamma \int_0^L \left( |v_t|^2 + |v_x|^2 + |\varphi|^2 + \left| \hat{k} \varphi_x \right|^2 \right) \, dx.
\]
Integrating from 0 to \( T \) the above relation, using Lemma 3.2 and the inequality
\[
\int_0^T \int_0^L |k' \ast \varphi|^2 \, dx \, dt \leq -C \int_0^T \int_0^L k' \ast \varphi \varphi \, dx \, dt \leq c_0 \int_0^T \int_0^L k \ast \varphi \varphi \, dx \, dt,
\]
it follows that
\[
\mathcal{L}(T) - \mathcal{L}(0) \leq -k_0 \int_0^T \int_0^L (|\varphi|^2 + |v_x|^2 + |v_t|^2) \, dx \, d\tau
\]
\[
- \left( \frac{N}{K\beta_0} - C \right) \int_0^T \int_0^L |\hat{k} \ast \varphi_x|^2 \, dx \, d\tau
\]
\[
+ \frac{8\omega^2 \hat{k}(0)}{\alpha L} \int_0^T \|q_x(\cdot, \tau)\|_{H_{\frac{3}{4}}}^2 \, d\tau
\]
\[
+ Nc\gamma \int_0^T \int_0^L (|v_t|^2 + |v_x|^2 + |\varphi|^2) \, dx \, d\tau
\]
\[
+ c\gamma \int_0^T \int_0^L (|v_t|^2 + |v_x|^2 + |\varphi|^2 + |\hat{k} \ast \varphi_x|^2) \, dx \, d\tau.
\]

From Lemma 4.3 we have that
\[
\mathcal{L}(T) - \mathcal{L}(0) \leq -k_0 \int_0^T \int_0^L (|\varphi|^2 + |v_x|^2 + |v_t|^2) \, dx \, d\tau
\]
\[
- \left( \frac{N}{K\beta_0} - C - \frac{8\omega^2 \hat{k}(0)}{\alpha L} C_\delta \right) \int_0^T \int_0^L |\hat{k} \ast \varphi_x|^2 \, dx \, d\tau
\]
\[
+ \frac{8\omega^2 \hat{k}(0)}{\alpha L} \delta \int_0^T \int_0^L |v_t|^2 + |v_x|^2 + |\varphi|^2 \, dx \, d\tau
\]
\[
+ Nc\gamma \int_0^T \int_0^L |v_t|^2 + |v_x|^2 + |\varphi|^2 \, dx \, d\tau
\]
\[
+ c\gamma \int_0^T \int_0^L |v_t|^2 + |v_x|^2 + |\varphi|^2 + |\hat{k} \ast \varphi_x|^2 \, dx \, d\tau.
\]

Choose \( \delta > 0 \) such that \( \frac{8\omega^2 \hat{k}(0)}{\alpha L} \delta < \frac{k_0}{4} \). Taking \( N \) large enough and \( \gamma \) sufficiently small we conclude that
\[
\mathcal{L}(T) - \mathcal{L}(0) \leq -\frac{k_0}{2} \int_0^T \int_0^L |\varphi|^2 + |v_x|^2 + |v_t|^2 \, dx \, d\tau < 0,
\]
which implies
\[
\mathcal{L}(T) \leq \mathcal{L}(0).
\]

Repeating the above integration from 0 to \( nT \) with \( n \in \mathbb{N} \) we conclude that
\[
\mathcal{L}(nT) \leq \mathcal{L}(0).
\]

Observe that there exist positive constants \( c_0 \) and \( c_1 \) satisfying
\[
c_0 e^{-2\gamma t} E(t; u, \theta) \leq \mathcal{L}(t) \leq c_1 e^{-2\gamma t} E(t; u, \theta).
\]
Since any number $t > 0$ can be written $t = nT + r$ where $r < T$ and $E(t; u, \theta)$ is a decreasing function, then from (4.28) and (4.27) it follows that there exists a positive constant $C_0$ such that

$$E(t; u, \theta) \leq E(nT; u, \theta) \leq \frac{1}{c_0} e^{-2\gamma nT} L(nT) \leq C_0 e^{-2\gamma nT} E(0; u, \theta).$$

Since $t < 2nT$, we have

$$E(t; u, \theta) \leq C_0 e^{-\gamma t} E(0; u, \theta).$$

The proof is now complete. □
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