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Abstract. The theory of envelopes is applied to yield the exact geometric region of oscillation for a class of first order neutral differential equation with delays. As examples, we show that the convex region of oscillation yield oscillation criteria that are sharp.

1. Introduction. When delays appear in additional terms involving the derivative of the unknown function in a differential equation, we are then dealing with a neutral type differential equation. In recent years, such equations have been the subject of numerous investigations. Indeed, a search conducted on MathSciNet of the American Mathematical Society leads to over 400 recent publications related to the oscillation properties alone. Even if the order of the equations is restricted to 1, there are still over 70 publications in the single area of oscillation.

Yet for very simple linear neutral differential equations with constant coefficients, “explicit and characterizing” conditions for all solutions to oscillate are rare. Indeed, a search of the literature results in only several studies. In particular, in [1], the neutral differential equation

\[ x'(t) + \tilde{p}x'(t - \tau) + q_1x(t) + q_2x(t - \sigma) = 0, \quad \tilde{p}, q_1, q_2 \in \mathbb{R}, \quad \tau, \sigma > 0, \quad (1) \]

with two delays is studied. By means of the inverse functions of restrictions of the function \( f(x) = x(e^x + A) \) on various intervals [2], ‘algebraic’ necessary and sufficient conditions are found for all its solutions to oscillate. In [3], the neutral differential equation

\[ x'(t) + \tilde{p}x'(t - \tau) + \tilde{q}x(t) + \tilde{q}x(t - \tau) + q_3x(t + \sigma) = 0, \quad \tilde{p}, \tilde{q}, q_1, q_3 \in \mathbb{R}, \quad \tau, \sigma > 0, \quad (2) \]

with one delay and one advancement is studied. By means of the theory of envelopes, a complete set of ‘geometric’ necessary and sufficient conditions are found for all its
solutions to oscillate. Clearly, the equation
\[ x'(t) - px'(t - \tau) + qx(t - \sigma) = 0, \quad p, q \in R, \quad \tau, \sigma > 0, \]  
(3)
is a special case of (1) (but a special case of (2) only if \( \tau = \sigma \)), and hence the oscillation criterion for (1) is applicable to it. As we will see, however, the ‘geometric’ method of envelopes in [3] can be applied and give rise to convex ‘regions of oscillation’ in the \((p, q)\)-plane. The nice convexity property will then yield sharp and explicit oscillation criteria for (3), while conditions in [1] are ‘algebraic’ in nature, and it seems difficult to derive similar oscillation criteria from them.

Although the method of envelopes [4] has been employed by the authors in several studies, for the sake of completeness we briefly go through the essentials of the theory of envelopes which are needed in the sequel. Given a family of curves, a curve that is tangent at each of its points to some curve of the family is called the envelope of the given family. For a family of plane curves given by an equation of the form
\[ h(\lambda; u, v) = 0, \]
where \( u \) and \( v \) are the coordinates of the points in the plane and \( \lambda \) is a parameter, every point \((x, y)\) of its envelope satisfies the pair of equations
\[ h(\lambda; x, y) = 0; \quad h_\lambda(\lambda; x, y) = 0. \]
We remark that this pair of equations determine a discriminant curve of the family which may contain points other than those which belong to the envelope. However, when the family of plane curves do not have “singular points”, such points cannot exist. As we will see below, the families of plane curves in our paper contain nothing more than straight lines, and hence they do not have singular points.

Let \( \mu = \max\{\tau, \sigma\} \). We say that \( x = x(t) \) is a solution of (3) provided that there exists \( t_0 \) such that \( x \in C([t_0 - \mu, \infty), R) \), \( x(t) - px(t - \tau) \in C^1([t_0, \infty) \) and equation (3) holds for \( t \geq t_0 \). As is customary, a solution is called oscillatory if it has arbitrarily large zeros and non-oscillatory otherwise. It is well known that every solution of (3) oscillates if, and only if, the characteristic equation
\[ \lambda - p\lambda e^{-\tau \lambda} + qe^{-\sigma \lambda} = 0 \]  
(4)
has no real roots.

We remark that oscillation problems of delay differential equations such as (3) arise from the observation of swaying of ships due to delay in control mechanisms, from global stability of equilibrium states in population dynamics, global asymptotic behavior of models of hematopoiesis, etc. (see e.g. [6]). Therefore, our investigations in this paper will likely find applications in areas related to asymptotic behaviors of functional differential equations.

2. Exact region of oscillation. We will assume throughout the rest of our discussions that the numbers \( p, q, \tau, \sigma \) in (3) satisfy \( p, q \in R \) and \( \tau, \sigma > 0 \).

We will need the properties of the parametric function
\[ (x(\lambda), y(\lambda)) = \left( e^{\tau \lambda} \frac{1 + \sigma \lambda}{1 + (\sigma - \tau) \lambda}, e^{\sigma \lambda} \frac{\tau \lambda^2}{1 + (\sigma - \tau) \lambda} \right), \]  
(5)
which is defined everywhere if \( \sigma = \tau \) and is defined for \( \lambda \neq -1/(\sigma - \tau) \) if \( \sigma \neq \tau \). Since \( \sigma \) and \( \tau \) are involved, we need to consider different cases. Before going into detail, we first show the following for motivation and later use.

**Lemma 1.** When restricted to \( \lambda \in (-1/\sigma, 0) \), the parametric function in (5) traces out a curve \( C_{(-1/\sigma, 0)} \) which connects the point \((x(-1/\sigma), y(-1/\sigma)) = (0, 1/(e\sigma))\) and \((x(0), y(0)) = (1, 0)\), and is the graph of a function \( y = C_{(-1/\sigma, 0)}(x) \) which is strictly decreasing and strictly convex on \((0, 1)\).

**Proof.** The facts that \((x(-1/\sigma), y(-1/\sigma)) = (0, 1/(e\sigma))\) and \((x(0), y(0)) = (1, 0)\) are obtained by direct substitution. Next, we may infer from the derivatives \(x'()\) and \(y'()\) that
\[
\frac{dy}{dx} = \lambda e^{(\sigma - \tau)\lambda} \tag{6}
\]
and
\[
\frac{d^2y}{dx^2} = \frac{1}{\tau} e^{(\sigma - 2\tau)\lambda} \frac{[1 + (\sigma - \tau)\lambda]^3}{\sigma(\sigma - \tau)\lambda^2 + (2\sigma - \tau)\lambda + 2}, \tag{7}
\]
provided the denominator on the right-hand side is not zero. Since \( \lambda \in (-1/\sigma, 0) \) implies \( \lambda e^{(\sigma - \tau)\lambda} < 0 \), we see that \( C_{(-1/\sigma, 0)} \) is strictly decreasing on \((0, 1)\). We assert further that \(d^2y/dx^2 > 0\) on the same interval. To see this, note that our assertion is clearly true when \( \sigma = \tau \). When \( \sigma > \tau \), we have \(-1/(\sigma - \tau) < -1/\sigma \) and \(1 + (\sigma - \tau)\lambda > 0\) for \( \lambda \in (-1/\sigma, 0) \). When \( \sigma < \tau \), we also have \(1 + (\sigma - \tau)\lambda > 0\) for \( \lambda \in (-1/\sigma, 0) \). Thus \([1 + (\sigma - \tau)\lambda]^3 > 0\) for \( \lambda \in (-1/\sigma, 0) \). Next, consider the denominator in (7),
\[
\phi() = \sigma(\sigma - \tau)\lambda^2 + (2\sigma - \tau)\lambda + 2,
\]
which has first and second derivatives
\[
\phi'() = 2\sigma(\sigma - \tau)\lambda + 2\sigma - \tau
\]
and
\[
\phi''() = 2\sigma(\sigma - \tau),
\]
respectively. If \( \sigma > \tau \), then \(\phi''() > 0\) for \( \lambda \in (-1/\sigma, 0) \), \(\phi'(-1/\sigma) = \tau > 0\) and \(\phi(-1/\sigma) = 1\), so that \(\phi() > 0\) for \( \lambda \in (-1/\sigma, 0) \). On the other hand, if \( \sigma < \tau \), then \(\lim_{\lambda \to -\infty} \phi() = \lim_{\lambda \to \infty} \phi() = -\infty\), \(\phi(-1/\sigma) = 1 > 0\) and \(\phi(0) = 2 > 0\), so that \(\phi() > 0\) for \( \lambda \in (-1/\sigma, 0) \) again. In view of (7), we see that \(d^2y/dx^2 > 0\) for \( x \in (0, 1) \).

The proof is complete. \( \square \)

The open region between the straight lines \( x = 0 \) and \( x = 1 \) and above the curve \( C_{(-1/\sigma, 0)} \) will be denoted by \( \Omega \):
\[
\Omega = \{(p, q) | 0 < p < 1, q > C_{(-1/\sigma, 0)}(p) \}.
\]

If we rewrite (4) in the form
\[
-\lambda e^{-\tau\lambda}p + e^{-\sigma\lambda}q = -\lambda,
\]
then we see that the point \((p, q)\) in the \(x, y\)-plane lies on the straight line
\[
-\lambda e^{-\tau\lambda}x + e^{-\sigma\lambda}y = -\lambda \tag{8}
\]
\footnote{We have used the same notation to denote a curve and also the function which describes it. This practice is convenient and will be followed in later proofs.}
if, and only if, $\lambda$ is a real solution of the characteristic equation

$$h(\lambda; p, q) \equiv \lambda - \lambda e^{-\tau \lambda} p + e^{-\sigma \lambda} q = 0.$$  

(9)

If we now interpret $h(\lambda; x, y) = 0$ as an equation describing a family $\Psi$ of straight lines of the form (5) with $\lambda$ as its parameter, then $h(\lambda; p, q) = 0$ for some real $\lambda$ if, and only if, there is a straight line from $\Psi$ passing through the point $(p, q)$ and tangent to its envelope.

The envelope $C$ of the family $\Psi$ is determined by the pair of equations

$$h(\lambda; x, y) = 0$$

and

$$h'(\lambda; x, y) = 1 - xe^{-\tau \lambda} + x\lambda e^{-\tau \lambda} - ye^{-\sigma \lambda} = 0.$$  

The corresponding pair of parametric equations $x = x(\lambda)$ and $y = y(\lambda)$ are easily obtained and given by (6).

We now consider four mutually exclusive and exhaustive cases: (I) $\tau = \sigma$, (II) $\tau > \sigma$, (III) $\sigma \geq \frac{1 + \sqrt{2}}{2} \tau$, and (IV) $\tau < \sigma < \frac{1 + \sqrt{2}}{2} \tau$.

**Case I.** When $\tau = \sigma$, the parametric equations of the envelope are now

$$x(\lambda) = e^{\sigma \lambda} (1 + \sigma \lambda),$$

$$y(\lambda) = e^{\sigma \lambda} \sigma \lambda^2,$$

for $\lambda \in \mathbb{R}$, and (6) and (7) are now

$$\frac{dy}{dx} = \lambda$$

and

$$\frac{d^2 y}{dx^2} = \frac{1}{\sigma} e^{-\sigma \lambda} \frac{1}{\sigma \lambda + 2},$$

respectively. The graph of the envelope is easily sketched. To see this, we first use methods similar to those in the proof of Lemma 1 to show the following:

(a) $y(\lambda) \geq 0$ for $\lambda \in \mathbb{R}$ and $y(\lambda) = 0$ only if $\lambda = 0$,

(b) $\lim_{\lambda \to -\infty} x(\lambda) = \lim_{\lambda \to -\infty} y(\lambda) = 0$,

(c) $x(-1/\sigma) = 0$, $y(-1/\sigma) = e^{\sigma(-1/\sigma)} \sigma (-1/\sigma)^2 = 1/(e\sigma)$,

(d) $x(0) = 1$, $y(0) = 0$,

(e) $\lim_{\lambda \to +\infty} x(\lambda) = \lim_{\lambda \to +\infty} y(\lambda) = +\infty$,

(f) $dy/dx < 0$ for $\lambda \in (-\infty, -2/\sigma) \cup (-2/\sigma, 0)$ and $dy/dx > 0$ for $\lambda > 0$,

(g) $d^2 y/dx^2 < 0$ for $\lambda < -2/\sigma$ and $d^2 y/dx^2 > 0$ for $\lambda > -2/\sigma$.

These properties, together with other easily obtained information, allow us to depict the envelope $C$ of the family $\Psi$ in Figure 1. The envelope $C$ is composed of two curves $C_{1}^{(1)}$ and $C_{1}^{(2)}$ and one turning point $(p^*, q^*)$. The turning point $(p^*, q^*)$ corresponds to $\lambda = -2/\sigma$, i.e., $p^* = x(-2/\sigma) = -1/e^2$ and $q^* = y(-2/\sigma) = 4/e^2$. The first piece $C_{1}^{(1)}$ corresponds to the case where $\lambda \in (-\infty, -2/\sigma)$ and the second piece $C_{1}^{(2)}$ to the case where $\lambda \in (-2/\sigma, \infty)$. Furthermore, the function $y = C_{1}^{(1)}(x)$ is strictly decreasing and strictly concave on $(p^*, 0)$, while the function $y = C_{1}^{(2)}(x)$ is strictly decreasing on $(p^*, 1)$, strictly increasing on $(1, \infty)$ and strictly convex for $x \in (p^*, \infty)$. The curve $C_{1}^{(2)}$
intersects the y-axis at the unique point \((0, 1/(e\sigma))\) which corresponds to \(\lambda = -1/\sigma\) and touches the x-axis at \((1, 0)\) which corresponds to \(\lambda = 0\).

Let \(\Omega_I\) be the set of all points in the plane which are located strictly above the curve \(C^{(2)}_I\) and in the closed right half plane:

\[
\Omega_I = \left\{ (p, q) \mid p \geq 0, q > C^{(2)}_I(p) \right\}.
\]

It is then easily seen that for each point \((p, q)\) contained in \(\Omega_I\), there cannot be any tangent of the curve \(C^{(1)}_I\) or the curve \(C^{(2)}_I\) which also passes through this point, while for each point \((p, q)\) outside \(\Omega_I\), such a tangent can be drawn. This statement needs a proof, but in view of Figure 1, it can be obtained by elementary means. Thus, in terms of the characteristic equation (4), the above observations imply that \(h(\lambda; \alpha, \beta) = 0\) cannot have any real roots if, and only if, \((\alpha, \beta)\) belongs to \(\Omega_I\).

**Case II.** When \(\tau > \sigma\), the graph of the envelope is easily sketched. To see this, we first note that the denominator \(\phi(\lambda) = \sigma(\sigma - \tau)\lambda^2 + (2\sigma - \tau)\lambda + 2\) in (7) has two real roots

\[
\lambda_1 = \frac{-(2\sigma - \tau) - \sqrt{\tau^2 + 4\tau\sigma - 4\sigma^2}}{2\sigma(\sigma - \tau)}
\]

and

\[
\lambda_2 = \frac{-(2\sigma - \tau) + \sqrt{\tau^2 + 4\tau\sigma - 4\sigma^2}}{2\sigma(\sigma - \tau)}
\]
which satisfies

\[ \lambda_1 < 0 < \frac{1}{\tau - \sigma} < \lambda_2. \]

Then we may easily check that

(a) \( \lim_{\lambda \rightarrow -1/(\tau - \sigma) - 0} x(\lambda) = \lim_{\lambda \rightarrow -1/(\tau - \sigma) - 0} y(\lambda) = +\infty, \)

(b) \( \lim_{\lambda \rightarrow -1/(\tau - \sigma) + 0} x(\lambda) = \lim_{\lambda \rightarrow -1/(\tau - \sigma) + 0} y(\lambda) = -\infty, \)

(c) \( \lim_{\lambda \rightarrow -\infty} x(\lambda) = \lim_{\lambda \rightarrow -\infty} y(\lambda) = 0, \)

(d) \( x(-1/\sigma) = 0, y(-1/\sigma) = 1/e\sigma, \)

(e) \( x(0) = 1, y(0) = 0, \)

(f) \( \lim_{\lambda \rightarrow +\infty} x(\lambda) = \lim_{\lambda \rightarrow +\infty} y(\lambda) = -\infty, \)

(g) \( dy/dx > 0 \) for \( \lambda \in (-\infty, \lambda_1) \cup (\lambda_2, \infty) \) and \( dy/dx > 0 \) for \( \lambda \in (0, 1/(\tau - \sigma)) \cup (1/(\tau - \sigma), \lambda_2) \), \( \lambda > \lambda_2, \)

(h) \( dy/dx < 0 \) for \( \lambda < \lambda_1 \) and \( \lambda \in (1/(\tau - \sigma), \lambda_2) \), \( \lambda > \lambda_2, \)

(i) \( d^2 y/dx^2 > 0 \) for \( \lambda \in (\lambda_1, 1/(\tau - \sigma)) \) and \( \lambda > \lambda_2, \)

(j) the unique asymptote of the envelope is described by the function

\[ y = \frac{1}{e(\tau - \sigma)} \left( x - e^{\tau/(\tau - \sigma)} \right), \]

as can be seen from

\[ \lim_{x \rightarrow \pm \infty} \frac{C(x)}{x} = \lim_{\lambda \rightarrow -1/(\tau - \sigma) \pm 0} \frac{y(\lambda)}{x(\lambda)} = \frac{1}{e(\tau - \sigma)} \]

and

\[ \lim_{x \rightarrow \pm \infty} \left\{ C(x) - \frac{1}{e(\tau - \sigma)} x \right\} = \lim_{\lambda \rightarrow -1/(\tau - \sigma) \pm 0} \left\{ y(\lambda) - \frac{1}{e(\tau - \sigma)} x(\lambda) \right\} = \frac{1}{e(\sigma - \tau)} e^{\tau/(\tau - \sigma)}. \]

These properties, together with other easily obtained information, allow us to depict the envelope \( C \) in Figure 2. The envelope \( C \) is composed of four curves \( C_{II}^{(1)}, C_{II}^{(2)}, C_{II}^{(3)}, C_{II}^{(4)} \) and two turning points \( (p_1^*, q_1^*), (p_2^*, q_2^*) \). The turning points \( (p_1^*, q_1^*), (p_2^*, q_2^*) \) correspond respectively to \( \lambda_1 \) and \( \lambda_2 \). The first piece \( C_{II}^{(1)} \) corresponds to the case where \( \lambda \in (-\infty, \lambda_1) \), the second piece to where \( \lambda \in (\lambda_2, 1/(\tau - \sigma)) \), the third to where \( \lambda \in (1/(\tau - \sigma), \lambda_2) \) and the fourth to where \( \lambda \in (\lambda_2, \infty) \). Furthermore, the function \( y = C_{II}^{(1)}(x) \) is strictly decreasing and strictly concave on \((p_1^*, 0)\), the function \( y = C_{II}^{(2)}(x) \) is strictly decreasing on \((p_1^*, 1)\), strictly increasing on \((1, \infty)\) and strictly convex on \((p_1^*, \infty)\), the function \( y = C_{II}^{(3)}(x) \) is strictly increasing and strictly concave on \((-\infty, p_2^*)\), and the function \( y = C_{II}^{(4)}(x) \) is strictly increasing and strictly convex on \((-\infty, p_2^*)\).

As in the previous Case I, let \( \Omega_{II} \) be the set of all points in the plane which are located strictly above the curve \( C_{II}^{(2)} \) and in the closed right half plane:

\[ \Omega_{II} = \left\{ (p, q) : p \geq 0, q > C_{II}^{(2)}(p) \right\}. \]

Then it is easily seen that for each point \((p, q)\) contained in \( \Omega_{II} \), there cannot be any tangent of the curve \( C_{II}^{(1)}, C_{II}^{(2)}, C_{II}^{(3)} \) and \( C_{II}^{(4)} \) which also passes through this point, while for each point \((p, q)\) outside \( \Omega_{II} \), such a tangent can be drawn. Thus, in terms of the characteristic equation [4], the above observations imply that \( h(\lambda; \alpha, \beta) = 0 \) cannot have any real roots if, and only if, \((\alpha, \beta)\) belongs to \( \Omega_{II} \).
CASE III. When $\sigma \geq (1 + \sqrt{2})\tau/2$, the graph of the envelope $C$ is easily sketched. To see this, first note that $\tau^2 + 4\sigma - 4\sigma^2 \leq 0$. Thus the denominator $\phi(\lambda) = \sigma(\sigma - \tau)\lambda^2 + (2\sigma - \tau)\lambda + 2 \geq 0$ for $\lambda \in (-\infty, \infty)$ and may have a unique root $\lambda^* = (2\sigma - \tau)/2\sigma(\tau - \sigma) \in (-1/(\sigma - \tau), 0)$. Then we may easily check that

(a) $\lim_{\lambda \to -1/(\sigma - \tau)} x(\lambda) = +\infty$, $\lim_{\lambda \to -1/(\sigma - \tau)} y(\lambda) = -\infty$,
(b) $\lim_{\lambda \to -1/(\sigma - \tau)} x(\lambda) = -\infty$, $\lim_{\lambda \to -1/(\sigma - \tau)} y(\lambda) = +\infty$,
(c) $\lim_{\lambda \to -\infty} x(\lambda) = \lim_{\lambda \to -\infty} y(\lambda) = 0$,
(d) $x(-1/\sigma) = 0$, $y(-1/\sigma) = 1/e\sigma$,
(e) $x(0) = 1$, $y(0) = 0$,
(f) $\lim_{\lambda \to +\infty} x(\lambda) = \lim_{\lambda \to +\infty} y(\lambda) = +\infty$,
(g) $dy/dx < 0$ for $\lambda \in (-\infty, -1/(\sigma - \tau))$ and $\lambda \in (-1/(\sigma - \tau), 0)$, except possibly at $\lambda = \lambda^*$,
(h) $dy/dx > 0$ for $\lambda > 0$,
(i) $d^2y/dx^2 < 0$ for $\lambda < -1/(\sigma - \tau)$ and $d^2y/dx^2 > 0$ for $\lambda > -1/(\sigma - \tau)$, except possibly for $\lambda = \lambda^*$,
(j) the unique asymptote of the envelope $C$ is described by the function

$$y = \frac{-1}{e(\sigma - \tau)} \left( x - e^{-\tau/(\sigma - \tau)} \right).$$

These properties together with other easily obtained information allow us to depict the envelope $C$ in Figure 3. The envelope $C$ is composed of two curves $C_{III}^{(1)}$ and $C_{III}^{(2)}$. The first curve corresponds to the case where $\lambda \in (-\infty, -1/(\sigma - \tau))$ and the second to
where \( \lambda \in (-1/(\sigma - \tau), \infty) \). Furthermore, the function \( y = C_{III}^{(1)}(x) \) is strictly negative, strictly decreasing and strictly concave on \((0, \infty)\), and the function \( y = C_{III}^{(2)}(x) \) is strictly decreasing on \((0, 1)\), strictly increasing on \((1, \infty)\) and strictly convex on \((0, \infty)\).

As in the previous Case I, let \( \Omega_{III} \) be the set of all points in the plane which are located strictly above the curve \( C_{III}^{(2)} \):

\[
\Omega_{III} = \left\{ (p, q) \mid q > C_{III}^{(2)}(p) \right\}.
\]

Then it is easily seen that for each point \((p, q)\) contained in \( \Omega_{III} \), there cannot be any tangent of the curve \( C_{III}^{(1)} \) or the curve \( C_{III}^{(2)} \) which also passes through this point, while for each point \((p, q)\) outside \( \Omega_{III} \), such a tangent can be drawn. Thus, in terms of the characteristic equation (4), the above observations imply that \( h(\lambda; \alpha, \beta) = 0 \) cannot have any real roots if, and only if, \((\alpha, \beta)\) belongs to \( \Omega_{III} \).

**Case IV.** When \( \tau < \sigma < (1 + \sqrt{2})\tau/2 \), the graph of the envelope \( C \) is easily sketched. To see this, first note that \( \tau^2 + 4\tau\sigma - 4\sigma^2 > 0 \). Thus the denominator

\[
\phi(\lambda) = \sigma(\sigma - \tau)\lambda^2 + (2\sigma - \tau)\lambda + 2
\]

has two real roots

\[
\lambda_1 = -\frac{2\sigma - \tau}{2\sigma(\sigma - \tau)} - \frac{\sqrt{\tau^2 + 4\tau\sigma - 4\sigma^2}}{2\sigma(\sigma - \tau)}
\]

and

\[
\lambda_2 = -\frac{2\sigma - \tau}{2\sigma(\sigma - \tau)} + \frac{\sqrt{\tau^2 + 4\tau\sigma - 4\sigma^2}}{2\sigma(\sigma - \tau)},
\]
which satisfy
\[ -\frac{1}{\sigma - \tau} < \lambda_1 < \lambda_2 < \frac{-1}{\sigma} < 0. \]

Then we may easily check that

(a) \( \lim_{\lambda \to -\frac{1}{\sigma - \tau}} \frac{x(\lambda)}{\sigma - \tau} = +\infty, \lim_{\lambda \to -\infty} y(\lambda) = -\infty, \)

(b) \( \lim_{\lambda \to -\frac{1}{(\sigma - \tau)+0}} \frac{x(\lambda)}{\sigma - \tau} = -\infty, \lim_{\lambda \to -\frac{1}{\sigma - \tau}+0} y(\lambda) = +\infty, \)

(c) \( \lim_{\lambda \to -\infty} x(\lambda) = \lim_{\lambda \to -\infty} y(\lambda) = 0, \)

(d) \( x(-1/\sigma) = 0, y(-1/\sigma) = 1/e\sigma, \)

(e) \( x(0) = 1, y(0) = 0, \)

(f) \( \frac{dy}{dx} < 0 \) for \( \lambda \in (-\infty, -1/(\sigma - \tau)) \cup (-1/(\sigma - \tau), \lambda_1) \cup (\lambda_1, \lambda_2) \cup (\lambda_2, 0) \) and \( \frac{dy}{dx} > 0 \) for \( \lambda > 0, \)

(g) \( \frac{d^2y}{dx^2} < 0 \) for \( \lambda \in (-\infty, -1/(\sigma - \tau)) \cup (\lambda_1, \lambda_2) \) and \( \frac{d^2y}{dx^2} > 0 \) for \( \lambda \in (-1/(\sigma - \tau), \lambda_1) \cup (\lambda_2, +\infty), \)

(h) the asymptote of the envelope \( C \) is described by the function

\[ y = \frac{-1}{e(\sigma - \tau)} \left( x - e^{-\tau/(\sigma - \tau)} \right). \]

These properties, together with other easily obtained information, allow us to depict the envelope \( C \) in Figure 4. The envelope \( C \) is composed of four curves \( C_{IV}^{(1)}, C_{IV}^{(2)}, C_{IV}^{(3)}, C_{IV}^{(4)} \) and two turning points \((p_1^*, q_1^*), (p_2^*, q_2^*)\). The turning points \((p_1^*, q_1^*)\) and \((p_2^*, q_2^*)\) correspond respectively to \( \lambda_1 \) and \( \lambda_2 \), that is, \( p_1^* = x(\lambda_1), q_1^* = y(\lambda_1), p_2^* = x(\lambda_2) \) and \( q_2^* = x(\lambda_2) \). The first piece corresponds to the case where \( \lambda \in (-\infty, -1/(\sigma - \tau)) \).
second to where \( \lambda \in (-1/(\sigma - \tau), \lambda_1) \), the third to where \( \lambda \in (\lambda_1, \lambda_2) \), and the fourth to where \( \lambda \in (\lambda_2, +\infty) \). Furthermore, the function \( y = C^{(1)}_{IV}(x) \) is strictly negative, strictly decreasing and strictly concave on \((0, +\infty)\), the function \( y = C^{(2)}_{IV}(x) \) is strictly decreasing and strictly convex on \((-\infty, p_1^*)\), the function \( y = C^{(3)}_{IV}(x) \) is strictly decreasing and strictly concave on \((p_2^*, p_1^*)\), and the function \( y = C^{(4)}_{IV}(x) \) is strictly decreasing and strictly convex on \((p_2^*, +\infty)\).

As in the previous Case I, let \( \Omega_{IV} \) be the set of all points in the plane which are located strictly above the curve \( C^{(2)}_{IV} \) and strictly above the curve \( C^{(4)}_{IV} \):

\[
\Omega_{IV} = \{(p, q)| q > C^{(2)}_{IV}(p), q > C^{(4)}_{IV}(p)\}.
\]

Then it is easily seen that for each point \((p, q)\) contained in \( \Omega_{IV} \), there cannot be any tangent of the curves \( C^{(1)}_{IV}, C^{(2)}_{IV}, C^{(3)}_{IV} \) and \( C^{(4)}_{IV} \) which also passes through this point, while for each point \((p, q)\) outside \( \Omega_{IV} \), such a tangent can be drawn. Thus, in terms of the characteristic equation (4), the above observations imply that \( h(\lambda; \alpha, \beta) = 0 \) cannot have any real roots if, and only if, \((\alpha, \beta)\) belongs to \( \Omega_{IV} \).

**Theorem 1.** Every solution of (3) oscillates if, and only if, one of the following conditions hold:

(I) \( \tau = \sigma \), \( (p, q) \in \Omega_I \);

(II) \( \tau > \sigma \), \( (p, q) \in \Omega_{II} \);

(III) \( \sigma \geq \frac{1+\sqrt{2}}{2} \tau \), \( (p, q) \in \Omega_{III} \);

(IV) \( \tau < \sigma < \frac{1+\sqrt{2}}{2} \tau \), \( (p, q) \in \Omega_{IV} \).

Note that \( \Omega \) is contained in \( \Omega_I, \Omega_{II}, \Omega_{III} \) and \( \Omega_{IV} \), and its relative complement in \( \{(p, q)| 0 < p < 1\} \) is contained in the complements of \( \Omega_I, \Omega_{II}, \Omega_{III} \) and \( \Omega_{IV} \). Hence we have the following.

**Corollary 1.** Under the condition that \( p \in (0, 1) \), every solution of (3) oscillates if, and only if, \((p, q) \in \Omega \).

3. Explicit and sharp conditions. We have mentioned that our geometric necessary and sufficient condition can provide explicit and sharp oscillation criteria. We illustrate this by considering the case where \( p \in (0, 1) \) by making use of the convexity of the curve \( C_{(-1/\sigma, 0)} \) (see Lemma 1) to find explicit conditions for \( 3 \) to be oscillatory.

Before doing so, we remark that since the function \( x(\lambda) \) in \( 5 \) is strictly increasing over the interval \((-1/\sigma, 0)\), for each \( p \in (0, 1) \), there is a unique \( \kappa \in (-1/\sigma, 0) \) such that \( p = x(\kappa) \). It follows that when \( p \in (0, 1) \), \( (p, q) \in \Omega \) if, and only if, \( q > y(\kappa) \).

Let us now connect the endpoints \( A = (0, 1/(e\sigma)) \) and \( B = (1, 0) \) of the curve \( C_{(-1/\sigma, 0)} \) by a straight line segment; then this line segment is described by

\[
L_1(x) = \frac{1}{e\sigma}(1 - x), \quad x \in (0, 1).
\]

Since the function \( y = C_{(-1/\sigma, 0)}(x) \) is strictly convex on \((0, 1)\), this line segment is above the curve \( C_{(-1/\sigma, 0)} \). Thus for any \((p, q)\) which satisfies \( 0 < p < 1 \) and \( q \geq L_1(p) = (1 - p)/(e\sigma) \), every solution of (3) is oscillatory. This set of conditions is sharp, for when
$p = 0$ and $q = (1 - 0)/(e\sigma) = 1/(e\sigma)$, equation (3) has a nonoscillatory solution in view of Theorem 1.

Next, note that the slopes of the curve $C_{(-1/\sigma,0)}$ through the endpoints $(0,1/(e\sigma))$ and $(1,0)$ are $-e^{\tau/\sigma}/(e\sigma)$ and 0, respectively. Thus the tangent lines through these two endpoints are described by

$$L_2(x) = \frac{1}{e\sigma} - \frac{1}{e\sigma} e^{\tau/\sigma} x, \quad x \in R,$$

and

$$L_3(x) = 0, \quad x \in R.$$

The point of intersection of these two straight lines is $(e^{-\tau/\sigma}, 0)$. By means of the convexity of the curve $C_{(-1/\sigma,0)}$, we thus see that the graph of the function

$$h_1(x) = \begin{cases} L_2(x), & 0 < x \leq e^{-\tau/\sigma}, \\ 0, & e^{-\tau/\sigma} \leq x < 1, \end{cases}$$

is situated below the curve $C_{(-1/\sigma,0)}$. In view of Theorem 1, if $(p, q)$ satisfies $p \in (0, 1)$ and $q \leq h_1(p)$, then (3) has a nonoscillatory solution. This condition is sharp since when $p = 0$ and $q > h_1(0) = 1/(e\sigma)$, (3) is oscillatory.

**THEOREM 2.** If $(p, q)$ satisfies $p \in (0, 1)$ and $q \geq (1 - p)/(e\sigma)$, then every solution of (3) is oscillatory. If $(p, q)$ satisfies $p \in (0, 1)$ and

$$q \leq \begin{cases} \frac{1}{e\sigma} (1 - e^{\tau/\sigma} p), & 0 < p \leq e^{-\tau/\sigma}, \\ 0, & e^{-\tau/\sigma} \leq p < 1, \end{cases}$$

then (3) has a nonoscillatory solution.

Next, let us repeat the same ideas by picking the midpoint $-1/(2\sigma)$ of the interval $(-1/\sigma, 0)$. The corresponding point in the graph $C_{(-1/\sigma,0)}$ is

$$D = \left( \frac{\sigma}{\sigma + \tau} e^{-\tau/(2\sigma)}, \frac{\tau}{2\sigma(\sigma + \tau)} e^{-1/2} \right).$$

The straight line segment connecting the point $A = (0,1/(e\sigma))$ and $D$ is described by

$$y = \frac{1}{e\sigma} - 2(\sigma + \tau - \sigma e^{1/2}) e^{\tau/(2\sigma)} x, \quad 0 < x \leq \frac{\sigma}{\sigma + \tau} e^{-\tau/(2\sigma)},$$

while the straight line segment connecting $D$ and $B = (1,0)$ is described by

$$y = \frac{\tau}{2\sigma} \left[ (\sigma + \tau) e^{1/2} - \sigma e^{(\sigma - \tau)/2\tau} \right] (1 - x), \quad \frac{\sigma}{\sigma + \tau} e^{-\tau/(2\sigma)} \leq x < 1.$$

In view of the convexity of $C_{(-1/\sigma,0)}$, the above line segments lie above $C_{(-1/\sigma,0)}$ except at the point $D$. By Theorem 1, we see that if $(p, q)$ satisfies $p \in (0, 1)$ and

$$q \begin{cases} \geq \frac{1}{e\sigma} - 2(\sigma + \tau - \sigma e^{1/2}) p, & 0 < p \leq \frac{\sigma}{\sigma + \tau} e^{-\tau/(2\sigma)}, \\ \geq 2\sigma (\sigma + \tau) e^{-1/2} - 2\sigma (\sigma - \tau) e^{-\tau/(2\tau)}, & (1 - p), \\ \geq \frac{\tau}{2\sigma(\sigma + \tau)} e^{-1/2}, & p = \frac{\sigma}{\sigma + \tau} e^{-\tau/(2\sigma)}, \end{cases}$$

then every solution of (3) is oscillatory. This condition is sharp.
On the other hand, since the tangent of the curve \( C_{(-1/\sigma,0)} \) through the point \( D \) is described by
\[
L_4(x) = \frac{1}{2\sigma e^{1/2}} \left( 1 - e^{\tau/(2\sigma)} x \right), \ x \in R,
\]
and since the \( x \)-coordinate of the point of intersection of the lines \( L_2 \) and \( L_4 \) is
\[
x^* = \frac{2 - \sqrt{e}}{2e^{\tau/\sigma} - e^{1/2}e^{\tau/(2\sigma)}},
\]
while the point of intersection of the lines \( L_4 \) and \( L_3 \) is \( (e^{-\tau/(2\sigma)},0) \), thus by Theorem 1, when \((p,q)\) satisfies \( p \in (0,1) \) and
\[
q \leq \begin{cases} 
\frac{1}{\sigma} (1 - e^{\tau/\sigma} p), & 0 < p \leq x^*, \\
\frac{1}{2\sigma e^{1/2}} (1 - e^{\tau/(2\sigma)} p), & x^* \leq p \leq e^{-\tau/(2\sigma)}, \\
0, & e^{-\tau/(2\sigma)} \leq p < 1,
\end{cases}
\]
then \( \text{[3]} \) has a nonoscillatory solution. This condition is sharp.

By picking distinct points \( \lambda_1, \lambda_2, ..., \lambda_n \) in the interval \((-1/\sigma,0)\), we may follow the same principles above and obtain better oscillation criteria. Since there are no new principles involved, we will only state the corresponding result when \( \lambda_1 = -3/4\sigma, \lambda_2 = -1/2\sigma \) and \( \lambda_3 = -1/4\sigma \).

**Theorem 3.** If \((p,q)\) satisfies \( p \in (0,1) \) and
\[
q \geq \begin{cases} 
\frac{1}{\sigma} + \frac{9e^{1/4} - 4\sigma^2 + 12e}{4e^{1/2} - 8\sigma - 4\sigma^2}, & 0 < p < x_1, \\
\frac{1}{\sigma} - 3\sigma e^{-3\tau/(4\sigma)} - \frac{2e^{1/2}}{12\sigma + 4\sigma^2}, & x_1 \leq p < x_2, \\
\frac{1}{\sigma} - 3\sigma e^{-3\tau/(4\sigma)} - \frac{2e^{1/2}}{12\sigma + 4\sigma^2}, & x_2 \leq p < x_3, \\
\frac{1}{\sigma} - 3\sigma e^{-3\tau/(4\sigma)} - \frac{2e^{1/2}}{12\sigma + 4\sigma^2}, & x_3 \leq p < x_4, \\
\frac{1}{\sigma} + \frac{9e^{1/4} - 4\sigma^2 + 12e}{4e^{1/2} - 8\sigma - 4\sigma^2}, & x_4 \leq p < 1,
\end{cases}
\]
where
\[
x_1 = \frac{\sigma}{\sigma + 3\tau} e^{-3\tau/(4\sigma)}, \ x_2 = \frac{\sigma}{\sigma + \tau} e^{-\tau/(2\sigma)}, \ x_3 = \frac{3\sigma}{3\sigma + \tau} e^{-\tau/4\sigma},
\]
then every solution of \( \text{[3]} \) is oscillatory. If \((p,q)\) satisfies \( p \in (0,1) \) and
\[
q \leq \begin{cases} 
\frac{1}{\sigma} (1 - e^{\tau/\sigma} p), & 0 < p \leq x_1^*, \\
\frac{3}{4\sigma e^{1/2}} (1 - e^{3\tau/(4\sigma)} p), & x_1^* \leq p \leq x_2^*, \\
\frac{3}{4\sigma e^{1/2}} (1 - e^{\tau/(2\sigma)} p), & x_2^* \leq p \leq x_3^*, \\
\frac{3}{4\sigma e^{1/2}} (1 - e^{\tau/(4\sigma)} p), & x_3^* \leq p \leq x_4^*, \\
0, & x_4^* \leq p < 1,
\end{cases}
\]
where
\[
x_1^* = e^{-3\tau/(4\sigma)} - \frac{4 - 3e^{1/4}}{4e^{\tau/(4\sigma)} - 3e^{1/4}} \ x_2^* = e^{-\tau/2\sigma} - \frac{3 - 2e^{1/4}}{3e^{\tau/(4\sigma)} - 2e^{1/4}},
\]
\[
x_3^* = e^{-\tau/(4\sigma)} - \frac{2 - e^{1/4}}{2e^{\tau/(4\sigma)} - e^{1/4}} \ x_4^* = e^{-\tau/(4\sigma)},
\]
then \( \text{[3]} \) has a nonoscillatory solution.
As our final remark, we quote a recent result of Lin [5] which states that if \( p \in (0, 1) \) and
\[
q \sigma e > 1 - p e^{q \tau/(1 - p - q \sigma)},
\]
then every solution of (3) oscillates. In view of our Corollary 1, we may assert that
\[
\left\{ (p, q) \in \mathbb{R}^2 \mid 0 < p < 1, q \sigma e > 1 - p e^{q \tau/(1 - p - q \sigma)} \right\}
\subset \left\{ (p, q) \in \mathbb{R}^2 \mid 0 < p < 1, q > C_{(-1/\sigma, 0)}(p) \right\},
\]
a statement which may be difficult to prove directly since (10) is a functional inequality.
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