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Abstract. We derive asymptotic expansions of the Lambert transform
\[
\int_0^\infty xt(e^{xt} - 1)^{-1} f(t) dt
\]
of a locally integrable function \(f(t)\) for small and large \(x\). All the expansions are accompanied by error bounds for the remainder at any order of the approximation.

1. Introduction. Any series of the form
\[
\sum_{n=1}^\infty a_n \frac{x^n}{1-x^n}, \quad |x| < 1, \quad a_n \in \mathbb{C},
\] (1.1)
is called a Lambert series. It is a natural generalization of the following formulas related to the theory of numbers and proved by Lambert [18]:
\[
\sum_{n=1}^\infty n \frac{x^n}{1-x^n} = \sum_{n=1}^\infty \sigma(n) x^n, \quad \sum_{n=1}^\infty \frac{x^n}{1-x^n} = \sum_{n=1}^\infty \tau(n) x^n, \quad |x| < 1,
\]
where \(\sigma(n)\) and \(\tau(n)\) represent the sum and the number of the divisors of \(n\) respectively.

In the same way as the Laplace integral is a generalization of the power series, Widder introduced the Lambert transform as a generalization of the Lambert series (1.1). The Lambert transform of a function \(f(t)\) is defined by [10]
\[
L(x) \equiv \int_0^\infty \frac{xt}{e^{xt} - 1} f(t) dt, \quad x \in \mathbb{C},
\] (1.2)
when the integral exists. In the remainder of the paper we consider \(\Re x > 0, f(t) \in L^1_{\text{Loc}}(0, \infty)\) and \(|f(t)| \leq M e^{x_0 t}\) for \(t \geq T\) and certain \(x_0 < \Re x, M > 0\) and \(T > 0\).
The Lambert transform appears in the computation of the observable radiation ($L(x)$) in terms of the distribution of radiation ($f(t)$) of black bodies at different temperatures $t$ \cite{14}.

Several properties of the Lambert transform and inversion formulas have been studied by different authors. Among other results, we remark the following. Miller studied convergence properties of $L(x)$ needed to develop inversion formulas \cite{8} and introduced summability techniques for power series which use the Lambert transform \cite{7}. Widder derives an inversion formula in terms of a limit of the derivatives of $L(x)$ which involves the Möbius function \cite{16}. Different inversion formulae related to the inversion formula given by Widder are studied in \cite{9}, \cite{11} and \cite{15}. Raina and Srivastava introduced a generalization of the Lambert transform related with the generalized Riemann zeta function \cite{13}. In \cite{5} the authors give the inversion formula for this generalized Lambert transform. Raina and Nahar introduced a generalization of the Lambert transform related with a class of functions connected to the Hurwitz zeta function \cite{12}. Goldberg introduced a more general kernel for the Lambert transform working with transforms as Stieltjes integrals and derived some inversion formulae \cite{4}. More recently, Hayek et al. have studied this generalized Lambert transform on the space of distributions of compact support giving an inversion formula over this space \cite{6}.

On the other hand, complete asymptotic expansions including error bounds of $L(x)$ for large and small $x$ are not fully investigated. The purpose of this paper is to obtain asymptotic expansions of $L(x)$ for large and small values of the variable $x$. We face the challenge of obtaining easy algorithms to compute the coefficients of these expansions as well as error bounds at any order of the approximation.

We will apply the ideas of Watson’s lemma to obtain asymptotic expansions of $L(x)$ for large $x$ and also for small $x$ when the positive moments of $f(t)$ exist. When those moments do not exist, we will use an alternative approach based on the theory of distributions introduced by McClure and Wong \cite{17}, chap. 6 to derive asymptotic expansions of $L(x)$ for small $x$.

In section 2 we derive an asymptotic expansion of (1.2) for large $x$ (Theorem 2.1) and three asymptotic expansions for small $x$ (Theorems 2.2–2.4) accompanied by error bounds. Several numerical examples are shown in section 3.

2. Asymptotic expansions. An asymptotic expansion of $L(x)$ for large $x$ is obtained in the following theorem by using the idea of Watson’s lemma. To this end we require for $f(t)$ an asymptotic expansion at $t = 0$:

$$f(t) = \sum_{k=0}^{n-1} a_k t^{k+\alpha} + r_n(t), \quad r_n(t) = O(t^{n+\alpha}) \text{ when } t \to 0^+,$$

(2.1)

where $\alpha > -1$ and $a_k \in \mathbb{C}$.

**Theorem 2.1.** Let $f(t)$ satisfy (2.1). Then, for $|\text{Arg}(x)| < \pi/2$, and $n = 1, 2, 3, \ldots$,

$$\int_0^\infty \frac{xt}{e^xt - 1} f(t) dt = \sum_{k=0}^{n-1} \frac{\Gamma(k+\alpha+2)\zeta(k+\alpha+2)}{x^{k+\alpha+1}} \frac{a_k}{x^{k+\alpha+1}} + R_n(x),$$

(2.2)
where $\zeta(z)$ denotes the zeta function. The remainder term is defined by

$$R_n(x) = \int_0^\infty \frac{xt}{e^{xt} - 1} r_n(t) \, dt,$$

(2.3)

where $r_n(t)$ is given in (2.1), and verifies $R_n(x) = O(x^{-n-1-\alpha})$ when $|x| \to \infty$.

Proof. Introducing the expansion (2.1) into (1.2) and interchanging the sum and the integral we obtain

$$L(x) = x \sum_{k=0}^{n-1} a_k \int_0^\infty \frac{t^{k+\alpha+1}}{e^{xt} - 1} \, dt + x \int_0^\infty \frac{tr_n(t)}{e^{xt} - 1} \, dt.$$

Performing the change of variable $xt \to t$ in the first integral above and using Cauchy’s residue theorem and [11, eq. 23.2.7] we obtain (2.2)–(2.3).

From (2.1), $\exists t_0 > 0$ such that $|r_n(t)| \leq c_n t^{n+\alpha}$ for $0 \leq t \leq t_0$ and some positive constant $c_n$. On the other hand, from (2.1) and from the paragraph following (1.2) we have that $|r_n(t)| \leq M e^{x_0 t} + \sum_{k=0}^{n-1} |a_k| t^{k+\alpha}$ for $t \geq T$ with $x_0 < \Re x$. Therefore,

$$\frac{|R_n(x)|}{|x|} \leq \int_0^{t_0} \frac{t|r_n(t)|}{e^{\Re x} - 1} \, dt + \int_{t_0}^T \frac{t|r_n(t)|}{e^{\Re x} - 1} \, dt + \int_T^\infty \frac{t|r_n(t)|}{e^{\Re x} - 1} \, dt$$

$$\leq c_n \int_0^{t_0} \frac{(n+1+\alpha) t}{e^{\Re x} - 1} \, dt + \int_{t_0}^T \frac{t|r_n(t)|}{e^{\Re x} - 1} \, dt + \int_T^\infty \frac{Me^{x_0 t} + \sum_{k=0}^{n-1} |a_k| t^{k+\alpha}}{e^{\Re x} - 1} \, dt$$

$$\leq \frac{c_n}{(\Re x)^{n+\alpha+2}} \int_0^\infty \frac{t^{n+1+\alpha}}{e^t - 1} \, dt + (e^{\Re x} - 1)^{-1} \int_{t_0}^T t|r_n(t)| \, dt$$

$$+ e^{(x_0 - \Re x)T} \int_0^\infty \frac{(t + T)}{e^{\Re x} - e^{-T\Re x}} \left[ Me^{x_0 t} + e^{-x_0 T} \sum_{k=0}^{n-1} |a_k|(t + T)^{k+\alpha} \right] \, dt.$$

After some examination of the two last lines above we see that $R_n(x) = O((\Re x)^{-n-1-\alpha})$ and then (2.2) is an asymptotic expansion for large $x$.

The bound obtained above for $R_n(x)$ is not useful for numerical computations. But if the bound $|r_n(t)| \leq c_n t^{n+\alpha}$ holds $\forall t \geq 0$ and not only for $0 \leq t \leq t_0$, a more precise bound may be obtained. This is the subject of the following proposition.

Proposition 2.1. Suppose that the remainder $r_n(t)$ in the expansion (2.1) satisfies the bound $|r_n(t)| \leq c_n t^{n+\alpha} \forall t \in [0, \infty)$ for some positive constant $c_n$. Then:

i) An error bound for the remainder in (2.2) is given by

$$|R_n(x)| \leq c_n \Gamma(n + \alpha + 2) \zeta(n + \alpha + 2) \frac{|x|}{(\Re x)^{n+\alpha+2}}.$$  \hspace{1cm} (2.4)

ii) If the expansion (2.1) verifies the error test, we can take $c_n = |a_n|$ in the above formula.

iii) If $f(w)$ is a bounded analytic function in the region $W_0$ of the complex $z$-plane comprised by the points situated at a distance $\leq r$ from the positive real axis (see Fig. 1(a)), we can take $c_n = Cr^{-n-\alpha}$ and $C$ a bound of $f(w)$ in $W_0$. 
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Proof. From (2.3) we have

$$|R_n(x)| \leq |x| \int_0^\infty |r_n(t)|t dt \frac{e^{t\Re x}}{e^{2\pi t}}.$$ 

Introducing the bound $|r_n(t)| < c_n t^{n+\alpha}$ and after straightforward computations we obtain (2.4).

Thesis (ii) is proved in [10], p. 68. Thesis (iii) is proved in [3]. \hfill \square

In the following three theorems we derive three asymptotic expansions of $L(x)$ for small $x$ depending on whether the positive moments of $f(t)$ exist or not.

**Theorem 2.2.** Let $f(t)$ satisfy $t^n f(t) \in L^1[0, \infty)$ for $n = 0, 1, \ldots$. Then, for $\Re x > 0$,

$$\int_0^\infty \frac{xt}{e^{xt} - 1} f(t) dt = \sum_{k=0}^{n-1} \frac{B_k}{k!} M[f; k+1] x^k + R_n(x), \quad n = 1, 2, 3, \ldots, \quad (2.5)$$

where $B_n$ are the Bernoulli numbers and $M[f; k]$ denotes the Mellin transform of $f(t)$: $\int_0^\infty t^{k-1} f(t) dt$. The remainder $R_n(x)$ verifies

$$|R_n(x)| \leq C \frac{M[f; n+1]}{\pi \cos(\text{Arg}(x))} |x|^n, \quad (2.6)$$

where $C$ is a bound of $|w/(e^w - 1)|$ in the region $W$ comprised by the points situated at a distance $\leq r$ from the straight line $w = te^{\text{Arg}(x)}$, $t \in [0, \infty)$ for any $r > 0$ such that $\pm 2\pi i \not\in W$ (see Fig. 1(b)). A possible value for $C$ is:

$$C = \max_{x_0, x_1} \left\{ \frac{\sqrt{x_0^2 + \pi^2 \cos^2(\text{Arg}(x))} \pm 2x_0 \pi \sin(\text{Arg}(x)) \cos(\text{Arg}(x))}{\sin(x_0 \tan(\text{Arg}(x)))} \right\}$$

$$\left\{ \frac{\pi \cos(\text{Arg}(x))}{\sqrt{e^{2x_1} + 1 - 2e^{x_1} \cos\left(\sqrt{\pi^2 \cos^2(\text{Arg}(x)) - x_1^2}\right)}} \right\}. \quad (2.7)$$
where \( x_0 \) are the solutions of the equation

\[
\tan(\text{Arg}(x)) \sin(x \tan(\text{Arg}(x))) = e^x + \cos(x \tan(\text{Arg}(x)))
\]

in the interval \([-\pi \sin(\text{Arg}(x)) \cos(\text{Arg}(x)), \infty)\) and \( x_1 \) are the solutions of the equations

\[
x \sin \sqrt{\pi^2 \cos^2(\text{Arg}(x)) - x^2} = \pm(e^x - \cos \sqrt{\pi^2 \cos^2(\text{Arg}(x)) - x^2}) \sqrt{\pi^2 \cos^2(\text{Arg}(x)) - x^2}
\]

in the respective intervals \([-\pi \cos(\text{Arg}(x)), \pi \sin(\text{Arg}(x)) \cos(\text{Arg}(x))]\).

**Proof.** From [1], eq. 23.1.1 we have

\[
\frac{xt}{e^{xt} - 1} = \sum_{k=0}^{n-1} \frac{B_k}{k!}(xt)^k + r_n(xt), \quad n = 1, 2, 3, 5, 7, 9, ..., \tag{2.8}
\]

where \( r_n(xt) = \mathcal{O}((xt)^n) \) when \( xt \to 0 \). Introducing this expansion in (1.2) and replacing the sum and the integral we obtain (2.5) with

\[
R_n(x) = \int_0^\infty r_n(xt)f(t)dt. \tag{2.9}
\]

By using Cauchy’s integral formula for the derivative of an analytic function in the Lagrange form for the remainder \( r_n(xt) \) in the Taylor expansion (2.8) we obtain [2]:

\[
|r_n(xt)| \leq \frac{Ct^n |x|^n}{[\pi \cos(\text{Arg}(x))]^n}, \quad n = 1, 2, 3, .... \tag{2.10}
\]

Introducing this bound in (2.9) we obtain (2.6), which shows the asymptotic character of the expansion (2.5). Formula (2.7) is taken from [2], Eq. 16. \( \square \)

The following proposition offers a more accurate error bound than (2.6) when \( x > 0 \).

**PROPOSITION 2.2.** For \( x > 0 \), an error bound for the remainder in (2.5) is given by

\[
|R_n(x)| \leq \left\{ \frac{|B_n|}{n!} \int_0^{2\pi/|x|} t^n |f(t)|dt + \frac{(1 - e^{-\pi})^{-1}}{\pi^{n-1}} \int_0^{\infty} t^n |f(t)|dt \right\} x^n. \tag{2.11}
\]

**Proof.** For \( 0 \leq x < 2\pi \), (2.8) is a convergent expansion where two consecutive error terms have opposite signs [2]. Then, applying the error test ([10], p. 68) we find

\[
|r_n(xt)| \leq \frac{|B_n|}{n!} (xt)^n, \quad 0 \leq xt < 2\pi, \quad n = 1, 2, 3, .... \tag{2.12}
\]

From (2.9) we have

\[
|R_n(x)| \leq \int_0^{2\pi/|x|} |r_n(xt)||f(t)|dt + \int_0^{\infty} |r_n(xt)||f(t)|dt.
\]

Now we introduce the bound (2.12) in the first integral and the bound (2.10), with \( C(0) = \pi/(1 - e^{-\pi}) \), in the second one. From here, (2.11) follows after straightforward manipulations. \( \square \)

The previous theorem does not work when the positive moments of \( f(t) \) do not exist. In this case we can use the distributional technique of McClure and Wong.
[17], chap. 6. To apply this technique we require for \( f(t) \) an asymptotic expansion at infinity:

\[
f(t) = \sum_{k=K}^{n-1} \frac{a_k}{t^{k+\alpha}} + f_n(t), \quad f_n(t) = \mathcal{O}(t^{-n-\alpha}), \quad \text{when} \quad t \to \infty, \tag{2.13}
\]

where \( K \in \mathbb{Z}, 0 < \alpha \leq 1 \) and \( a_k \in \mathbb{C} \).

**Theorem 2.3.** Let \( f(t) \) satisfy (2.13) with \( 0 < \alpha < 1 \). Then, for \( \Re x > 0 \),

\[
\int_0^\infty \frac{xt}{e^{xt}-1} f(t) dt = \sum_{k=K}^{n-1} a_k \Gamma(2-\alpha-k)\zeta(2-\alpha-k)x^{k+\alpha-1}
+ \sum_{k=0}^{n-1} \frac{B_k}{k!} M[f; k+1]x^k + R_n(x),
\]

where

\[
R_n(x) \equiv (-1)^n \int_0^\infty f_{n,n}(t) \frac{d^n}{dt^n} \left( \frac{xt}{e^{xt}-1} \right) dt,
\]

and

\[
f_{n,n}(t) \equiv \frac{(-1)^n}{(n-1)!} \int_t^\infty (u-t)^{n-1} f_n(u) du.
\]

In (2.14), \( M[f; k+1] \) denotes the Mellin transform of \( f(t) \) at \( z = k + 1 \), \( \int_0^\infty t^{z-1} f(t) dt \), or its analytic continuation at that point.

**Proof.** Consider the tempered distributions \( \mathbf{f}, t_+^{\alpha-k} \mathbf{f} \) and \( \mathbf{f}_n \) associated to the corresponding functions \( f(t), t^{-\alpha-k} f(t) \) and \( f_n(t) \) which appear in (2.13). They act over functions \( h(t) \in \mathcal{S} \) (the Schwarz class of \( C(\infty) \) rapidly decreasing functions) in the following way [17, chap. 6]:

\[
\langle \mathbf{f}, h \rangle = \int_0^\infty f(t)h(t) dt, \quad \langle \mathbf{f}_n, h \rangle = (-1)^n \int_0^\infty f_{n,n}(t)h^{(n)}(t) dt,
\]

\[
\langle t_+^{\alpha-k}, h \rangle = \int_0^\infty t^{\alpha-k} h(t) dt, \quad \langle t_+^{\alpha-k}, \mathbf{f} \rangle = -\frac{1}{(\alpha)_k} \int_0^\infty t^{-\alpha} M[f; k+1] dt
\]

for \( k = 0, 1, 2, \ldots \). From [17, chap. 6, lemma 1] we have that these distributions are related by the equality:

\[
\mathbf{f} = \sum_{k=K}^{n-1} a_k t_+^{\alpha-k} + \sum_{k=0}^{n-1} \frac{(-1)^k}{k!} M[f; k+1] \delta^{(k)} + \mathbf{f}_n, \tag{2.18}
\]

where \( \delta^{(k)} \) is the \( k \)-th derivative of the delta distribution at the origin: \( \langle \delta^{(k)}, h \rangle = (-1)^k h^{(k)}(0) \). Here, \( M[f; k+1] \) denotes the Mellin transform of \( f(t) \) at \( z = k + 1 \) or its analytic continuation. The third integral in (2.17) is indeed the Mellin transform of \( h(t) \), \( M[h; z] \), at \( z = k + 1 - \alpha \): \( \langle t_+^{\alpha-k}, h \rangle = M[h; k+1-\alpha] \). Moreover, by integrating by parts it may be proved that the last integral in (2.17) is the analytic continuation of \( M[h; z] \) to the point \( z = -k + 1 - \alpha \). Therefore, applying (2.18) to the function \( h(t) = xt/(e^{xt}-1) \) and using (2.17) and [1], eq. 23.1.1; eq. 23.2.7 we obtain (2.14)–(2.15). \( \square \)
Theorem 2.4. Let \( f(t) \) satisfy (2.13) with \( \alpha = 1 \). Then, for \( \Re x > 0 \),

\[
\int_0^\infty \frac{xt}{e^{xt} - 1} f(t) \, dt = \sum_{k=0}^{\infty} \frac{\Gamma(1-k)\zeta(1-k)}{k!} \left( \sum_{k=1}^{n-1} a_k \frac{(-1)^{k-1}}{(k-1)!} \left( \zeta'(-k+1) - \log x \zeta(-k+1) \right) \right) x^k + R_n(x),
\]

where

\[
c_{n+1} = \lim_{k \to n} \left[ M[f; z + 1] + \frac{a_n}{z-n} + a_n(\gamma + \psi(n+1)) \right], \tag{2.20}
\]

\( \gamma \) is the Euler constant and \( \psi \) the digamma function. \( R_n(x) \) is given in (2.15)–(2.16).

Proof. It is similar to the proof of Theorem 2.3. But now, the second line of (2.17) is replaced by

\[
\langle t^k, h \rangle = \int_0^\infty t^k h(t) \, dt, \quad \langle t^{-k}, h \rangle = -\frac{1}{k!} \int_0^\infty t^{k+1} h(t) \log t \, dt \tag{2.21}
\]

for \( k = 0, 1, 2, \ldots \). As in the preceding proof, \( \langle t^k, h \rangle = M[h; k+1] \). But now, \( \langle t^{-k}, h \rangle \) is related to \( M[h; -k] \) by means of a more sophisticated formula:

\[
\langle t^{-k}, h \rangle = \lim_{z \to -k} \left[ M[h; z] - \frac{h^k(0)}{k!(z+k)} \right] - \frac{h^k(0)}{k!} (\psi(k+1) + \gamma). \tag{2.22}
\]

In this formula, \( M[h; z] \) represents indeed the analytic continuation of \( \int_0^\infty t^{z-1} h(t) \, dt \) and may be derived by means of integration by parts. Using this last formula and the first formula of (2.21) for \( h(t) = xt/(e^{xt} - 1) \) we obtain [11], eq. 23.2.5:

\[
\begin{align*}
&\left\{ \begin{array}{ll}
\frac{x^k \Gamma(1-k)\zeta(1-k)}{k!} & \text{if } k < 0, \\
-\log x & \text{if } k = 0, \\
x^k \frac{(-1)^{k-1}}{(k-1)!} \left( \zeta'(-k+1) - \zeta(-k+1) \log x \right) - \frac{B_k}{k!} \left( \gamma + \frac{1}{k} \right) & \text{if } k > 0.
\end{array} \right.
\end{align*}
\]

To complete this proof, formula (2.18) must also be replaced by [17], chap. 6, lemma 2:

\[
f = \sum_{k=0}^{n-1} \frac{a_k}{k!} t^{-k-1} - \sum_{k=0}^{n-1} \frac{(-1)^k}{k!} c_{k+1} t^k + f_n,
\]

where \( c_k \) are given in (2.22). Applying this formula to the function \( h(t) = xt/(e^{xt} - 1) \) and using the first line in (2.17) and (2.22) we obtain (2.19)–(2.20).

Until this moment, the expansions (2.14) and (2.19) are formal asymptotic expansions for small \( x \). In the following theorem we show that those expansions are indeed asymptotic expansions.

Theorem 2.5. For \( \Re x > 0 \), the remainder term \( R_n(x) \) in Theorems 2.3 and 2.4 satisfies:

\[
|R_n(x)| \leq C_n |x|^{n+\alpha-1} \quad \text{if } 0 < \alpha < 1 \quad \text{and} \quad (2.23)
\]

\[
|R_n(x)| \leq C_n |x|^n |\log x| \quad \text{if } \alpha = 1, \quad (2.24)
\]

where \( C_n \) is a positive constant independent of \( |x| \).
Proof. From \[3\], theorem 5 we have that \(|f_{n,n}(t)| \leq C_{1,n} t^{-\alpha} \forall t \in [0, \infty)\) and \(0 < \alpha < 1\), where \(C_{1,n}\) is a certain positive constant. On the other hand we write

\[
\frac{xt}{e^{xt} - 1} = e^{-xt/2} \phi(xt), \quad \phi(t) = \frac{te^{-t/2}}{1 - e^{-t}}.
\]

Then,

\[
\left| \frac{d^n}{dt^n} \left( \frac{xt}{e^{xt} - 1} \right) \right| \leq e^{-t\Re x/2} |x|^n \sum_{j=0}^{n} \binom{n}{j} 2^{-j} |\phi^{(n-j)}(xt)|.
\]

Using the Cauchy formula for the derivative of an analytic function we obtain

\[
|\phi^{(n-j)}(xt)| \leq C \frac{(n-j)!}{r^{n-j}},
\]

where \(0 < r < 2\pi\) and \(C\) is a bound for \(\phi(w)\) in its analyticity region \(W\) given in Fig. 1(b) with \(\varphi = \text{Arg}(x)\). Introducing this bound in (2.25) we have

\[
\left| \frac{d^n}{dt^n} \left( \frac{xt}{e^{xt} - 1} \right) \right| \leq C |x|^n \sum_{j=0}^{n} \binom{n}{j} \frac{(n-j)!}{2^j r^{n-j}} = \Gamma(n+1, r/2) \frac{e^{r/2} C |x|^n}{r^n e^{r\Re x/2}}.
\]

Introducing the bound \(|f_{n,n}(t)| \leq C_{1,n} t^{-\alpha}\) and the bound (2.20) in (2.15) we obtain (2.24).

On the other hand, for \(\alpha = 1\) we have \(3\), theorem 5 \(|f_{n,n}(t)| \leq C_{2,n} t^{-1} \forall t \in [t_0, \infty)\), and \(|f_{n,n}(t)| \leq C_{3,n} (\log(t) + 1) \forall t \in [0, t_0]\), where \(t_0, C_{2,n}\) and \(C_{3,n}\) are certain positive constants. Dividing the integration interval of (2.15) at \(t = t_0\) and using these bounds and (2.20) we obtain the bound (2.24).\(\square\)

The bounds given in Theorem 2.5 are not useful for numerical computations unless we are able to calculate the constants \(C_n\) in terms of the dates of the problem. The following two propositions show that, if the bound \(|f_n(t)| \leq c_n t^{-n-\alpha}\) holds \(\forall t \in [0, \infty)\) and not only for \(t \in [t_0, \infty)\), the constants \(C_n\) in Theorem 2.5 can be calculated in terms of the constant \(c_n\).

**Proposition 2.3.** Suppose that the remainder \(f_n(t)\) in the expansion (2.13) satisfies the bound \(|f_n(t)| \leq c_n t^{-n-\alpha} \forall t \in (0, \infty)\) for some positive constant \(c_n\). Then,

(i) The remainder \(R_n(x)\) in the expansion (2.14) satisfies

\[
|R_n(x)| \leq \frac{c_n C \pi 2^{1-\alpha}}{\sin(\pi \alpha) \Gamma(n+\alpha)} \frac{e^{r/2} \Gamma(n+1, r/2)}{r^n \cos^{1-\alpha}(\text{Arg}(x))} |x|^{n+\alpha-1},
\]

where \(0 < r < 2\pi\) and \(C\) is a bound for \(\phi(w) = we^{-w/2}/(1-e^{-w})\) in its analyticity region \(W\) given in Fig. 1(b) with \(\varphi = \text{Arg}(x)\).

(ii) If the expansion (2.13) verifies the error test, we can take \(c_n = |a_n|\) in the above formula.

(iii) If \(f(w)\) is a bounded analytic function in the region \(W_0\) of the complex \(z\)-plane comprised of the points situated at a distance \(\leq \hat{r}\) from the positive real axis (see Fig. 1(a)), we can take \(c_n = \hat{C} \hat{r}^{-n-\alpha}\) and \(\hat{C}\) a bound of \(f(w)\) in \(W_0\).
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Proposition □ in Proposition 2.1.

On the one hand we use the bound (2.34) for We divide the integration interval in the right-hand side of (2.15) at the point $t$ given in (2.32). For small $\epsilon$ and fixed $n$, the optimum value for $\epsilon$ is given by

$$\epsilon = \frac{c_n}{n(n-1)!}.$$  \hspace{1cm} (2.32)

(ii) If the expansion (2.13) verifies the error test, we can take $c_n = |a_n|$ in the above formula.

(iii) If $f(w)$ is a bounded analytic function in the region $W_0$ of the complex $z$-plane comprised of the points situated at a distance $\leq \tilde{r}$ from the positive real axis (see Fig. 1(a)), we can take $c_n = \tilde{C} \tilde{r}^{-n-\alpha}$, $\tilde{C}$ a bound of $f(w)$ in $W_0$.

Proof. From [3], proposition 2] we have

$$|f_{n,n}(t)| \leq \frac{1}{(n-1)!} \left[ (c_{n-1} + |a_{n-1}|) \log \left( \frac{\epsilon}{t} \right) + \frac{c_n}{\epsilon} \right] \quad \forall t \in (0,\epsilon],$$  \hspace{1cm} (2.33)

where $\epsilon > 0$ is a fixed point, and

$$|f_{n,n}(t)| \leq \frac{c_n}{n!} \frac{1}{t} \quad \forall t \in (0,\infty).$$  \hspace{1cm} (2.34)

We divide the integration interval in the right-hand side of (2.15) at the point $t = \epsilon$. On the one hand we use the bound (2.34) for $f_{n,n}(t)$ in the integral over $[\epsilon,\infty)$ and the bound (2.33) in the integral over $[0,\epsilon]$. On the other hand we use again (2.26). Then, we obtain (2.30) - (2.31). For small $x$ and fixed $n$, this bound takes its optimum value for $\epsilon$ given in (2.32).
For deriving (2.29), we use that $f_n(t)$ satisfies the bound required in Proposition 2.1 with $\alpha = 1/2$ and $c_n$ replaced by $\bar{c}_n$ [3, proposition 2].

3. Numerical experiments. Tables 1–7 show numerical experiments on the accuracy of the approximations and error bounds supplied by Theorems 2.1–2.5 and Propositions 2.1–2.4.

In all these tables, the second column represents the value of $L(x)$ or $L(x)/x$. The third and sixth columns represent, respectively, a first (or a second) and a second (or a third) order approximation given by the corresponding theorem. The fourth and seventh columns represent the respective relative errors $|R_N(x)/L(x)|$. The fifth and last columns represent the respective relative error bounds given by the corresponding theorem or proposition.

Table 1. Approximation supplied by (2.2) and error bounds given by (2.4) for $f(t) = e^{-t}$. In this case $c_n = |a_n| = 1/n!$ ($f(t)$ verifies the error test).

<table>
<thead>
<tr>
<th>$x$</th>
<th>$L(x)/x$</th>
<th>2nd order approx.</th>
<th>Rel. error</th>
<th>Rel. error bound</th>
<th>3rd order approx.</th>
<th>Rel. error</th>
<th>Rel. error bound</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>1.02121e-4</td>
<td>1.6493e-4</td>
<td>0.0146</td>
<td>0.0148</td>
<td>1.62089e-4</td>
<td>0.0148</td>
<td>1.977e-4</td>
</tr>
<tr>
<td>1000</td>
<td>1.64253e-6</td>
<td>1.6446e-6</td>
<td>0.001461</td>
<td>0.001464</td>
<td>1.64252e-6</td>
<td>0.001464</td>
<td>1.974e-6</td>
</tr>
<tr>
<td>10000</td>
<td>1.64699e-8</td>
<td>1.64493e-8</td>
<td>1.4615e-4</td>
<td>1.4617e-4</td>
<td>1.64469e-8</td>
<td>1.4617e-4</td>
<td>1.9737e-8</td>
</tr>
</tbody>
</table>

Table 2. Approximation supplied by (2.2) and error bounds given by (2.4) for $f(t) = e^{-t}$ and $\text{Arg}(x) = \pi/4$.

| $|x|$ | $L(x)/x$ | 2nd order approx. | Rel. error | Rel. error bound | 3rd order approx. | Rel. error | Rel. error bound |
|------|-----------|--------------------|------------|-----------------|-----------------|------------|-----------------|
| 10   | 0.00140423 | 0.00169996 - 0.01474937i | 0.02       | 0.03            | 0.00137526 - 0.01474937i | 0.0026     | 0.003           |
| 100  | 1.66779e-6 | 1.69965e-6 - 0.0001628i | 1.97e-4    | 1.99e-4         | 1.667495e-6 - 0.00016279i | 2.53e-6    | 2.54e-5         |
| 1000 | 1.69762e-9 | 1.69965e-9 - 1.64323e-6i | 1.974e-6   | 1.976e-7        | 1.6967189e-9 - 1.643234e-6i | 2.522e-9   | 2.524e-9        |
Table 3. Approximation supplied by (2.3) and error bounds given by (2.6) for $f(t) = e^{-t}$ and $\text{Arg}(x) = \pi/3$.

| $|x|$ | $L(x)/x$ | 1st order approx. | Rel. error | Rel. er. bound | 2nd order approx. | Rel. error | Rel. er. bound |
|------|----------|-------------------|------------|----------------|------------------|------------|----------------|
| 0.005 | 99.5004 - 173.204i | 100. - 173.205i | 0.002501 | 0.002503 | 99.5 - 173.205i | 4.17186e-6 | 4.17188e-6 |
| 0.0005 | 999.5 - 1732.0507i | 1000. - 1732.0508i | 2.5001e-4 | 2.5003e-4 | 999.5 - 1732.0508i | 4.164e-8 | 4.167e-8 |
| 0.00005 | 9999.5 - 17320.508i | 10000. - 17320.508i | 2.50001e-5 | 2.50003e-4 | 9999.5 - 17320.508i | 3.79e-10 | 4.e-10 |

Table 4. Approximation supplied by (2.14) and error bound given by (2.27) for $f(t) = t^{2/3}/(1 + t)$ and $x > 0$. In this case $c_n = |a_n|$ ($f(t)$ verifies the error test).

<table>
<thead>
<tr>
<th>$x$</th>
<th>$L(x)$</th>
<th>2nd order approx.</th>
<th>Rel. error</th>
<th>Rel. er. bound</th>
<th>3rd order approx.</th>
<th>Rel. error</th>
<th>Rel. er. bound</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>6.67715</td>
<td>5.27033</td>
<td>0.2</td>
<td>0.56</td>
<td>6.62732</td>
<td>0.007</td>
<td>0.06</td>
</tr>
<tr>
<td>0.01</td>
<td>38.3712</td>
<td>37.6729</td>
<td>0.018</td>
<td>0.04</td>
<td>38.3688</td>
<td>6.25e-5</td>
<td>5.e-4</td>
</tr>
<tr>
<td>0.001</td>
<td>188.402</td>
<td>188.072</td>
<td>0.0017</td>
<td>0.004</td>
<td>188.402</td>
<td>6.e-7</td>
<td>4.8e-6</td>
</tr>
</tbody>
</table>

Table 5. Approximation supplied by (2.14) and error bound given by (2.27) for $f(t) = t^{2/3}/(1 + t)$ and $\text{Arg}(x) = \pi/4$.

| $|x|$ | $L(x)$ | 1st order approx. | Rel. error | Rel. er. bound | 2nd order approx. | Rel. error | Rel. er. bound |
|------|--------|-------------------|------------|----------------|------------------|------------|----------------|
| 0.05 | 6.90631 - 3.78924i | 6.42398 - 3.96219i | 0.065 | 0.18 | 6.90317 - 3.79623i | 9.7e-4 | 8.9e-3 |
| 0.005 | 27.271 - 12.4648i | 27.1074 - 12.5295i | 0.0059 | 0.015 | 27.2709 - 12.4651i | 8.5e-6 | 7.4e-5 |
| 0.0005 | 92.567 - 39.6003i | 92.5141 - 39.6219 i | 5.68e-4 | 0.001 | 92.567 - 39.6003i | 1.68e-7 | 6.996e-7 |
Table 6. Approximation supplied by (2.19) and error bound given by \( \min \{ (2.29), (2.30) \} \) for \( f(t) = \frac{1}{1 + t} \) and \( x > 0 \). In this case \( c_n = |a_n| \) (\( f(t) \) verifies the error test.)

<table>
<thead>
<tr>
<th>x</th>
<th>( L(x) )</th>
<th>1st order approx. Rel. er.</th>
<th>Rel. er. bound</th>
<th>2nd order approx. Rel. er.</th>
<th>Rel. er. bound</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>2.48469</td>
<td>2.30259</td>
<td>0.07</td>
<td>2.48075</td>
<td>0.0016</td>
</tr>
<tr>
<td>0.01</td>
<td>4.63456</td>
<td>4.60517</td>
<td>0.006</td>
<td>4.6345</td>
<td>1.26e-5</td>
</tr>
<tr>
<td>0.001</td>
<td>6.91184</td>
<td>6.90776</td>
<td>5.9e-4</td>
<td>6.91184</td>
<td>1.0e-7</td>
</tr>
</tbody>
</table>

Table 7. Approximation supplied by (2.19) and error bound given by \( \min \{ (2.29), (2.30) \} \) for \( f(t) = \frac{1}{1 + t} \) and for \( \text{Arg}(x) = \frac{\pi}{5} \).

| \( |x| \) | \( L(x) \) | 1st order approx. Rel. er. | Rel. er. bound | 2nd order approx. Rel. er. | Rel. er. bound |
|-------|------------|--------------------------|---------------|--------------------------|---------------|
| 0.05  | 3.09152    | 2.99573                  | 0.03          | 3.09105                 | 3.6e-4        | 6.4e-3        |
| 0.05  | 5.31251    | 5.29832                  | 0.003         | 5.31251                 | 3.0e-6        | 4.8e-5        |
| 0.0005| 7.60279    | 7.6009                   | 2.9e-4        | 7.60279                 | 2.7e-8        | 4.0e-7        |
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