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Abstract. In this paper we study the existence of multiple asymmetric positive solutions for the following symmetric problem:

\[
\begin{cases}
-\Delta u + (\lambda - h(x))u = (1 - f(x))u^p, & x \in \mathbb{R}^N, \\
u(x) > 0, & x \in \mathbb{R}^N, \\
u \in H^1(\mathbb{R}^N),
\end{cases}
\]

where \( \lambda > 0 \) is a parameter, \( h(x) \) and \( f(x) \) are nonnegative radially symmetric functions in \( L^\infty(\mathbb{R}^N) \), \( h(x) \) and \( f(x) \) have compact support in \( \mathbb{R}^N \), \( f(x) \leq 1 \) for all \( x \in \mathbb{R}^N \), \( 1 < p < +\infty \) for \( N = 1, 2 \), \( 1 < p < \frac{N+2}{N-2} \) for \( N \geq 3 \). We prove that for any \( k = 1, 2, \ldots \), if \( \lambda \) is large enough the above problem has positive solutions \( u_\lambda \) concentrating at \( k \) distinct points away from the origin as \( \lambda \) goes to \( \infty \).
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1. Introduction. We are concerned with the existence of asymmetric positive solutions of the following symmetric nonlinear elliptic problem:

\[
\begin{cases}
-\Delta u + (\lambda - h(x))u = (1 - f(x))u^p, & \text{in } \mathbb{R}^N, \\
u > 0, & \text{in } \mathbb{R}^N, \\
u \in H^1(\mathbb{R}^N),
\end{cases}
\]

(1.1)

where \( h(x), f(x) \) are nonnegative, radially symmetric functions in \( L^\infty(\mathbb{R}^N) \), \( f(x) \leq 1 \) for all \( x \in \mathbb{R}^N \), \( h \) and \( f \) have compact support, \( \lambda > \|h\|_{L^\infty(\mathbb{R}^N)} \), \( 1 < p < +\infty \) for \( N = 1, 2 \), and \( 1 < p < \frac{N+2}{N-2} \) for \( N \geq 3 \).

Problem (1.1) has been widely studied (see [5]-[7], [10]-[14], [16], [19], [20], [22], [27] and the references therein). In the one-dimensional case problem (1.1) is a model in nonlinear optics arising in the study of the asymmetric guided waves in a symmetric structure consisting of three layers of dielectric materials whose refractive indices depend on the density of the electric field (see for instance [2, 3, 4, 25] when \( h(x) = \chi_{[-d,d]} \), \( f(x) = \chi_{[-d,d]} \), where \( \chi_{[-d,d]} \) stands for the characteristic function of \([-d,d] \), and \( d > 0 \) is a given number). N.N. Akhmediev proved in [2] that a family of asymmetric solutions bifurcates from the branch of symmetric ones at a certain value \( \lambda = \lambda_0 \), yielding the existence of an asymmetric solution for any \( \lambda > \lambda_0 \).

The same phenomenon is studied in the case \( N = 1 \) by Ambrosetti, Arcoya and Gámez for similar problems by the method of perturbation, and the existence of an asymmetric solution was obtained when the internal layer of the medium is thin \((d \to 0)\) in [3].

When \( N = 2 \), problem (1.1) represents a convenient scalar approximation of a model arising from the study of the propagation of a monochromatic electric field in optical cylindrical waveguides. Such scalar approximations can be found in the engineering and mathematical literature (see [1, 21, 24]). A mathematical description of the propagation of electromagnetic fields in optical cylindrical waveguides having a defocusing or self-focusing dielectric response can be found in papers of O. John and C. Stuart [18] and C. Stuart [26].

A variational technique has been used by Arcoya, Cingolani and Gámez in [4] for \( N = 1 \) and by Cingolani and Gámez for \( N \geq 2 \) in [13] to establish the existence of an asymmetric solution for problem (1.1). The main idea in [4, 13] is: First apply the mountain pass lemma to get the existence of a least-energy solution. Then by comparing the energy of the least-energy solution obtained with those of radially symmetric solutions of (1.1), the authors of [4, 13] prove that the least energy solution is asymmetric. It is worthwhile to point out that \( h(x) \neq 0 \) is crucial in using the mountain pass lemma to obtain the least-energy solution. In comparing the energy, [4] and [13] used the special form \( f(x) = \chi_{B_d} \), where \( \chi_{B_d} \) stands for the characteristic function of \( B_d = \{x \in \mathbb{R}^N \mid |x| < d\} \). In the case \( h(x) \equiv 0 \), it is known that problem (1.1) has no least-energy solution if \( f(x) \neq 0 \). The mountain pass lemma cannot be applied in this case. To deal with a more general radially symmetric function \( f(x) \), we need to use new techniques.
A lot of work has been done for the following problem related to (1.1):

$$\begin{cases}
-\varepsilon^2 \Delta u + V(x)u = K(x)u^p & \text{in } \mathbb{R}^N,\\
u > 0 & \text{in } \mathbb{R}^N,\\u \in H^1(\mathbb{R}^N).
\end{cases}$$

(1.2)

See [5, 6, 11, 14, 22, 27] for example. Under certain conditions it is proved in [27] that (1.2) has a least-energy solution (ground state) for $\varepsilon > 0$ small and such a least-energy solution concentrating at a global minimum of $K(x)$ in the case $V(x)$ is a positive constant. Generalizations have been made for more general nonlinearity by [14]. Among other conditions, $V(x)$ and $K(x)$ are assumed to be at least continuous in all the previous work except in [5], where one positive solution was obtained for $\varepsilon = 1$ when $V(x) \equiv 1$ and $K(x)$ satisfies certain assumptions. In [28], Z.-Q. Wang has considered the following problem:

$$\begin{cases}
-\Delta u + \lambda V(x)u = u^p & \text{in } \mathbb{R}^N,\\u > 0 & \text{in } \mathbb{R}^N,\\u \in H^1(\mathbb{R}^N),
\end{cases}$$

(1.3)

where $\lambda > 0$, $V(x)$ is a continuous, radially symmetric function such that $V$ achieves its global infimum (say $V_0$) on $\{x : |x| = 1\}$ and $V(x) > V_0$ for $1 - \sigma < |x| < 1 + \sigma$, where $\sigma \in (0, 1)$. Let $O(N)$ be the set of all orthogonal transformations in $\mathbb{R}^N$ and let $G$ be a given subgroup of $O(N)$ satisfying certain conditions. By applying the concentration compactness principle to deal with a local minimization problem in a suitable subspace of $H^1(\mathbb{R}^N)$, Z.-Q. Wang proved in [28] that (1.3) has a solution which is $G$-invariant for $\lambda$ large and concentrates on $\{x : |x| = 1\}$ as $\lambda$ goes to infinity. For problem (1.2) with $V(x)$ a positive constant, if $K(x)$ satisfies the same conditions of symmetry as $V(x)$ in (1.3) and $K(x)$ achieves its global maximum (say $K_0$) on $\{x : |x| = 1\}$ and $K(x) < K_0$ for $1 - \sigma < |x| < 1 + \sigma$, where $\sigma \in (0, 1)$, then Wang’s method in [28] can be applied to obtain a similar result as in [28] for (1.2) when $\varepsilon$ is small enough.

The main purpose of the present paper is to obtain multiplicity of asymmetric solutions for problem (1.1) with more general $f(x)$ including $f(x) = \chi_{B_1}$ as a special case. We use a kind of Lyapunov-Schmidt reduction method and make use of the fact that (1.1) is invariant under any subgroup of $O(N)$. For any integer $k \geq 2$, we obtain many asymmetric solutions concentrating at $k$ points away from the origin even if $h(x) \equiv 0$ for $\lambda$ large (see Theorems 2.1 and 2.2). Location of the limiting positions of the peaks of these solutions is obtained for certain cases for the first time. It is interesting that for $k \geq 2$ the limiting positions are different for the case $h(x) \equiv 0$ and $h(x) \equiv 0$ (see Theorem 2.3). It should be pointed out that in the case $h(x) \equiv 0$, no multiplicity of positive solutions was obtained before, not even for the special case $f(x) \equiv \chi_{B_1}$; see Remark 2.4 for more details. In this case, 0 is the infimum of $K(x) = 1 - f(x)$, different from the case that $K(x)$ achieves its global maximum. We would like to point out that we need $\lambda$ to be large, and only for large $\lambda$ do our results improve those in [13].

Our approach in this paper can be applied to deal with functions $h(x)$, $f(x)$ that are not radially symmetric. Still multiplicity can be obtained for solutions of problem (1.1)
when $\lambda$ is large (see Remark 2.4). In this case even the existence of one positive solution is not trivial if $h(x) \equiv 0$, $f(x) \neq 0$ (see [5, 6]).

We would like to point out that the phenomenon that symmetric problems have asymmetric solutions has been studied by many authors for various kind of problems. For example, in [8], Brezis and Nirenberg proved the existence of an asymmetric solution for some nonlinear elliptic PDEs on an annulus. Some other works dealing with asymmetric solutions to radially symmetric semilinear elliptic equations are [11, 15, 17, 20].

2. Main results and remarks. We consider the following nonlinear problem:

\[
\begin{aligned}
-\Delta u + (\lambda - h(x))u &= (1 - f(x))u^p \quad \text{in } \mathbb{R}^N, \\
u &> 0 \quad \text{in } \mathbb{R}^N, \\
u &\in H^1(\mathbb{R}^N),
\end{aligned}
\]

where $\lambda > 0$ is a parameter, $1 < p < \frac{N + 2}{N - 2}$ if $N \geq 3$, $1 < p < +\infty$ if $N = 1, 2$. $h$ and $f$ are both radially symmetric functions in $L^\infty(\mathbb{R}^N)$. We will use the following assumptions:

(h1) $h(x) \geq 0$ in $\mathbb{R}^N$ and $h$ has a compact support,

(f1) $0 \leq f(x) \leq 1$ in $\mathbb{R}^N$, $f$ has a compact support.

Let $r_f = \sup\{r | \exists \text{ some } x \in \mathbb{R}^N, |x| = r, f(x) > 0\}$.

(f2) There exist $\theta > 0$, $f_0 > 0$, such that $f(x) \geq f_0$ for any $x$ with $r_f - \theta < |x| < r_f$.

To state our main results, some notation is in order. Let

\[
\|u\| = \left( \int_{\mathbb{R}^N} (|\nabla u|^2 + u^2) \right)^{\frac{1}{2}}
\]

be the usual norm in $H^1(\mathbb{R}^N)$, the completion of $C_0^\infty(\mathbb{R}^N)$ under the norm. Let $U$ be the unique positive solution of

\[
\begin{aligned}
-\Delta u + u &= u^p \quad \text{in } \mathbb{R}^N, \\
u &> 0 \quad \text{in } \mathbb{R}^N, \\
u &\in H^1(\mathbb{R}^N), \ u(0) = \max_{x \in \mathbb{R}^N} u(x).
\end{aligned}
\]

It is known from [6] and [19] that $U$ is radially symmetric, strictly decreasing with respect to $|x|$ and

\[
\begin{aligned}
&U(x)e^{\frac{|x|}{N-1}} \to c_0 > 0 \quad \text{as } |x| \to \infty, \\
&\frac{|\nabla U(x)|}{|U(x)|} \to 1 \quad \text{as } |x| \to \infty.
\end{aligned}
\]

Let $O(N)$ be the set of all orthogonal transformations in $\mathbb{R}^N$ and $G$ be a finite subgroup of $O(N)$ generated by $g$, that is, $G = \{g, g^2, \ldots, g^k = id\}$ for some integer $k \geq 1$.

Theorem 2.1. Suppose (h1), (f1) and (f2) hold and $\text{meas}\{x \in \mathbb{R}^N | h(x) > 0\} > 0$. Then there exists a $\lambda_0 > 0$ such that for $\lambda \geq \lambda_0$ Problem (2.1) has a solution $u_\lambda$ satisfying

\[
u_{\lambda}(x) = \lambda^{\frac{N - p}{p}} \left(U(\sqrt{\lambda} (x - x_\lambda)) + \omega_\lambda(\sqrt{\lambda} x)\right),
\]
where
\[ \omega_\lambda \in H^1(\mathbb{R}^N), \quad x_\lambda \in \mathbb{R}^N \quad \text{and} \]
\[ \|\omega_\lambda\| \to 0 \quad \text{as} \quad \lambda \to +\infty, \]
\[ x_\lambda \in \mathbb{R}^N \setminus \text{supp} f, \quad |x_\lambda| > r_f \quad \text{for} \quad \lambda \text{ large.} \]

**Theorem 2.2.** Suppose (h1), (f1) and (f2) hold and \( G = \{g, \ldots, g^{k-1}, g^k = id\} \subset \text{O}(N), k \geq 2 \). Suppose that \( G \) has no fixed point in the unit sphere. Then there is a \( \lambda_0 > 0 \) such that for \( \lambda \geq \lambda_0 \) problem (2.1) has a solution \( u_\lambda \) satisfying
\[ u_\lambda(x) = \lambda^{\frac{N+1}{2}} \left( \alpha_\lambda \sum_{i=1}^{k} U(\sqrt{\lambda}(x - g^i(x))) + \omega_\lambda(\sqrt{\lambda}x) \right), \]
where \( \omega_\lambda(g^i(x)) = \omega_\lambda(x) \) for any \( i = 1, \ldots, k \),
\[ \alpha_\lambda \to 1, \quad \|\omega_\lambda\| \to 0 \quad \text{as} \quad \lambda \to +\infty, \]
\[ x_\lambda \in \mathbb{R}^N \setminus \text{supp} f, \quad |x_\lambda| > r_f \quad \text{for} \quad \lambda \text{ large.} \]

**Theorem 2.3.** Let \( u_\lambda \) be the solutions obtained in Theorems 2.1 and 2.2.

(i) Suppose \( k \geq 1, h(x) = 0 \) if \( |x| \geq r_f; h(x) \geq h_0 > 0 \) if \( r_f - \bar{\theta} \leq |x| < r_f \) for some \( \bar{\theta} \in (0, r_f) \). Then as \( \lambda \to \infty \),
\[ \frac{\sqrt{\lambda} |x_\lambda| - r_f}{\ln \lambda} \to \frac{1}{p - 1}, \tag{2.4} \]

(ii) Suppose \( h \equiv 0, G = G_1 \times G_2, G_1 \subset \text{O}(2) \) and \( G_2 \subset \text{O}(N - 2) \) if \( N \geq 3 \), where \( G \)
acts canonically on \( \mathbb{R}^2 \times \mathbb{R}^{N-2} \) and \( G_1 = R_k \subset \text{O}(2) \) with \( R_k \) being the subgroup of rotation by an angle equal to integer multiples of \( \frac{2\pi}{k} \), \( G_2 = \text{O}(N - 2) \) if \( N \geq 4 \), \( G_2 = \{id, -id\} \) if \( N = 3 \). Let \( x_\lambda \to x \) as \( \lambda \to \infty \). Then
\[ |x| = \frac{(p + 1)r_f}{p - 1 - 2 \sin \frac{\pi}{k}}. \tag{2.5} \]

We end this section with the following remark.

**Remark 2.4.** The case that \( h(x) \) and \( f(x) \) are not radially symmetric functions can be dealt with by the approach used in the next two sections. Suppose \( h(g^i(x)) = h(x), f(g^i(x)) = f(x) \) for any \( i = 1, \ldots, k \). Then Theorem 2.1 and Theorem 2.2 are still true. Notice that if \( h(x) \equiv 0 \), problem 2.1 has no least-energy solution (see [5] for example). It is known that
\[ E(u) = \frac{1}{2} \int_{\mathbb{R}^N} (|\nabla u|^2 + \lambda u^2) - \frac{1}{p+1} \int_{\mathbb{R}^N} (1 - f(x))|u|^{p+1} \]
does not satisfy the Palais-Smale condition, and therefore the existence of even one positive solution is not easy to establish (see [5] [6]). By making use of the symmetry of \( f(x) \) (not radially symmetric) we can obtain multiple positive solutions even when \( f(x) \equiv \chi_{B_{r_d}} \). Such a result seems to have not been known before.

**Remark 2.5.** In Theorem 2.3 we only deal with the case \( \text{supp} f = \text{supp} h \). It is easy to see that the technique used to prove Theorem 2.3 is still applicable to deal with the case \( \text{supp} f \neq \text{supp} h \).

For a similar problem \( (f(x) \equiv 0, h(x) \equiv 0) \) in an exterior domain, see [10].

**Remark 2.6.** Theorem 2.2 is still true if \( G = G_1 \times G_2 \) as in (ii) of Theorem 2.3.
3. Framework and preliminary results. Suppose that $u$ is a solution of problem (2.1). Let $v = \lambda \frac{1}{\varepsilon} u$. Then $v$ is a solution of the following problem:

$$
\begin{align*}
-\varepsilon^2 \Delta u + (1 - \varepsilon^2 h(x))u &= (1 - f(x))u^p \quad \text{in } \mathbb{R}^N, \\
u &= 0 \quad \text{in } \mathbb{R}^N, \\
u &\in H^1(\mathbb{R}^N),
\end{align*}
$$

(3.1)

where $\varepsilon > 0$ ($\varepsilon = \frac{1}{k}$, $\varepsilon$ small.

We will consider (3.1) instead of (2.1) in the sequel.

Let $I_{\varepsilon}(u)$ be the variational functional associated with (3.1) defined by

$$
I_{\varepsilon}(u) = \frac{1}{2} \int_{\mathbb{R}^N} (\varepsilon^2 |\nabla u|^2 + (1 - \varepsilon^2 h(x))u^2) - \frac{1}{p+1} \int_{\mathbb{R}^N} (1 - f(x))|u|^{p+1}.
$$

(3.2)

For $z \in \mathbb{R}^N$, set $U_{\varepsilon,z}(x) = U_{\varepsilon}(\frac{1}{\varepsilon}(x-z))$. For $u,v \in H^1(\mathbb{R}^N)$, set $\langle u,v \rangle_{\varepsilon} = \int_{\mathbb{R}^N} (\varepsilon^2 \nabla u \nabla v + uv)$ and $\|u\|_{\varepsilon}^2 = \langle u,u \rangle_{\varepsilon}$. For $y = (y^1, \ldots, y^k) \in \mathbb{R}^N \times \cdots \times \mathbb{R}^N$, $\delta > 0$, define

$$
E^k_{\varepsilon,y} = \left\{ v \in H^1(\mathbb{R}^N) \mid \langle U_{\varepsilon,y^i}, v \rangle_{\varepsilon} = \langle \frac{\partial U_{\varepsilon,y^i}}{\partial y_l^i}, v \rangle_{\varepsilon} = 0, \right. $$

for $i = 1, \ldots, k, \ell = 1, \ldots, N \bigg\},
$$

$$
\Omega_{\varepsilon,\delta}^{k} = \left\{ y = (y^1, \ldots, y^k) \mid |y^i| \in \mathbb{R}^N, |y^i| > r_f + \delta \varepsilon \ln \frac{1}{\varepsilon}, |y^i - y^j| > \varepsilon \delta^{-1}, \right. $$

for $i,j = 1, \ldots, k, i \neq j \bigg\},
$$

$$
M_{\varepsilon,\delta}^{k} = \left\{ (y,\alpha,v) \mid y \in \Omega_{\varepsilon,\delta}^{k}, \alpha = (\alpha_1, \ldots, \alpha_k) \in \mathbb{R}^k, |\alpha_i| < \delta, \right. $$

for $i = 1, \ldots, k, v \in E_{\varepsilon,y}, \|v\|_{\varepsilon} < \delta \varepsilon^{N/2} \bigg\}.
$$

We look for solutions for problem (3.1) of the form $u_{\varepsilon}(x) = \sum_{i=1}^{k} \alpha_i U_{\varepsilon,y^i} + v$ with $(y,\alpha,v) \in M_{\varepsilon,\delta}^{k}$ for some suitable $\delta > 0$. Define

$$
J_{\varepsilon}(y,\alpha,v) = I_{\varepsilon} \left( \sum_{i=1}^{k} \alpha_i U_{\varepsilon,y^i} + v \right).
$$

(3.3)

Let us recall a known fact that is important in our argument. It is known that (see [9, 10, 11] and [22]; for earlier work on a similar problem, see [23]) for $\delta > 0$ small,

$u = \sum_{i=1}^{k} \alpha_i U_{\varepsilon,y^i} + v$ is a critical point of $I_{\varepsilon}$ in $H^1(\mathbb{R}^N)$ if and only if $(y,\alpha,v)$ is a critical point of $J_{\varepsilon}(y,\alpha,v)$ in $M_{\varepsilon,\delta}^{k}$. We notice that $(y,\alpha,v)$ is a critical point of $J_{\varepsilon}(y,\alpha,v)$ if and only if there exist $\xi_i, \eta_i^j$ in $\mathbb{R}$ ($i = 1, \ldots, k, \ell = 1, \ldots, N$) such that

$$
\frac{\partial J_{\varepsilon}(y,\alpha,v)}{\partial \alpha_i} = 0,
$$

(3.4)

$$
\frac{\partial J_{\varepsilon}(y,\alpha,v)}{\partial \nu}(\varphi) = \sum_{i=1}^{k} \xi_i(U_{\varepsilon,y^i}, \varphi)_\varepsilon + \sum_{i=1}^{k} \sum_{\ell=1}^{N} \eta_i^j \frac{\partial U_{\varepsilon,y^i}}{\partial y_l^j}(\varphi)_\varepsilon,
$$

(3.5)
for every $\varphi \in H^1(\mathbb{R}^N)$,
\[
\frac{\partial J_\varepsilon(y, \alpha, v)}{\partial y^i} = \sum_{m=1}^{N} \eta^i_m \frac{\partial^2 U_{\varepsilon, y^i}}{\partial y^i \partial y^m}v^i. \tag{3.6}
\]

For problem (3.1) we have the following result from which Theorem 2.1 and Theorem 2.2 can be deduced.

**Theorem 3.1.** Let $G = \{g, g^2, \ldots, g^k = id\}$ be a finite subgroup of the orthogonal transformation $O(N)$ in $\mathbb{R}^N$ generated by $g$ and such that $G$ has no fixed point in the unit sphere. Suppose (h1), (f1) and (f2) hold and $\text{meas}\{x \in \mathbb{R}^N \mid h(x) > 0\} > 0$ for $k = 1$. Then there exists $\varepsilon_0 > 0$ such that for $\varepsilon \in (0, \varepsilon_0]$ problem (3.1) has a solution $u_\varepsilon$ of the form
\[
u_\varepsilon(x) = \alpha_\varepsilon \sum_{i=1}^{k} U_{\varepsilon, y^i} + v_\varepsilon \tag{3.7}
\]
with $\alpha_\varepsilon > 0$, $y_\varepsilon =: (y_1^\varepsilon, \ldots, y_k^\varepsilon) = (g^1z_\varepsilon, g^2z_\varepsilon, \ldots, g^{k-1}z_\varepsilon, z_\varepsilon) \in \mathbb{R}^{N} \times \cdots \times \mathbb{R}^{N}$, $v_\varepsilon \in E_{\varepsilon, y_\varepsilon} \cap \{x \in \mathbb{R}^N \mid \text{dist}(x, \partial \Omega) > 0\}$ such that for $\varepsilon \to 0$,
\[
\alpha_\varepsilon \to 1, \quad \varepsilon^{-\frac{N}{2}} \|v_\varepsilon\| \to 0, \quad |z_\varepsilon| > r_f + c_0 \varepsilon \ln \frac{1}{\varepsilon},
\]
for some $c_0 > 0$.

To show Theorem 3.1 some preliminary results have to be established first. The following result will play an important role in our proof of Theorem 3.1.

**Proposition 3.2.** For any given positive $\delta$ small enough, there exists an $\varepsilon_0 > 0$ such that for $\varepsilon \in (0, \varepsilon_0]$ there is a unique $C^1$-map: $y = (y^1, \ldots, y^k) \in \Omega^\varepsilon_{\varepsilon, \delta} \mapsto (\alpha_{\varepsilon, y}, v_{\varepsilon, y}) \in E_{\varepsilon, y} \cap \{x \in \mathbb{R}^N \mid \text{dist}(x, \partial \Omega) > 0\}$ for some $\xi_i, \eta^i_{\varepsilon}$ for $i = 1, \ldots, k, \ell = 1, \ldots, N$. Furthermore, letting $\alpha_{\varepsilon, y} = (\alpha_{\varepsilon, y, 1}, \ldots, \alpha_{\varepsilon, y, k})$ we have
\[
\varepsilon^\frac{N}{2} \sum_{i=1}^{k} |\alpha_{\varepsilon, y, i} - 1| + \|v_{\varepsilon, y}\| = O \left( \varepsilon^\frac{N}{2} \sum_{i=1}^{k} e^{-(1+p-\sigma)(|y^i|-r_j)/\varepsilon} \right) + O \left( \varepsilon^\frac{N}{2} \sum_{i < j} e^{-q|y^i|-y^j|/\varepsilon} \right) + O \left( \varepsilon^2 \left( \sum_{i=1}^{k} \int_{\mathbb{R}^N} h(x)U_{\varepsilon, y}^2 \right)^{1/2} \right) \tag{3.8}
\]
for any $\sigma > 0$, where $q > \frac{1}{4}$.

**Proof.** Although the idea of our proof of Proposition 3.2 is the same as in [9], [11] and [22], the estimates involved here are quite different and we give a sketch here.
For $\omega_i = (\beta^i, v_i) \in \mathbb{R}^k \times E_{\varepsilon,y}^k, i = 1, 2$, define

$$
(\omega_1, \omega_2) = \varepsilon^N \sum_{i=1}^{N} \beta_i^1 \beta_i^2 + (v_1, v_2)_\varepsilon.
$$

\hfill (3.9)

Let $[\omega]_\varepsilon = \sqrt{(\omega, \omega)_\varepsilon}$. $\mathbb{R}^k \times E_{\varepsilon,y}^k$ is a linear space with scalar product defined by (3.9). Set $\alpha_0 = (1, \ldots, 1) \in \mathbb{R}^k$, $\beta = \alpha - \alpha_0$, $\omega = (\beta, v)$ and $J_\varepsilon^*(y, \omega) = J_\varepsilon(y, \alpha, v)$.

Expanding $J_\varepsilon^*(y, \omega)$ at $\omega_0 = (0,0)$ we obtain

$$
J_\varepsilon(y, \alpha, v) = J_\varepsilon(y, \alpha_0, 0) + f_{\varepsilon,y}(\omega) + Q_{\varepsilon,y}(\omega) + R_{\varepsilon,y}(\omega),
$$

\hfill (3.10)

where $f_{\varepsilon,y}(\omega)$ is the linear part, $Q_{\varepsilon,y}(\omega)$ is the quadratic part and $R_{\varepsilon,y}(\omega)$ is the remainder of higher order,

$$
f_{\varepsilon,y}(\omega) = -\varepsilon^2 \int_{\mathbb{R}^N} h(x)v \sum_{i=1}^{k} U_{\varepsilon,y}^i - \int_{\mathbb{R}^N} (1 - f(x))v \left( \sum_{i=1}^{k} U_{\varepsilon,y}^i \right)^p
$$

$$
+ \sum_{i=1}^{k} \beta_i \left( \int_{\mathbb{R}^N} \varepsilon^2 \nabla U_{\varepsilon,y} \nabla \left( \sum_{j=1}^{k} U_{\varepsilon,y}^j \right) + (1 - \varepsilon^2 h(x)) U_{\varepsilon,y} \sum_{j=1}^{k} U_{\varepsilon,y}^j \right)
$$

$$
- \int_{\mathbb{R}^N} (1 - f(x)) U_{\varepsilon,y} \left( \sum_{j=1}^{k} U_{\varepsilon,y}^j \right)^p, \tag{3.11}
$$

$$
Q_{\varepsilon,y}(\omega) = \frac{1}{2} Q_{\varepsilon,y}^{(1)}(v) + \frac{1}{2} Q_{\varepsilon,y}^{(2)}(\beta) + \frac{1}{2} Q_{\varepsilon,y}^{(3)}(\omega), \tag{3.12}
$$

with $Q_{\varepsilon,y}^{(i)} (i = 1, 2, 3)$ being given by the following:

$$
Q_{\varepsilon,y}^{(1)}(v) = \int_{\mathbb{R}^N} \left( \varepsilon^2 |\nabla v|^2 + (1 - \varepsilon^2 h(x)) v^2 \right) - p \int_{\mathbb{R}^N} \left( 1 - f(x) \right) \left( \sum_{i=1}^{k} U_{\varepsilon,y}^i \right)^{p-1} v^2, \tag{3.13}
$$

$$
Q_{\varepsilon,y}^{(2)}(\beta) = \sum_{i,j=1}^{k} \beta_i \beta_j \int_{\mathbb{R}^N} \left( \varepsilon^2 \nabla U_{\varepsilon,y} \nabla U_{\varepsilon,y} + (1 - \varepsilon^2 h(x)) U_{\varepsilon,y} U_{\varepsilon,y} \right)
$$

$$
- p(1 - f(x)) \left( \sum_{i=1}^{k} U_{\varepsilon,y} \right)^{p-1} U_{\varepsilon,y} U_{\varepsilon,y}, \tag{3.14}
$$

$$
Q_{\varepsilon,y}^{(3)}(\omega) = - \sum_{i=1}^{k} \beta_i \left( \varepsilon^2 \int_{\mathbb{R}^N} h(x) U_{\varepsilon,y} v + p \int_{\mathbb{R}^N} \left( 1 - f(x) \right) \left( \sum_{i=1}^{k} U_{\varepsilon,y} \right)^{p-1} U_{\varepsilon,y} v \right), \tag{3.15}
$$

\begin{align*}
R_{\varepsilon,y}(\omega) &= O(\omega^{p^*}) , \\
R_{\varepsilon,y}'(\omega) &= O(\omega^{p^*-1}) , \\
R_{\varepsilon,y}''(\omega) &= O(\omega^{p^*-2}) ,
\end{align*}

\hfill (3.16)

where $p^* = \min\{p + 1, 3\} > 2$. In (3.10) and hereafter we will use $O(t)$ to denote all the quantities $C(t)$ such that $C(t)$ is bounded for $t > 0$ small.

It follows from the fact that $f_{\varepsilon,y}$ is a continuous form over $\mathbb{R}^k \times E_{\varepsilon,y}^k$ that there exists a unique element $\tilde{f}_{\varepsilon,y} \in \mathbb{R}^k \times E_{\varepsilon,y}^k$ satisfying

$$
f_{\varepsilon,y}(\omega) = (\tilde{f}_{\varepsilon,y}, \omega)_\varepsilon \text{ for any } \omega \in \mathbb{R}^k \times E_{\varepsilon,y}^k. \tag{3.17}
$$
As in \[23\], by the implicit function theorem we get \(\varepsilon_0 > 0\), \(\delta_0 > 0\) and a \(C^1\)-map \(\omega_\varepsilon = (\beta_\varepsilon, v_\varepsilon) : y \in \Omega_{\varepsilon, \delta} \mapsto \mathbb{R}^k \times E_{\varepsilon, y}^k\) for \(\varepsilon \in (0, \varepsilon_0), \delta \in (0, \delta_0)\) satisfying (3.22) and

\[
[\omega_\varepsilon]_\varepsilon \leq C [\hat{f}_{\varepsilon, y}]_\varepsilon. \tag{3.23}
\]

We will show that for \(\varepsilon > 0\) small, \(A_{\varepsilon, y}\) has a bounded inverse. To do this we analyze \(Q_{\varepsilon, y}^{(1)}, Q_{\varepsilon, y}^{(2)}\) and \(Q_{\varepsilon, y}^{(3)}\) respectively.

By Lemma 2.2 in \[22\], there is a \(\rho > 0\) independent of \(y\) and \(\varepsilon\) such that

\[
Q_{\varepsilon, y}^{(1)}(\nu) \geq \rho \|\nu\|^2_{\varepsilon} \quad \text{for all} \quad \nu \in E_{\varepsilon, y}^k. \tag{3.19}
\]

On the other hand, there exists a constant \(C_N > 0\) such that

\[
Q_{\varepsilon, y}^{(2)}(\beta) = \sum_{i=1}^k \beta_i^2 \left( \int_{\mathbb{R}^N} (\varepsilon^2 |\nabla U_{\varepsilon, y}|^2 + U_{\varepsilon, y}^2) - p \int_{\mathbb{R}^N} U_{\varepsilon, y}^{p+1} + O(\varepsilon^{N+2}) \right)
+ o(1) \sum_{i,j=1, i \neq j} |\beta_i| |\beta_j| \varepsilon^N
\leq -C_N \sum_{i=1}^k \beta_i^2 \varepsilon^N = -C_N |\beta|^2 \varepsilon^N. \tag{3.20}
\]

Here and hereafter, we will use \(o(1)\) to denote various quantities that go to zero as \(\varepsilon \to 0^+\).

Similarly we have

\[
Q_{\varepsilon, y}^{(3)}(\omega) = O(1) |\omega|_{\varepsilon}^2. \tag{3.21}
\]

From (3.20) and (3.21), we conclude that there exists a unique linear operator \(B_{\varepsilon, y}\) from \(\mathbb{R}^k \times E_{\varepsilon, y}^k\) onto itself such that \((B_{\varepsilon, y} \omega_\varepsilon, \omega_\varepsilon) = \frac{1}{2}Q_{\varepsilon, y}^{(1)}(\nu) + \frac{1}{2}Q_{\varepsilon, y}^{(2)}(\beta)\). In view of (3.19) and (3.20), \(B_{\varepsilon, y}\) is invertible and \(\|B_{\varepsilon, y}^{-1}\| \leq C^*\) for some \(C^* > 0\) independent of \(y\) and \(\varepsilon\). From (3.21) we obtain \(\|A_{\varepsilon, y} - B_{\varepsilon, y}\| = \frac{1}{2} |Q_{\varepsilon, y}^{(3)}(\omega)| = o(1)\). Hence for \(\varepsilon\) small, \(A_{\varepsilon, y}\) is invertible and \(\|A_{\varepsilon, y}^{-1}\| \leq 2C^*\). Now following the argument in \[9\], \[11\] (or in \[23\]) we have

\[
\frac{\partial J^*(y, \omega)}{\partial \omega} \bigg|_{\mathbb{R}^k \times E_{\varepsilon, y}^k} = \hat{f}_{\varepsilon, y} + 2A_{\varepsilon, y} + R_{\varepsilon, y}(\omega).
\]

There exists an equivalence between the existence of \(\omega = (\beta, \nu)\) such that (3.3) and (3.5) hold for \((y, \beta + \alpha_0, \nu)\) and

\[
\hat{f}_{\varepsilon, y} + 2A_{\varepsilon, y} + R_{\varepsilon, y}(\omega) = 0. \tag{3.22}
\]

As in \[23\], by the implicit function theorem we get \(\varepsilon_0 > 0\), \(\delta_0 > 0\) and a \(C^1\)-map \(\omega_\varepsilon = (\beta_\varepsilon, v_\varepsilon) : y \in \Omega_{\varepsilon, \delta} \mapsto \mathbb{R}^k \times E_{\varepsilon, y}^k\) for \(\varepsilon \in (0, \varepsilon_0), \delta \in (0, \delta_0)\) satisfying (3.22) and

\[
[\omega_\varepsilon]_{\varepsilon} \leq C [\hat{f}_{\varepsilon, y}]_{\varepsilon}. \tag{3.23}
\]
To obtain estimate (3.24) we need to get the estimate of \( \hat{f}_{\varepsilon,y} \). To this end, we need to estimate each integral in (3.11). Using (2.3), we have for any fixed \( \sigma > 0 \),

\[
\int_{\mathbb{R}^N} (1 - f(x)) v \left( \sum_{i=1}^{k} U_{\varepsilon,y_i} \right)^p = \int_{\mathbb{R}^N} (1 - f(x)) v \sum_{i=1}^{k} U_{\varepsilon,y_i}^p + O \left( \sum_{i<j}^{k} \int_{\mathbb{R}^N} U_{\varepsilon,y_i}^{p/2} U_{\varepsilon,y_j}^{p/2} |v| \right)
\]

\[
= - \int_{\mathbb{R}^N} f(x) v \sum_{i=1}^{k} U_{\varepsilon,y_i}^p + O \left( \varepsilon^{N} \sum_{i,j=1}^{k} e^{-\sigma |y_i - y_j|/(2\varepsilon)} \|v\| \right.
\]

\[
= O \left( \varepsilon^{N} \left( \sum_{i=1}^{k} e^{-\sigma |y_i - y_j|/\varepsilon} + \sum_{i,j=1}^{k} e^{-\sigma |y_i - y_j|/2\varepsilon} \right) \|v\| \right),
\]

(3.24)

\[
\left| \int_{\mathbb{R}^N} h(x) v \sum_{i=1}^{k} U_{\varepsilon,y_i} \right| \leq \left( \sum_{i=1}^{k} \int_{\mathbb{R}^N} h^2(x) U_{\varepsilon,y_i}^2 \right)^{\frac{1}{2}} \|v\| \varepsilon
\]

\[
= O \left( \left( \sum_{i=1}^{k} \int_{\mathbb{R}^N} h(x) U_{\varepsilon,y_i}^2 \right)^{\frac{1}{2}} \|v\| \right),
\]

(3.25)

and

\[
\int_{\mathbb{R}^N} \left( \varepsilon^2 \nabla U_{\varepsilon,y_i} \nabla \left( \sum_{j=1}^{k} U_{\varepsilon,y_j} \right) + (1 - \varepsilon^2 h(x)) U_{\varepsilon,y_i} \sum_{j=1}^{k} U_{\varepsilon,y_j} \right) - \int_{\mathbb{R}^N} (1 - f(x)) U_{\varepsilon,y_i} \left( \sum_{j=1}^{k} U_{\varepsilon,y_j} \right)^p
\]

\[
= \sum_{j=1}^{k} \int_{\mathbb{R}^N} U_{\varepsilon,y_j} U_{\varepsilon,y_i} - \varepsilon^2 \int_{\mathbb{R}^N} h(x) U_{\varepsilon,y_i} \sum_{j=1}^{k} U_{\varepsilon,y_j} - \int_{\mathbb{R}^N} (1 - f(x)) U_{\varepsilon,y_i}^{p+1}
\]

\[
+ O \left( \sum_{i,j=1}^{k} \int_{\mathbb{R}^N} U_{\varepsilon,y_i} U_{\varepsilon,y_j} \right)
\]

\[
= -\varepsilon^2 \int_{\mathbb{R}^N} h(x) U_{\varepsilon,y_i}^2 + O \left( \varepsilon^{N} \sum_{i,j=1}^{k} e^{-\sigma |y_i - y_j|/\varepsilon} \right)
\]

\[
+ O \left( \varepsilon^{N} \sum_{i=1}^{k} e^{-(p+1-\sigma)(|y_i| - \tau_f)/\varepsilon} \right).
\]

(3.26)
Using (3.24), (3.26) and (3.25) in (3.11) we derive for some \( q > \frac{1}{2} \), any \( \sigma > 0 \) and \( \varepsilon > 0 \) small,

\[
[\omega_\varepsilon] = O\left( \varepsilon^{\frac{k}{2}} \sum_{i,j=1}^{k} e^{-q|y_i - y_j|/\varepsilon} \right) + O\left( \varepsilon^{\frac{k}{2}} \sum_{i=1}^{k} e^{-(p+1-\sigma)(|y_i|-r_f)/\varepsilon} \right) + O\left( \varepsilon^{\frac{1}{2}} \left( \int_{\mathbb{R}^N} h(x) \sum_{i=1}^{k} U_{\varepsilon, y_i}^2 \right)^{\frac{1}{2}} \right),
\]

which deduces (3.28) and completes our proof.

\[\square\]

4. Proof of the main results. In this section, we give proofs of Theorem 2.1 and Theorem 2.2. To do this, we need only show Theorem 3.1.

Denote, for \( \delta > 0 \), \( R > r_f + \delta \ln \frac{1}{\varepsilon} \), the annulus in \( \mathbb{R}^N \) by

\[ B_{\delta, R} = \{ z \in \mathbb{R}^N \mid r_f + \delta \ln \frac{1}{\varepsilon} < |z| < R \}. \]

Let \( G = \{ g, g^2, \ldots, g^k = id \} \subset O(N) \) and set

\[ D_{\delta, R} = \{ y = (gz, g^2z, \ldots, g^{k-1}z, z) \mid z \in B_{\delta, R} \}. \]

We will establish the existence of the critical point of \( J_\varepsilon(y, \alpha_{\varepsilon, y}, v_{\varepsilon, y}) \) in \( D_{\delta, R} \) via solving the following minimization problem:

\[
m_{\varepsilon, \delta, R} = \inf \{ J_\varepsilon(y, \alpha_{\varepsilon, y}, v_{\varepsilon, y}) \mid y \in \overline{D}_{\delta, R} \} \]

for \( \delta > 0 \) small and \( R > 0 \) large, where \( (\alpha_{\varepsilon, y}, v_{\varepsilon, y}) \) is obtained as in Proposition 3.2 for \( y \in \overline{D}_{\delta, R} \).

First we prove that \( m_{\varepsilon, \delta, R} \) can be achieved by some interior point in \( D_{\delta, R} \).

**Lemma 4.1.** There exist \( \delta > 0, R > r_f + \delta \ln \frac{1}{\varepsilon} \) such that \( m_{\varepsilon, \delta, R} \) is achieved by some \( y_e \in D_{\delta, R} \) if \( \varepsilon > 0 \) is small enough.

**Proof.** For any \( z \in B_{\delta, R} \), denote \( |z| = r \). Suppose \( y = (gz, g^2z, \ldots, g^{k-1}z, z) \). We have for \( i \neq j \), \( |y_i - y_j| = |g_i z - g_j z| = \theta_i \theta_j r \), where \( \theta_i \in (\theta_0, 2] \) with \( \theta_0 > 0 \) depending on \( k \) and \( N \) only, \( \theta_{ij} = 2 \) if \( k = 2 \), and \( \theta_{ij} < 2 \) if \( k \geq 3 \).

Next we show that for some \( 1 > \delta > 0, R \gg 1 \),

\[
m_{\varepsilon, \delta, R} < \min \{ J_\varepsilon(y, \alpha_{\varepsilon, y}, v_{\varepsilon, y}) \mid y \in \partial D_{\delta, R} \}. \]

(4.2)
To this end, we need to estimate $J_\varepsilon(y,\alpha_\varepsilon,y,\nu_\varepsilon,y)$ for $y \in \partial D_\delta,R$. From the proof of Proposition 3.2 we have

\begin{align*}
J_\varepsilon(y,\alpha_\varepsilon,y,\nu_\varepsilon,y) &= J_\varepsilon(y,\alpha_0,0) + O([\omega_\varepsilon]^2) \\
&= J_\varepsilon(y,\alpha_0,0) + O\left(\varepsilon^N \sum_{i,j=1 \atop i \neq j}^{k} e^{-2q\theta_{ij}\tau/\varepsilon}\right) \\
&\quad + O\left(\varepsilon^4 \left(\int_{\mathbb{R}^N} h(x) \sum_{i=1}^{k} U^2_{\varepsilon,y_i}\right)\right) \\
&\quad + O\left(\varepsilon^N e^{-(2p-2\sigma)(r-r_f)/\varepsilon}\right) \quad \text{(4.3)}
\end{align*}

Denote $A = \frac{1}{2} \int_{\mathbb{R}^N} (|\nabla U|^2 + U^2) - \frac{1}{p+1} \int_{\mathbb{R}^N} U^{p+1}$. Then

\begin{align*}
J_\varepsilon(y,\alpha_0,0) &= \frac{1}{2} \int_{\mathbb{R}^N} \left(\varepsilon^2 |\nabla \left(\sum_{i=1}^{k} U_{\varepsilon,y_i}\right)|^2 + (1 - \varepsilon^2 h(x)) \left(\sum_{i=1}^{k} U_{\varepsilon,y_i}\right)^2\right) \\
&\quad - \frac{1}{p+1} \int_{\mathbb{R}^N} \left(1 - f(x)\right) \left(\sum_{i=1}^{k} U_{\varepsilon,y_i}\right)^{p+1} \\
&= \sum_{i=1}^{k} \left(\frac{1}{2} \int_{\mathbb{R}^N} \varepsilon^2 |\nabla U_{\varepsilon,y_i}|^2 + U^2_{\varepsilon,y_i}\right) - \frac{1}{p+1} \int_{\mathbb{R}^N} U^{p+1}_{\varepsilon,y_i} \\
&\quad + \frac{1}{2} \sum_{i,j=1 \atop i \neq j}^{k} \int_{\mathbb{R}^N} \left(\varepsilon^2 \nabla U_{\varepsilon,y_i} \nabla U_{\varepsilon,y_j} + U_{\varepsilon,y_i} U_{\varepsilon,y_j}\right) \\
&\quad - \frac{\varepsilon^2}{2} \int_{\mathbb{R}^N} h(x) \left(\sum_{i=1}^{k} U_{\varepsilon,y_i}\right)^2 \\
&\quad - \frac{1}{p+1} \int_{\mathbb{R}^N} \left(1 - f(x)\right) \left(\sum_{i=1}^{k} U_{\varepsilon,y_i}\right)^{p+1} - \sum_{i=1}^{k} U^{p+1}_{\varepsilon,y_i} \\
&= k\varepsilon^N A - \frac{2}{2} \int_{\mathbb{R}^N} h(x) \left(\sum_{i=1}^{k} U_{\varepsilon,y_i}\right)^2 + \frac{1}{2} \sum_{i,j=1 \atop i \neq j}^{k} \int_{\mathbb{R}^N} U_{\varepsilon,y_i} U_{\varepsilon,y_j} \\
&\quad - \frac{1}{p+1} \int_{\mathbb{R}^N} \left(1 - f(x)\right) \left(\sum_{i=1}^{k} U_{\varepsilon,y_i}\right)^{p+1} - \sum_{i=1}^{k} U^{p+1}_{\varepsilon,y_i}. \quad \text{(4.4)}
\end{align*}
On the other hand, we have
\[
\int_{\mathbb{R}^N} \left( (1 - f(x)) \left( \sum_{i=1}^{k} U_{\varepsilon,y^i} \right)^{p+1} - \sum_{i=1}^{k} U_{\varepsilon,y^i}^{p+1} \right)
\]
\[
= \int_{\mathbb{R}^N} (1 - f(x)) \left( \sum_{i=1}^{k} U_{\varepsilon,y^i}^{p+1} + (p+1) \sum_{i,j=1}^{k} U_{\varepsilon,y^i} U_{\varepsilon,y^j} \right) - \int_{\mathbb{R}^N} \sum_{i=1}^{k} U_{\varepsilon,y^i}^{p+1}
\]
\[
+ O \left( \sum_{i,j=1}^{k} \int_{\mathbb{R}^N} U_{\varepsilon,y^i}^{p+1} U_{\varepsilon,y^j}^{p+1} \right) \tag{4.5}
\]
\[
= - \int_{\mathbb{R}^N} f(x) \sum_{i=1}^{k} U_{\varepsilon,y^i}^{p+1} - (p+1) \int_{\mathbb{R}^N} f(x) \sum_{i,j=1}^{k} U_{\varepsilon,y^i} U_{\varepsilon,y^j}
\]
\[
+ (p+1) \int_{\mathbb{R}^N} \sum_{i,j=1}^{k} U_{\varepsilon,y^i} U_{\varepsilon,y^j} + O \left( \varepsilon^N \sum_{i,j=1}^{k} e^{-(1+\sigma_0)\theta_{ij}/\varepsilon} \right)
\]
for some \( \sigma_0 > 0 \).

Substituting (4.4), (4.5) into (4.3), we obtain
\[
J_{\varepsilon}(y, \alpha_{\varepsilon,y}, v_{\varepsilon,y}) = k\varepsilon^N A - \frac{\varepsilon^2}{2} \int_{\mathbb{R}^N} h(x) \left( \sum_{i=1}^{k} U_{\varepsilon,y^i} \right)^2
\]
\[
- \frac{1}{2} \sum_{i,j=1}^{k} \int_{\mathbb{R}^N} U_{\varepsilon,y^i} U_{\varepsilon,y^j} + \frac{1}{p+1} \sum_{i=1}^{k} \int_{\mathbb{R}^N} f(x) U_{\varepsilon,y^i}^{p+1}
\]
\[
+ \sum_{i,j=1}^{k} \int_{\mathbb{R}^N} f(x) U_{\varepsilon,y^i} U_{\varepsilon,y^j} + O \left( \varepsilon^4 \sum_{i=1}^{k} \int_{\mathbb{R}^N} h(x) U_{\varepsilon,y^i}^2 \right)
\]
\[
+ O \left( \varepsilon^N \left( \sum_{i,j=1}^{k} e^{-(1+\sigma_0)\theta_{ij}/\varepsilon} + e^{-(p+1+2\sigma)(r-r_j)/\varepsilon} \right) \right). \tag{4.6}
\]

Suppose \(|z| = r = r_f + \delta \varepsilon \ln \frac{1}{\varepsilon} \). Then there exist positive constants \( C_1, C_2, C_3, C_4 \) independent of \( z \) and \( \varepsilon \) such that
\[
\int_{\mathbb{R}^N} f(x) U_{\varepsilon,y^i}^{p+1} \geq C_1 \varepsilon^N e^{-(p+1+\sigma)(r-r_i)/\varepsilon}
\]
\[
= C_1 \varepsilon^{N+(p+1+\sigma)\delta}, \tag{4.7}
\]
\[
\sum_{i,j=1}^{k} \int_{\mathbb{R}^N} f(x) U_{\varepsilon,y^i} U_{\varepsilon,y^j} \geq C_2 \varepsilon^N \sum_{i,j=1}^{k} e^{-(1+\sigma_0)\theta_{ij}/\varepsilon} \tag{4.8}
\]
(see Lemma 3.7 in [10]), and
\[ \varepsilon^2 \int_{\mathbb{R}^N} h(x) \left( \sum_{i=1}^{k} U_{\varepsilon,y}^{i} \right)^2 \leq C_3 \varepsilon^{N+2}. \tag{4.9} \]

Substituting (4.7), (4.8) and (4.9) into (4.6), we obtain if \( \delta > 0 \) is so fixed such that \((p + 1 + \sigma)\delta \leq 1, \)
\[ J_\varepsilon(y_0, \alpha_\varepsilon, y, \varepsilon, y) \geq k \varepsilon^N A + C_4 \varepsilon^{N+1} \tag{4.10} \]
for some constant \( C_4 > 0, \) where \( z \) satisfies \(|z| = r_f + \delta \varepsilon \ln \frac{1}{\varepsilon} \) and \( y = (gz, \ldots, g^{k-1}z, z). \)

If \( r \gg r_f + 1, \) let \( z \in \mathbb{R}^N \) be any point such that \(|z| = r\) and let \( y = (gz, \ldots, g^{k-1}z, z). \) Then
\[
\sum_{i=1}^{k} \int_{\mathbb{R}^N} f(x) U_{\varepsilon,y}^{i} \leq C_5 \varepsilon^N e^{-(p+1-\sigma)(r-r_f)}/\varepsilon, \tag{4.11}
\]
\[
\sum_{i,j=1}^{k} \int_{\mathbb{R}^N} f(x) U_{\varepsilon,y}^{i} U_{\varepsilon,y}^{j} \leq C_6 \int_{\mathbb{R}^N} f(x) \sum_{i=1}^{k} U_{\varepsilon,y}^{i} \tag{4.12}
\leq C_7 \varepsilon^N e^{-(p+1-2\sigma)r}/\varepsilon.
\]

On the other hand, for any \( \sigma > 0 \) we have
\[
\int_{\mathbb{R}^N} h(x) \left( \sum_{i=1}^{k} U_{\varepsilon,y}^{i} \right)^2 \geq \sum_{i=1}^{k} \int_{\mathbb{R}^N} h(x) U_{\varepsilon,y}^{2} \tag{4.13}
\geq C_8 \varepsilon^N e^{-(2+\sigma)(r-a)}/\varepsilon,
\]
where \( a > 0 \) is some constant, \( C_8 > 0 \) if \( \text{meas}\{x \in \mathbb{R}^N \mid h(x) > 0\} > 0, \) and \( C_8 = 0 \) otherwise. Similarly,
\[
\int_{\mathbb{R}^N} h(x) \left( \sum_{i=1}^{k} U_{\varepsilon,y}^{i} \right)^2 \leq C_9 \varepsilon^N e^{-(2-\sigma)(r-a)}/\varepsilon, \tag{4.14}
\]
where \( C_9 = 0 \) if \( h(x) \equiv 0, \) \( C_9 > 0 \) otherwise.

Fixing \( r_0 > 0 \) large, we get from (4.6) (4.11), (4.12) and (4.13) that for \( y_0 = (gz_0, \ldots, g^{k-1}z_0, z_0) \) with \(|z_0| = r_0, \)
\[
J_\varepsilon(y_0, \alpha_\varepsilon, y, \varepsilon, y) \leq k \varepsilon^N A - \frac{\varepsilon^{N+2}}{4} C_8 \varepsilon^{-(2+\sigma)(r_0+a)}/\varepsilon \tag{4.15}
- \frac{1}{4} C_9 \varepsilon^N \sum_{i,j=1}^{k} e^{-(1+\sigma)\theta_{ij} r_0}/\varepsilon
\]
(e_0 = 0 if \( k = 1, \) \( \sigma > 0 \) is any number small enough), where we have used the following estimate:
\[
\int_{\mathbb{R}^N} U_{\varepsilon,y}^{p} U_{\varepsilon,y}^{q} = (c_0 + o(1))e^{-|y'|^2}/\varepsilon \left( \frac{\varepsilon}{|y'-y''|} \right)^{N-1} \tag{4.16}
\]
for some \( c_0 > 0, \) which is obtained in [5] (see also Lemma 3.7 in [10]).
Applying (4.6), (4.12), (4.14) and (4.16) we have for \( y = (gz, \ldots, g^{k-1}z, z) \) with \( |z| = R, R \gg r_0 \) that for any \( \sigma \in (0,1) \),

\[
J_\varepsilon(y, \alpha_\varepsilon, v_\varepsilon) \geq k \varepsilon^N A - \varepsilon^{N+2} C_0 \varepsilon^{-\sigma(R-a)/\varepsilon} - c_0 \varepsilon^N \sum_{i,j=1}^{k} e^{-(1-\sigma)\theta_{ij} R/\varepsilon},
\]

(4.17)

where we agree that \( c_0 = 0 \) if \( k = 1 \).

From (4.19), (4.16) and (4.17) we easily get (4.2) if \( k = 1 \), \( \text{meas}\{x \mid h(x) > 0\} > 0 \) and \( k \geq 2 \) for \( R \) large.

Thus \( m_{\varepsilon,\delta,R} \) can only be achieved by some point in \( D_{\delta,R} \).

Proof of Theorem 3.1. Let \( F(y_1, \ldots, y_k) = J_\varepsilon(y, \alpha_\varepsilon, v_\varepsilon) \), \( L(z) = F(z, gz, \ldots, g^{k-1}z) \) for \( z \in B_{\delta,R} \). We claim that for any permutation \( \pi \) of \( \mathbb{R}^k, j = 1, \ldots, k-1 \), \( F \) satisfies

\[
F(\pi y) = F(y), \quad (4.18)
\]

\[
F(g^j y) = F(y). \quad (4.19)
\]

Indeed, set \( \tilde{\alpha}_\varepsilon = \pi \alpha_\varepsilon, \tilde{v}_\varepsilon(x) = v_{\varepsilon,y}(x) \). Then

\[
J_\varepsilon(\pi y, \tilde{\alpha}_\varepsilon, \tilde{v}_\varepsilon) = J_\varepsilon(y, \alpha_\varepsilon, v_\varepsilon) \quad (\pi y, \tilde{\alpha}_\varepsilon, \tilde{v}_\varepsilon) \text{ satisfies } (3.4) \text{ and } (3.5) \text{ with } \tilde{\xi} = \pi \xi, \tilde{\eta} = \pi(\eta^1, \ldots, \eta^k). \]

(4.20)

It follows from the uniqueness of the \( C^1 \)-map obtained in Proposition 3.2 that \( \alpha_{\varepsilon,\pi y} = \alpha_{\varepsilon,y}, v_{\varepsilon,\pi y} = v_{\varepsilon,y} \), from which (4.18) can be deduced.

Similarly, setting \( \tilde{\alpha}_\varepsilon = \alpha_\varepsilon, \tilde{v}_\varepsilon(x) = v_{\varepsilon,y}(g^{-j}x) \), we get

\[
J_\varepsilon(g^j y, \tilde{\alpha}_\varepsilon, \tilde{v}_\varepsilon) = J_\varepsilon(y, \alpha_\varepsilon, v_\varepsilon) \]

and \( (g^j y, \tilde{\alpha}_\varepsilon, \tilde{v}_\varepsilon) \) satisfies (3.4), (3.5). Hence, as before, \( \alpha_{\varepsilon,g^j y} = \alpha_{\varepsilon,y}, v_{\varepsilon,g^j y}(x) = v_{\varepsilon,y}(g^{-j}x) \) and (4.19) holds.

On the other hand, setting \( \overline{v}_\varepsilon(x) = v_{\varepsilon,y}(g^{-j}x) \) for any \( j = 1, \ldots, k \), we have

\[
J_\varepsilon(y, \alpha_\varepsilon, \overline{v}_\varepsilon) = J_\varepsilon(y, \alpha_\varepsilon, v_\varepsilon) \quad (y, \alpha_\varepsilon, \overline{v}_\varepsilon) \text{ satisfies } (3.4), (3.5). \]

(4.21)

Again, by the uniqueness of the \( C^1 \)-map, obtained in Proposition 3.2 \( v_{\varepsilon,y}(g^{-j}x) = v_{\varepsilon,y}(x) \). So, \( v_{\varepsilon,y}(g^j x) = v_{\varepsilon,y}(x) \) for all \( j = 1, \ldots, k \).

We claim that if \( z \in B_{\delta,R} \) is a critical point of \( L(z) \), then

\[
\left. \frac{\partial F(y_1, \ldots, y_k)}{\partial y_\ell} \right|_{(z,gz, \ldots, g^{k-1}z)} = 0
\]

for any \( i = 1, \ldots, k, \ell = 1, \ldots, N \). Set

\[
D_y F = \left( \frac{\partial F}{\partial y_1}, \ldots, \frac{\partial F}{\partial y_N} \right),
\]

\[
D L = \left( \frac{\partial L}{\partial z_1}, \ldots, \frac{\partial L}{\partial z_N} \right).
\]

Suppose \( gz = Az \) for some nonsingular matrix \( A : \mathbb{R}^N \rightarrow \mathbb{R}^N \). Without loss of generality, we take \( k = 3 \) to simplify our presentation:

\[
D L(z) = \sum_{i=1}^{3} D_{y_i} F \big|_{(z,Az,A^2z)} A^i.
\]

(4.20)
Since \( F(y^1, y^2, y^3) = F(A^{-1}y^1, A^{-1}y^2, A^{-1}y^3) \) we have
\[
F(y^1, y^2, y^3) = F(A^{-1}y^2, A^{-1}y^3, A^{-1}y^3).
\]
Hence
\[
D_y^2 F(y^1, y^2, y^3) = D_y^2 F\big|_{(A^{-1}y^2, A^{-1}y^3, A^{-1}y^3)} A^{-1}.
\]
In particular
\[
D_y^2 F\big|_{(z, A^{-1}z, A^{-1}z)} A = D_y^2 F\big|_{(z, A^{-1}z, A^{-1}z)} A = D_y^2 F\big|_{(z, A^{-1}z, A^{-1}z)}.
\]
But \( A^{-1}z = A^2 z \) and \( F(y^1, y^2, y^3) = F(y^1, y^3, y^2) \). Therefore
\[
D_y^2 F(y^1, y^2, y^3) = D_y^2 F(y^1, y^3, y^2)
\]
and consequently from \( (4.20) \) and \( (4.21) \),
\[
D_y^2 F\big|_{(z, A^{-1}z, A^{-1}z)} A = D_y^2 F\big|_{(z, A^{-1}z, A^{-1}z)}
\]
Similarly, we have
\[
D_y^3 F\big|_{(z, A^{-1}z, A^{-1}z)} A^2 = D_y^3 F\big|_{(z, A^{-1}z, A^{-1}z)}.
\]
From \( (4.20), (4.23) \) and \( (4.24) \) we deduce that
\[
D_y F\big|_{(z, A^{-1}z, A^{-1}z)} = 0.
\]
This proves our claim.

By Lemma 4.1 there exists a point \( z_\varepsilon \in B_{\delta, R} \) such that \( y_\varepsilon = (g_{\varepsilon, 1}, \ldots, g_{\varepsilon, k}, z_\varepsilon) \)
achieves \( m_{\varepsilon, \delta, R} \). Thus, \( z_\varepsilon \) is a critical point of \( L \) and therefore \( y_\varepsilon \) is a critical point of
\( J_\varepsilon(y_\varepsilon, \alpha_\varepsilon, v_\varepsilon, z_\varepsilon) \), that is,
\[
\frac{\partial J_\varepsilon(y_\varepsilon, \alpha_\varepsilon, v_\varepsilon, z_\varepsilon)}{\partial y^i_\ell} + \sum_{j=1}^{k} \frac{\partial J_\varepsilon(y_\varepsilon, \alpha_\varepsilon, v_\varepsilon, z_\varepsilon)}{\partial \alpha_j} \frac{\partial \alpha_j}{\partial y^i_\ell} + \frac{\partial J_\varepsilon(y_\varepsilon, \alpha_\varepsilon, v_\varepsilon, z_\varepsilon)}{\partial v_\varepsilon} \frac{\partial v_\varepsilon}{\partial y^i_\ell} = 0,
\]
for \( i = 1, \ldots, k, \ell = 1, \ldots, N \). Hence
\[
\frac{\partial J_\varepsilon(y_\varepsilon, \alpha_\varepsilon, v_\varepsilon, z_\varepsilon)}{\partial y^i_\ell} = -\sum_{j=1}^{k} \xi_j(U_{\varepsilon, y^i_\ell}, v_\varepsilon, z_\varepsilon) \frac{\partial v_\varepsilon}{\partial y^i_\ell} - \sum_{j=1}^{k} \sum_{m=1}^{N} \eta_m(U_{\varepsilon, y^i_\ell}, v_\varepsilon, z_\varepsilon) \frac{\partial U_{\varepsilon, y^i_\ell}}{\partial y^i_\ell} \frac{\partial v_\varepsilon}{\partial y^i_\ell} = 0.
\]
This means that \( (y_\varepsilon, \alpha_\varepsilon, v_\varepsilon, z_\varepsilon) \) also satisfies \( (4.3) \). So \( (y_\varepsilon, \alpha_\varepsilon, v_\varepsilon, z_\varepsilon) \) is a critical point of \( J_\varepsilon \) and consequently \( u_\varepsilon = \sum_{j=1}^{k} \alpha_\varepsilon y^i_j + v_\varepsilon(x) \) is a critical point of \( I_\varepsilon \) in \( H^1(\mathbb{R}^N) \). By our proof we know \( \alpha_\varepsilon \) for \( i, j = 1, \ldots, k, v_\varepsilon(x) = v_\varepsilon(x) \) for any \( j = 1, \ldots, k \). The fact that \( u_\varepsilon \geq 0 \) is derived from the observation that \( u_\varepsilon = \min\{u_\varepsilon, 0\} \) would have lower bound \( \|\varepsilon u_\varepsilon\|^2 \geq \rho_0 \epsilon N \) if \( u_\varepsilon \neq 0 \), but \( \|u_\varepsilon\|_\varepsilon = o(1)\varepsilon \) from our argument of obtaining \( v_{\varepsilon, y^i_j} \). \( u_\varepsilon > 0 \) follows from the maximum principle for the weak solution. \( \square \)
Proof of Theorem 2.3. We still keep the notation used above. Conclusions in the sequel can easily be rephrased to derive the results in Theorem 2.3. Let $(\alpha, y, v) \in \mathcal{M}_{\varepsilon, \delta}^2$ be a critical point of $J_{\varepsilon}$ as above. By direct calculation, we have

$$
\frac{\partial J_{\varepsilon}(\alpha, y, v)}{\partial y} = -2 \int_{\mathbb{R}^N} h(x) \sum_{j=1}^{k} U_{\varepsilon, y_j} \frac{\partial U_{\varepsilon, y_j}}{\partial y} + \int_{\mathbb{R}^N} f(x) \left( \sum_{j=1}^{k} U_{\varepsilon, y_j} \right) \frac{\partial U_{\varepsilon, y_j}}{\partial y}
$$

$$
- p \int_{\mathbb{R}^N} \sum_{j \neq i}^{k} U^{p-1}_{\varepsilon, y_i} U_{\varepsilon, y_j} \frac{\partial U_{\varepsilon, y_j}}{\partial y} + \varepsilon^{-1} \left( \sum_{j \neq i}^{k} e^{-(1+\tau)|y_j - y_j'|/\varepsilon} \right)
$$

$$
+ \varepsilon^{-1} \left( \sum_{j \neq i}^{k} e^{-p(1+\tau)|y_j - y_j'|/\varepsilon} \right),
$$

where $\tau > 0$ is some small constant.

Taking $\varphi = U_{\varepsilon, y_i}$, $\frac{\partial U_{\varepsilon, y_j}}{\partial y}$ in (5.3) respectively we obtain a system of equations for $\xi_i, \eta_i$ $(i = 1, \ldots, k, \ell = 1, \ldots, N)$. From the system of equations, using (2.3) we have the following estimate (see the arguments of obtaining (3.35), (3.36) in [12], for example) for $i = 1, \ldots, k, m = 1, \ldots, N$:

$$
\eta_m^i = \varepsilon^{-1} \left( \sum_{j \neq i}^{k} e^{-(1+\tau)|y_j - y_j'|/\varepsilon} \right)
$$

Thus (3.6) is equivalent to

$$
-2 \int_{\mathbb{R}^N} h(x) \sum_{j=1}^{k} U_{\varepsilon, y_j} \frac{\partial U_{\varepsilon, y_j}}{\partial y} + \int_{\mathbb{R}^N} f(x) \left( \sum_{j=1}^{k} U_{\varepsilon, y_j} \right) \frac{\partial U_{\varepsilon, y_j}}{\partial y}
$$

$$
- p \int_{\mathbb{R}^N} \sum_{j \neq i}^{k} U^{p-1}_{\varepsilon, y_i} U_{\varepsilon, y_j} \frac{\partial U_{\varepsilon, y_j}}{\partial y} + \varepsilon^{-1} \left( \sum_{j \neq i}^{k} e^{-(1+\tau)|y_j - y_j'|/\varepsilon} \right)
$$

$$
+ \varepsilon^{-1} \left( \sum_{j \neq i}^{k} e^{-p(1+\tau)|y_j - y_j'|/\varepsilon} \right).
$$

(i) Suppose that $h(x) = 0$ if $|x| \geq r_f$; $h(x) \geq h_0 > 0$ if $r_f - \tilde{\theta} \leq |x| < r_f$. If $k = 1$, (4.25) becomes

$$
-2 \int_{B_1(0)} h(x) U_{\varepsilon, y_1} \frac{\partial U_{\varepsilon, y_1}}{\partial y_1} + \int_{\mathbb{R}^N} f(x) U_{\varepsilon, y_1} \frac{\partial U_{\varepsilon, y_1}}{\partial y_1}
$$

$$
= \varepsilon^{-1} \left( \sum_{j \neq i}^{k} e^{-(1+\tau)|y_j - y_j'|/\varepsilon} \right)
$$

$$
+ \varepsilon^{-1} \left( \sum_{j \neq i}^{k} e^{-p(1+\tau)|y_j - y_j'|/\varepsilon} \right).
$$

Hence, using (2.3) in (4.26) and by direct calculation we get

$$
-2^{(c' + o(1))} e^{-2(|y_1 - y_1| + (c - o(1))|y_1 - y_1|)} \frac{\tilde{y}_1 - y_1}{|\tilde{y}_1 - y_1|} + (c'' + o(1)) e^{-p(1+\tau)|y_1 - y_1'|/\varepsilon} \frac{\tilde{y}_1 - y_1}{|\tilde{y}_1 - y_1|} = 0,
$$
where \( \bar{y}_\varepsilon \in \partial B_{r_f}(0) \) satisfies \( |\bar{y}_\varepsilon - y_\varepsilon| = |y_\varepsilon| - r_f \), \( c' \) and \( c'' \) are some positive constants, independent of \( \varepsilon \), \( o(1) \to 0 \) as \( \varepsilon \to 0 \). Thus we see from the above relation that

\[
\frac{|y_\varepsilon| - r_f}{\varepsilon \ln \varepsilon} \to \frac{2}{p - 1} \quad \text{as} \quad \varepsilon \to 0.
\]

For \( k \geq 2 \), we claim that we still have

\[
\frac{|y_\varepsilon^i| - r_f}{\varepsilon \ln \varepsilon} \to \frac{2}{p - 1}, \quad \text{as} \quad \varepsilon \to 0, \quad i = 1, \ldots, k.
\]

In fact, suppose that \( |y_\varepsilon^j| - r_f \geq \eta > 0 \). In this case, we have

\[
\int_{\mathbb{R}^N} f(x)U_{\varepsilon,y_\varepsilon}^p \frac{\partial U_{\varepsilon,y_\varepsilon}^{y_\varepsilon^i}}{\partial y_\varepsilon^j} = \varepsilon^{N-1}O(e^{-(p+1-\sigma)(|y_\varepsilon^i| - r_f)/\varepsilon}),
\]

for any small \( \sigma > 0 \). Moreover, we have \( |y_\varepsilon^i - y_\varepsilon^j| \geq (1 + \tau)|y_\varepsilon^i - y_\varepsilon^{i-1}| \) for some \( \tau > 0 \) if \( j \neq i \), \( i \), \( i+1 \). Thus (4.25) becomes

\[
-\varepsilon^2 \int_{\mathbb{R}^N} h(x)U_{\varepsilon,y_\varepsilon}^p \frac{\partial U_{\varepsilon,y_\varepsilon}^{y_\varepsilon^i}}{\partial y_\varepsilon^j} - p \int_{\mathbb{R}^N} \sum_{j=-i,i+1} U_{\varepsilon,y_\varepsilon}^{p-1} U_{\varepsilon,y_\varepsilon}^{y_\varepsilon^j} \frac{\partial U_{\varepsilon,y_\varepsilon}^{y_\varepsilon^i}}{\partial y_\varepsilon^j} = \varepsilon^{N-1}O(e^{-(p+1-\sigma)(|y_\varepsilon^i| - r_f)/\varepsilon})
\]

\[
+ \varepsilon^{N-1}O(\varepsilon^2 - N) \int_{\mathbb{R}^N} h(x) \sum_{j=1}^k U_{\varepsilon,y_\varepsilon}^{2} + \sum_{j=1}^k e^{-(1+p+\tau)(|y_\varepsilon^j| - r_f)/\varepsilon}).
\]

Thus,

\[
-\varepsilon^2(b' + o(1))e^{-2(|y_\varepsilon^i| - r_f + o(1))/\varepsilon} \frac{\bar{y}_\varepsilon^i - y_\varepsilon^i}{|\bar{y}_\varepsilon^i - y_\varepsilon^i|}
\]

\[
+ (b'' + o(1))e^{-((|y_\varepsilon^i| - y_\varepsilon^{i-1}) + o(1))/\varepsilon} \left( \frac{y_\varepsilon^i - y_\varepsilon^{i-1}}{|y_\varepsilon^i - y_\varepsilon^{i-1}|} + \frac{y_\varepsilon^{i+1} - y_\varepsilon^i}{|y_\varepsilon^{i+1} - y_\varepsilon^i|} \right) = 0,
\]

where \( \bar{y}_\varepsilon^i \in \partial B_{r_f}(0) \) satisfies \( |\bar{y}_\varepsilon^i - y_\varepsilon^i| = |y_\varepsilon^i| - r_f \), and \( b' > 0 \) and \( b'' > 0 \) are some positive constants. Since

\[
-\left( \frac{\bar{y}_\varepsilon^i - y_\varepsilon^i}{|\bar{y}_\varepsilon^i - y_\varepsilon^i|}, \frac{y_\varepsilon^i - y_\varepsilon^{i-1}}{|y_\varepsilon^i - y_\varepsilon^{i-1}|} \right) \geq \eta > 0, \quad i \neq j,
\]

we get a contradiction from (4.27). As a result, \( |y_\varepsilon^i| - r_f \to 0 \) as \( \varepsilon \to 0 \). Noting that all the interaction terms are exponentially small (of the order \( e^{-\theta/\varepsilon} \) for some \( \theta > 0 \) depending on \( k \) only), we can take \( i = 1, \ldots, k \) respectively and argue in exactly the same way as in the case \( k = 1 \) to obtain the desired result.

(ii) Suppose that \( k \geq 2 \), and \( h \equiv 0 \). Then for the solutions we constructed, we have \( |y_\varepsilon^i - y_\varepsilon^j| \geq (1 + \tau)|y_\varepsilon^i - y_\varepsilon^{i-1}| \) for some \( \tau > 0 \) if \( j \neq i \), \( i \), \( i+1 \). Thus (4.25) becomes

\[
\int_{\mathbb{R}^N} f(x)U_{\varepsilon,y_\varepsilon}^p \frac{\partial U_{\varepsilon,y_\varepsilon}^{y_\varepsilon^i}}{\partial y_\varepsilon^j} - p \int_{\mathbb{R}^N} \sum_{j=-i,i+1} U_{\varepsilon,y_\varepsilon}^{p-1} U_{\varepsilon,y_\varepsilon}^{y_\varepsilon^j} \frac{\partial U_{\varepsilon,y_\varepsilon}^{y_\varepsilon^i}}{\partial y_\varepsilon^j} = \varepsilon^{N-1}O(e^{-(p+1-\sigma)(|y_\varepsilon^i| - r_f)/\varepsilon})
\]

(4.28)
Thus, 

\[(d' + o(1))e^{-(p+1)(|y_i| - r_f + o(1))\varepsilon} \frac{\bar{y}'_e - y'_e}{|\bar{y}'_e - y'_e|} + (d'' + o(1))e^{-(|y_i-y_{i-1}'|+o(1))\varepsilon} \left( \frac{y_i^j - y_{i-1}^j}{|y_i^j - y_{i-1}^j|} + \frac{y_i^{j+1} - y_{i+1}^{j+1}}{|y_i^{j+1} - y_{i+1}^{j+1}|} \right) = 0, \]

where \(\bar{y}'_e\) is as before, and \(d' > 0\) and \(d'' > 0\) are some positive constants.

Suppose that \(y_e \to y\) as \(\varepsilon \to 0\). We see from the above relation that

\[(p + 1)(|y'| - r_f) = |y' - y'^{i+1}|.\]

But \(|y' - y'^{i+1}| = 2|y'| \sin \frac{\pi}{p}\). As a result,

\[|y'| = \frac{(p + 1)r_f}{p + 2 - 2 \sin \frac{\pi}{p}}.\]

\[\square\]
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