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Abstract. Function theoretic methods are used to characterize solutions of the paraxial wave equation in an isotropic homogeneous medium in 3-space. A new class of function theoretic solutions whose singularities are manifested as sectionally analytic functions is constructed via integral transforms.

1. Introduction. The paraxial wave equation (PWE) is of fundamental importance in the modeling of an optical beam propagating through an isotropic homogeneous medium. The inclusion of higher-order atmospheric effects such as thermal blooming, plasma jets, beam cavitation, and motion of the medium are complex time-dependent phenomena that require non-linear methods in their modelling and simulation. For non-linear phenomena, see [5, 17, 18].

The aim of this paper is to discuss some of the characteristics of an asymmetric beam propagating through a uniform medium with zero conductivity in the absence of free charge. The higher-order effects mentioned above will be considered in subsequent papers. The approach used here employs both a normal mode analysis and function theoretic methods [3, 4, 7]. Normal mode method is one of the best ways to determine numerical stability of a solution. The function theoretic method has demonstrated great utility in the analysis and characterization of solutions to a broad range of problems in mathematical physics (see [3, 4], [6]–[8], [11]–[15], [20]). This paper is the first application of these methods in this venue and leads to some new and interesting results.

Reciprocal integral transforms based on normal mode expansions are constructed that link analytic solutions of the PWE with associated analytic functions of two complex variables. Analytic continuation of these formulae allows characterization of solutions that are analytic in a half-space as well as the construction of a new class of function theoretic solutions with singularities. The singularities of these solutions demonstrate a novel and radical departure in behavior from the singularities of analytic solutions.
of elliptic partial differential equations. Analytic solutions of elliptic partial differential equations exhibit a “pole-like” behavior in a neighborhood of a singularity, whereas a singularity of a solution to the PWE is manifested in terms of a sectionally analytic function that is adjoined to the solution as the singularity is included in the analytic continuation of the associate.

2. Background. We begin our investigation of optical beam propagation with Maxwell’s equations

\begin{align}
(1a) \nabla \cdot \vec{E} &= 0 \\
(1b) \nabla \cdot \vec{B} &= 0 \\
(1c) \nabla \times \vec{E} &= -1/c \frac{\partial \vec{B}}{\partial t} \\
(1d) \nabla \times \vec{B} &= 1/c \frac{\partial \vec{E}}{\partial t}
\end{align}

which are known respectively as Coulomb’s Law, Gauss’s Law for magnetism, Faraday’s Law, and Ampère’s Law. The electric field is designated by \( \vec{E} = \vec{E}(x, y, z, t) \) and the magnetic field by \( \vec{B} = \vec{B}(x, y, z, t) \).

The derivation of the paraxial wave equation starts with the reduction of Maxwell’s system to the wave equation. We take the curl of Faraday’s Law,

\( \nabla \times \nabla \times \vec{E} = -1/c \frac{\partial (\nabla \times \vec{B})}{\partial t} \),

apply the vector identity \( \nabla \times \nabla \times \vec{E} = \nabla (\nabla \cdot \vec{E}) - \nabla^2 \vec{E} \), and then Coulomb’s Law to find that

\( \nabla^2 \vec{E} = 1/c \frac{\partial (\nabla \times \vec{B})}{\partial t} \).

Subsequent application of Ampère’s Law yields the wave equation

\[ [\nabla^2 - 1/c^2 \frac{\partial^2}{\partial t^2}] \vec{E}(x, y, z, t) = 0. \]

A remark concerning the coordinates is in order. The optical axis and the \( z \)-axis are aligned. The origin is placed at the focal point where the beam’s waist spot size is minimum. The reference plane \( z = 0 \) (\( xy \)-plane) passes through the focal point and is transverse to the optical axis.

Consider the phasor amplitude \( H \) of the component \( E_z \) of \( \vec{E} \) along the \( z \)-axis. The wave equation becomes time-independent under the change of variables

\[ E_z(x, y, z, t) = H(x, y, z) e^{-i\omega t}, \]

which leads to the Helmholtz equation

\[ \left[ \frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial y^2} + \frac{\partial^2}{\partial z^2} + k^2 \right] H = 0. \]

The wave number \( k = \omega/c = 2\pi/\lambda \), where \( \lambda \) is the wave length.

It is generally known that the transverse variation in the amplitude is slow as compared to its variation in the \( z \)-direction. The rapidly varying component in the \( z \)-direction is separated out by removing the primary propagation factor by the transformation

\[ H(x, y, z) = F(x, y, z) e^{-ikz}, \]
where the function $F$ represents the spatial modulation of the plane wave. This transformation orients the motion in the direction of increasing the $z$ coordinate and yields the parsed Helmholtz equation

$$\left[ \frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial y^2} + \frac{\partial^2}{\partial z^2} - 2ik \frac{\partial}{\partial z} \right] F = 0,$$

which is the precursor of the PWE. The reader should note that the above two transformations can be accomplished by a single change of variables. However, the physical motivation is concealed in the process.

The study of the variation of the modulation in terms of the $z$-variable requiring asymptotic analysis is an open problem. We follow the traditional method as found in [16, p. 627–629]. Consider the plane wave

$$H(x, y, z) = e^{-ik(x \sin \theta + y \sin \theta + z \cos \theta)}$$

advancing along the $z$-axis in $E^3$ where $\theta$ is the colatitude, i.e., the wave is traveling at an angle $\theta$ relative to the optical axis. The wave is oriented in the $z$-direction by the above change of dependent variables from which we determine that the amplitude is

$$F(x, y, z) = e^{-ik(x \sin \theta + y \sin \theta - z(1 - \cos \theta))}.$$

The paraxial approximation is introduced for small angles $\theta$. The fact that the amplitude is a slowly varying function of the range is confirmed by the approximations

$$F(x, y, z) \approx e^{-ik(x \theta + y \theta + z \theta^2/2)},$$

$$\frac{2ik}{F} F_z(x, y, z) = 2k^2(1 - \cos \theta) \approx k^2 \theta^2,$$

$$\frac{1}{F} F_{xx} = \frac{1}{F} F_{yy}(x, y, z) = (-ik \sin \theta)^2 \approx -k^2 \theta^2,$$

$$\frac{1}{F} F_{zz}(x, y, z) = (-ik(1 - \cos \theta))^2 \approx -k^2 \theta^4/4.$$ 

Scale analysis yields the estimate

$$\left| \frac{1}{F} \frac{\partial^2 F}{\partial z^2} \right| \ll \min \left\{ \left| \frac{2k}{F} \frac{\partial F}{\partial z} \right|, \left| \frac{1}{F} \frac{\partial^2 F}{\partial x^2} \right|, \left| \frac{1}{F} \frac{\partial^2 F}{\partial y^2} \right| \right\},$$

which is valid to within an error of $O(\theta^2/4)$ as $\theta \to 0$. For example, the maximum error in the approximation is at most 1.7% in a cone of opening $\pi/12$ radians about the optical axis.

Implementing this estimate gives the paraxial wave equation

$$\left[ \nabla_t^2 - 2ik \frac{\partial}{\partial z} \right] F = 0,$$

where $\nabla_t^2 = \nabla_t \cdot \nabla_t$ is the transverse Laplacian and $\nabla_t = (\partial/\partial x, \partial/\partial y)$ is the transverse gradient. There are two forms of solution for this equation. The first represents the so-called search light or Gaussian beam propagating through space:

$$\Psi(x^2 + y^2, z) = \frac{w(0)}{w(z)} \exp\left\{-i \arctan\left(\frac{z}{z_R}\right)\right\} \exp\{\phi(x^2 + y^2, z)\},$$

where the function $F$ represents the spatial modulation of the plane wave. This transformation orients the motion in the direction of increasing the $z$ coordinate and yields the parsed Helmholtz equation

$$\left[ \frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial y^2} + \frac{\partial^2}{\partial z^2} - 2ik \frac{\partial}{\partial z} \right] F = 0,$$
where \( \phi(\xi, z) = -\xi \{ ik/2r(z) + 1/w^2(z) \} \). The waist spot size of the beam is given by 
\[
w(z) = w_o \sqrt{1 + (z/z_R)^2} \quad [16, \, p. \, 664–665].
\]
The principal branches of radicals are taken. The Rayleigh range \( z_R \equiv \pi w_o^2/\lambda \) generally marks the transition between the near-field and the far-field patterns of the beam. This parameter can be viewed as the distance from the focal point to the point where the beam’s diameter has expanded by a factor of \( \sqrt{2} \) of its minimum waist spot size \( w_o \) [16, p. 668–669]. The radius of curvature \( r(z) = z + z_R^2 / z \). The source is located to the left of the reference plane at the point \((0, 0, -z_s)\), where \( z = -z_s \) \((z_R \leq z_s)\) is the plane containing the source.

We are interested in the structure of higher-order Gaussian beams. The standard protocol (see [10]) is to assume a solution of the form
\[
F(x, y, z) = H(x, y, z) \, \Psi(x^2 + y^2, z)
\]
and substitute it into the PWE, yielding
\[
\Psi \, \nabla^2 H + 2 \left[ \nabla_t H \cdot \nabla_t \Psi \right] - 2ikH \frac{\partial \Psi}{\partial z} = 0.
\]
The solutions of this equation are assumed to have the form
\[
H(x, y, z) = f \left( \frac{x}{w} \right) g \left( \frac{y}{w} \right) \exp \{-i \, \Phi(z)\}.
\]
After some manipulations, the following equation results:
\[
\frac{1}{f} \left( \frac{d^2 f}{d\sigma^2} - 2\sigma \frac{df}{d\sigma} \right) + \frac{1}{g} \left( \frac{d^2 g}{d\tau^2} - 2\tau \frac{dg}{d\tau} \right) - 2kw^2(z)\Phi'(z) = 0,
\]
where \( \sigma = \sqrt{2} x/w(z) \) and \( \tau = \sqrt{2} y/w(z) \). Bearing in mind that the Hermite polynomials of order \( n \), \( h_n = h_n(\xi) \), satisfy the differential equation \( d^2 h_n/d\xi^2 - 2\xi dh_n/d\xi + 2n h_n(\xi) = 0 \), the equation separates into a system of three equations whose solutions are
\[
f_n(\frac{x}{w}) = h_{\frac{n}{2}}(\frac{\sqrt{2} x}{w(z)}), \quad g_m(\frac{y}{w}) = h_{\frac{m}{2}}(\frac{\sqrt{2} y}{w(z)}), \quad \Phi_{nm}(z) = -(n + m) \arctan(\frac{z}{z_R}).
\]
Backtracking with these solutions generates the Hermite-Gauss normal modes
\[
F_{nm}(x, y, z) = v_n(x, z) \, v_m(y, z),
\]
\[
v_n(x, z) = \sqrt{\frac{w(0)}{w(z)}} \, e^{-i(n+1/2)\psi(z)} \, h_{\frac{n}{2}}(\frac{\sqrt{2} x}{w(z)}) \, \exp \{ \phi(x^2, z) \},
\]
n, m = 0, 1, 2, 3, ... , for the PWE [10, III-28]. The Guoy phase shift is specified by \( \psi(z) = \arctan(z/z_R) \). The initial phase angle \( \psi_o \) is normalized to zero at the focal point [16, p. 665].

The normal modes \( F_{nm} \) are orthogonal,
\[
\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} F_{nm}(x, y, z) \, F_{n'm'}^{*}(x, y, z) \, dx \, dy = \gamma_{nm}^2 \, \delta_{nm} \, \delta_{n'm'},
\]
in any transverse plane \((z = z_o)\) for \( m, n, m', n' = 0, 1, 2, 3, ... \) , where \( \gamma_{nm} := \sigma_n \sigma_m \) and \( \sigma_n = (2/\pi)^{1/4} / \sqrt{2\pi n!} \). The orthogonality of the \( F_{nm} \) is independent of the z-coordinate on account of the fact that energy is conserved during propagation. The superscript “*” designates the complex conjugation of “i” in the definition of \( F_{nm} \) and not the variables \((x, y, z)\), which will become independent complex variables later in the development. See
Completeness and decay of the normal modes are discussed in the next section.

### 3. The integral transforms.

We construct solutions of the PWE that are both analytic in the half-space \( z > -z_S \) and have amplitudes that decay uniformly to zero in the transverse direction as the wave advances along the optical axis. The analysis unlocks by means of dual integral transforms \( \{ T, T^{-1} \} \) that link the analytic solutions \( F \) with analytic functions \( f \) of two complex variables. Properties of the kernels of the transforms allow us to infer these characteristics of \( F \).

Consider the normal mode expansion of a solution

\[
F(x, y, z) = \sum_{n=0}^{\infty} \sum_{m=0}^{\infty} \gamma_{nm} a_{nm} F_{nm}(x, y, z),
\]

and the associated analytic function

\[
f(\xi, \eta) = \sum_{n=0}^{\infty} \sum_{m=0}^{\infty} a_{nm} f_{nm}(\xi, \eta),
\]

\[
f_{nm}(\xi, \eta) = \xi^n \eta^m.
\]

The transforms linking these functions are defined in terms of the kernel

\[
K(x, y, z; \xi, \eta) := J(x, z; \xi) \cdot J(y, z; \eta),
\]

where

\[
J(x, z; \xi) := \sum_{n=0}^{\infty} \sigma_n v_n(x, z) \xi^n.
\]

Concerning the properties of these kernels, let \( D_K := \{(x, y, z, \xi, \eta) : (x, y, z, \xi, \eta) \in E_{\alpha}^3 \times D^2 \} \) where \( E_{\alpha} := E_{\alpha}^3 \cup E_{\beta}^3 \), \( E_{\alpha}^3 := \{(x, y, z) \in E^3 : -z_S < z \} \), \( E_{\beta}^3 := \{(x, y, z) \in E^3 : z \leq -z_S \}/\{(0, 0, -z_S)\} \), and \( D^2 = \{ (\xi, \eta) \in C^2 : |\xi| < 1, |\eta| < 1 \} \). We now use H. Cramer’s estimate [2, p. 208], \( \max_{-\infty < z < +\infty} |e^{-x^2/2} h_n(x)| < k \sigma_n^{-1} \), where \( k \) is Charlier’s constant, \( k = 1.0865... \), for \( n = 0, 1, 2, 3, ... \), to deduce that

\[
sup_{n \geq 0} \{ \sigma_n \left( \max_{-z_R \leq z < \infty} |v_n(x, z)| \right) \} \leq k \sqrt{w(0)/w(z)}, \quad z \geq 0.
\]

Thus, the kernel \( J(x, z, \xi) \) is analytic on compacta of \( D_K \cap \{(x, 0, z, \xi, 0) : (x, 0, z, \xi, 0) \in E_{\alpha}^3 \times D^2 \} \). This fact implies that the kernel \( K \) is analytic on compacta of the domain \( D_K \). Moreover, the fact that \( \lim_{z \to -\infty} \{ \sigma_n |v_n(x, z)| \} = \lim_{z \to -\infty} \{ \sigma_n |v_n(y, z)| \} = 0 \) for all \( 0 \leq x, y < +\infty \) implies that the normal modes \( F_{nm}(x, y, z) \to 0 \) as \( z \to -\infty \) in any transverse plane. This property confirms the observation that the normal modes “flatten out”, and that the energy density of the component frequencies decreases as their distance from the focal point increases along the optical axis. We conclude that

\[
\lim_{z \to -\infty} K(x, y, z; \xi, \eta) = 0, \quad (x, y, z; \xi, \eta) \in D_K.
\]

Later on we will use this property of the kernel to establish that the profiles of the normal mode expansions of the solutions “flatten out” as well.
With this information in hand, we proceed to build the requisite transforms. It is easy to verify that
\[
\left(\frac{1}{2\pi i}\right)^2 \int_{|\xi|=\epsilon_1} \int_{|\eta|=\epsilon_2} K(x, y, z; \xi, \eta) f_{nm}(\frac{1}{\xi}, \frac{1}{\eta}) \frac{d\xi}{\xi} \frac{d\eta}{\eta} = \gamma_{nm} F_{nm}(x, y, z)
\]
for \(\epsilon_1, \epsilon_2 < 1\), and
\[
\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} K^*(x, y, z; \xi, \eta) \gamma_{nm} F_{nm}(x, y, z) \, dx \, dy = f_{nm}(\xi, \eta)
\]
for \(n, m = 0, 1, 2, 3, \ldots\), where
\[
K^*(x, y, z; \xi, \eta) := \left[\frac{w(z)}{w(0)}\right]^2 \sum_{n=0}^{\infty} \sum_{m=0}^{\infty} \gamma_{nm} F_{nm}^*(x, y, z) f_{nm}(\xi, \eta)
\]
with \(F_{nm}^*(x, y, z) = v_n^*(x, y, z) v_m^*(y, z)\) and \(\exp^*(\xi, z) = \xi \{i k/2r(z) - 1/w^2(z)\}\).

Let the associate \(f = f(\xi, \eta)\) of \(F\) be analytic in the bidisk \(D^w_{\alpha, \beta} = \{(\xi, \eta) : |\xi| < |\alpha|, |\eta| < |\beta|\}\) where \(1 < |\alpha| \leq |\beta|\). The ascending transform is parameterized by \(\Gamma_{\alpha} : z_{\alpha}^{-1} = \frac{1}{2}|\alpha| + 1 \ e^{i\theta}\) and \(\Gamma_{\beta} : z_{\beta}^{-1} = \frac{1}{2}|\beta| + 1 \ e^{i\varphi}\) for \(0 \leq \theta, \varphi < 2\pi\) and defined initially as
\[
F(x, y, z) = T_0[f] := \frac{1}{2\pi i} \int_{0}^{2\pi} \int_{0}^{2\pi} K(x, y, z; \xi, \eta, \alpha, \beta) f(\xi_{\alpha}^{-1}, \eta_{\beta}^{-1}) \, d\theta \, d\varphi.
\]
We observe that because \(f\) and \(K\) are analytic on the respective domains \(D^2_{\alpha, \beta}\) and \(D_K\), \(F\) is analytic on \(E^3_+\). Moreover, we infer from the uniform convergence of the kernel \(K\) on \(D_K\) that \(\lim_{z \to \infty} F(x, y, z) = 0\) uniformly in \((x, y)\) for all \((x, y, z) \in E^3_+\). In the next section, the variables \((x, y, z) \in C^3\) and the \(\lim_{z \to \infty} F(x, y, z)\) is in general not zero. The initial domain of definition of \(F\) is taken as \(\{(x, y, z) : z > 0\}\). This restriction corresponds to beam propagation in the positive \(z\)-direction from the focal point. The representation of \(F\) extends into region \(\{(x, y, z) : -z_S < z \leq 0\}\). If the associate \(f\) is an entire function on \(C^2\), one may select any pair of complex numbers \(\{\alpha, \beta\}\) for which \(1 < \min\{|\alpha|, |\beta|\}\) and apply the previous reasoning.

Conversely, the integrand of the descending transform
\[
f(\xi, \eta) = T_0^{-1}[F] := \int_{x=-\infty}^{x=+\infty} \int_{y=-\infty}^{y=+\infty} K^*(x, y, z; \xi, \eta) F(x, y, z) \, dx \, dy
\]
is analytic for all points \((\xi, \eta) \in D_K/E^3_+\) when \(F\) is restricted to its initial domain \(E^3_+\). Thus, \(f\) is analytic on \(D^2\). We have shown that the initial domains of definition of the transforms \(T_0[f]\) and \(T_0^{-1}[F]\) are \(E^3_+\) and \(D^2\) respectively. Consequently the functions \(F\) and \(f\) are analytic on these domains.

**Theorem 1.** The integral transform pair \(\{T_0, T_0^{-1}\}\) forms a unique link between the functions \(\{F, f\}\) on their initial domains of definition.

**4. The analysis.** In this section, we construct a new class of solutions to the PWE in the function theoretic domain. The real variables \((x, y, z)\) are simultaneously allowed to become independent complex variables and the transforms \(\{T_0, T_0^{-1}\}\) are analytically continued by contour deformation.
The resulting transforms,
\[ F(x, y, z) = T[f] = \left(\frac{1}{2\pi i}\right)^2 \int_{\Gamma_1} \int_{\Gamma_2} K(x, y, z; \xi, \eta) f(\frac{1}{\xi}, \frac{1}{\eta}) \frac{d\xi}{\xi} \frac{d\eta}{\eta} \]
and
\[ f(\xi, \eta) = T^{-1}[F] = \int_{\Gamma_1} \int_{\Gamma_2} K^*(x, y, z; \xi, \eta) F(x, y, z) \, dx \, dy, \]
represent function elements on their domains of association (see [6]). Here, \( \sigma_1 \) and \( \sigma_2 \) are simple closed contours homologous to \( |\xi| = |\xi_1| \) and \( |\eta| = |\eta_2| \) modulo the singularities of the integrand of \( T[f] \). The reader should note that in \( C^3 \) the domain of association of \( F \) also includes \( E^3_\pm \) as a component of \( E^3_\pm \). The contours \( \Gamma_1 \) and \( \Gamma_2 \) have end points fixed at infinity relative to the north poles on the product of two of the Riemann spheres \( S_\xi \times S_\eta \) and are homologous to the \( x \) and \( y \) axes modulo the singularities of the integrand of \( T^{-1}[F] \).

**Theorem 2.** The dual integral transforms \( \{T, T^{-1}\} \) join the unique function elements \( \{F, f\} \) on their domains of association.

The new class of solutions of the PWE is constructed by deforming the contours of the ascending operator to include associates
\[ h_p(\xi, \alpha) h_q(\eta, \beta) \]
with singularities that are poles of order \((p, q)\) of the form \( h_p(\xi, \alpha) = 1/(\xi - \alpha)^{p+1} \). Here, the singularities nearest the origin in the \( C_{\xi} \times C_{\eta} \) planes are at \((\xi, \eta) = (\alpha, \beta)\), where the \( \text{Re}(\alpha) \) and \( \text{Re}(\beta) \) are positive and \( 1 < |\alpha| \leq |\beta| \).

If the contour \(|\xi| = 1\) is first deformed as \( \sigma_{1,\alpha} \) to include \( \xi = \alpha \), we find that
\[ T_{\sigma_{1,\alpha}}[h_p(\xi, \alpha)] = (-1/\alpha)^{p+1} (1/p!)(\frac{\partial}{\partial (\frac{1}{\alpha})})^p \{\frac{1}{\alpha}p K(x, y, z; \frac{1}{\alpha}, 0)\}. \]
Similarly, inclusion of the singularity in the \( C_{\eta}\)-plane within the contour \( \sigma_{2,\beta} \) produces
\[ T_{\sigma_{2,\beta}}[h_q(\eta, \beta)] = (-1/\beta)^{q+1} (1/q!)(\frac{\partial}{\partial (\frac{1}{\beta})})^q \{\frac{1}{\beta}q K(x, y, z; \frac{1}{\beta}, 0)\}. \]
Inclusion of both singularities then yields
\[ T_{\sigma_{1,\alpha}\sigma_{2,\beta}}[h_p(\xi, \alpha)h_q(\eta, \beta)] = (-1/\alpha)^{p+1} (-1/\beta)^{q+1} (1/p!q!)(\frac{\partial}{\partial (\frac{1}{\alpha})})(\frac{\partial}{\partial (\frac{1}{\beta})})^p \{\frac{1}{\alpha}p K(x, y, z; \frac{1}{\alpha}, \frac{1}{\beta})\} \times \frac{1}{\beta}q K(x, y, z; \frac{1}{\alpha}, \frac{1}{\beta}). \]

Application of the inverse transform to the above expression establishes that the function \( h_p(\xi, \alpha) h_q(\eta, \beta) \) is the associate on the domain of association. We have established the following result for a solution of the PWE whose associate is a rational function.

**Theorem 3.** Consider the function
\[ f(\xi, \eta) = \sum_{j=1}^{N} \sum_{k=1}^{M} \frac{a_{jk}}{(\xi - \alpha_j)^{p_j+1}(\eta - \beta_k)^{q_k+1}} \]
with poles \( \{ \alpha_1, ..., \alpha_N; \beta_1, ..., \beta_M \} \) located in the complement of the closed unit bidisk and in the right half planes of \( C_\xi \times C_\eta \). Then the corresponding function element whose domain of association includes all the poles is

\[
F(x, y, z) = \sum_{j=1}^{N} \sum_{k=1}^{M} a_{jk} \left( -1/\alpha_j \right)^{p_j+1} (-1/\beta_k)^{q_k+1} (1/p_j!) (1/q_k!)
\]

\[
\times \left\{ \frac{\partial}{\partial (1/\alpha_j)} \right\}^{p_j} \left\{ \frac{\partial}{\partial (1/\beta_k)} \right\}^{q_k} \left\{ \frac{1}{\alpha_j} \right\}^{p_j} \left( \frac{1}{\beta_k} \right)^{q_k} K(x, y, z; 1/\alpha_j, 1/\beta_k),
\]

and conversely.

The inclusion of a singularity in the domain of association of \( f \) results in a jump discontinuity in the function element \( F \) by the addition of a sectionally analytic residue element. This element is itself a solution of the PWE in the included component of the extended domain. The norm of the element may be interpreted as an energy differential in the function element \( F \) that appears as the appropriate contour crosses the singularity, and the transform of the corresponding residue element is added to \( F \). In the absence of source terms in the PWE, the resulting energy differential may be interpreted as the energy radiated by the wave as the pole is crossed. This interpretation dictates limits on the locations and orders of the singularities as the sum total of the radiated energies is limited to that of the original pulse on the unit bidisk. Moreover, the structure of the \( T \)-operator only allows for the beam to radiate a finite number of times in this model.

It is easy to establish an estimate on this energy as the contour deformations pass through the poles at \( (\xi, \eta) := (\alpha_j, \beta_k) \). The radiated energy is expressed in terms of the square of the \( L^2(E \times E) \) \( \left( T_{\sigma_1, \alpha_j, \sigma_2, \beta_k} [h_{p_j}(\xi, \alpha_j) h_{q_k}(\eta, \beta_k)] \right) \) energy norm taken over the transverse plane. A lower bound is given by

\[
|a_{jk}|^2 |(1/\alpha_j)^{p_j+1}(1/\beta_k)^{q_k+1}|^2 (1/p_j!)(1/q_k!)^2
\]

\[
\times \sum_{n=0}^{\infty} \sum_{m=0}^{\infty} \left\| \frac{\partial}{\partial (1/\alpha_j)} \right\|^{p_j} \left\| \frac{\partial}{\partial (1/\beta_k)} \right\|^{q_k} \left\{ \frac{1}{\alpha_j} \right\}^{p_j} \left( \frac{1}{\beta_k} \right)^{q_k} f_{nm} \left( \frac{1}{\alpha_j}, \frac{1}{\beta_k} \right) \right|\|^2,
\]

which simplifies to

\[
|a_{jk}|^2 |(1/\alpha_j)^{p_j+1}(1/\beta_k)^{q_k+1}|^2 (1/p_j!)(1/q_k!)^2
\]

\[
\times \left\| \frac{\partial}{\partial (1/\alpha_j)} \right\|^{p_j} \left\| \frac{\partial}{\partial (1/\beta_k)} \right\|^{q_k} \left\{ \frac{1}{\alpha_j} \right\}^{p_j} \left( \frac{1}{\beta_k} \right)^{q_k} \frac{1}{(1-1/\alpha_j)} \frac{1}{(1-1/\beta_k)} \right|\|^2.
\]

5. Special cases. We begin this section with a study of the analytic solutions in the right half space that are symmetric,

\[
F(x, y, z) = F(y, x, z),
\]

about the plane \( y = x \) for \( z > -z_S \). The series expansion of a symmetric solution and its associate assume particularly simple forms,

\[
F(x, y, z) = \sum_{n=0}^{\infty} \gamma_{nn} a_n \ F_{nn}(x, y, z)
\]
and
\[ f(\xi, \eta) = \sum_{n=0}^{\infty} a_n f_{nn}(\xi, \eta), \]
which allow for sharper results. The ascending and descending kernels are
\[ S(x, y, z; \xi, \eta) := \sum_{n=0}^{\infty} \gamma_{nn} F_{nn}(x, y, z) f_{nn}(\xi, \eta) \]
and
\[ S^*(x, y, z; \xi, \eta) := \sum_{n=0}^{\infty} \gamma_{nn} F^*_{nn}(x, y, z) f_{nn}(\xi, \eta). \]

The reader will note that F. G. Mehler’s [1, p. 175, #12a] generating function
\[ \sum_{n=0}^{\infty} h_n(x) h_n(y) \frac{(t/2)^n}{n!} = \frac{1}{(1-t^2)^{1/2}} \exp\left\{ \frac{2xy - (x^2 + y^2) t^2}{(1-t^2)} \right\} \]
for the Hermite polynomials allows us to write the kernels in closed form as
\[ S_+(x, y, z; \sqrt{\tau}, \sqrt{\tau}) = \sqrt{\frac{2}{\pi}} \frac{[w(0)]^2}{\sqrt{1-\tau^2}} \exp\left\{ \frac{2}{w(z)} \frac{2xy - (x^2 + y^2) \tau}{\sqrt{1-\tau^2}} \right\} \]
\[ \times e^{-i(\psi(z) - \psi_o)} \exp\left\{ \phi(x^2 + y^2, z) \right\} \]
and
\[ S^*_-(x, y, z; \sqrt{\tau^*}, \sqrt{\tau^*}) = \sqrt{\frac{2}{\pi}} \frac{[w(z)]^2}{\sqrt{1-(\tau^*)^2}} \exp\left\{ \frac{2}{w(z)} \frac{2xy - (x^2 + y^2)(\tau^*)^2}{\sqrt{1-(\tau^*)^2}} \right\} \]
\[ \times e^{i(\psi(z) - \psi_o)} \exp\left\{ \phi^*(x^2 + y^2, z) \right\}, \]
where \( \tau = \tau(\xi, \eta, z) = \xi \eta \ e^{-2i\psi(z)} \) and \( \tau^* = \tau^*(\xi, \eta, z) = \xi \eta \ e^{2i\psi(z)} \). The complex \( C^r \)-plane is cut along \( \text{Im}(\tau) = 0 \) for \( \text{Re}(\tau) \geq \pm 1 \) and the principal branch is selected.

The resulting integral transforms are
\[ F(x, y, z) = S_0[f] := \left( \frac{1}{2\pi} \right)^2 \int_0^{2\pi} \int_0^{2\pi} S_+ \left( \frac{\sqrt{2x}}{w(z)}, \frac{\sqrt{2y}}{w(z)}, z; \sqrt{\tau_{\alpha,\beta}}, \sqrt{\tau\alpha,\beta} \right) f \left( \frac{1}{\xi}, \frac{1}{\eta}, \frac{1}{\gamma} \right) d\theta d\phi \]
and
\[ f(\xi, \eta) = S_0^{-1}[F] := \int_{x=-\infty}^{x=\infty} \int_{y=-\infty}^{y=\infty} S^*_+ \left( \frac{\sqrt{2x}}{w(z)}, \frac{\sqrt{2y}}{w(z)}, z; \sqrt{\tau^*}, \sqrt{\tau^*} \right) F(x, y, z) dxdy, \]
where \( \tau_{\alpha,\beta} = \tau(\xi_{\alpha,\beta}, \eta_{\alpha,\beta}, z) \). We take the initial domain of definition of the kernel as \( D_S = D_K \). Maintaining the same restrictions on the singularities of the associate \( f \), we determine that the initial domain of \( F \) is \( E^3_+ \). The initial domain of \( f \) is simply \( D_S/E^3_+ \).

The real variables \( (x, y, z) \) are now allowed to become independent complex variables. The analytic continuation procedure is followed by deforming the contours in the complex plane and avoiding the endpinch singularities at \( \tau = \pm 1 \) to arrive at the principal branches of the function elements
\[ F(x, y, z) = S[f] := \left( \frac{1}{2\pi i} \right)^2 \int_{\sigma_1} \int_{\sigma_2} S_+ \left( \frac{\sqrt{2x}}{w(z)}, \frac{\sqrt{2y}}{w(z)}, z; \sqrt{\tau}, \sqrt{\tau} \right) f \left( \frac{1}{\xi}, \frac{1}{\eta}, \frac{1}{\gamma} \right) \frac{d\xi d\eta}{\xi \eta} \]
and
\[ f(\xi, \eta) = S^{-1}[F] := \int_{\Gamma_1} \int_{\Gamma_2} S^*(\sqrt{2x \over w(z)}, \sqrt{2y \over w(z)}, z; \sqrt{\tau_x}, \sqrt{\tau_z}) F(x, y, z) \, dx \, dy. \]

**Theorem 4.** The dual integral transforms \( \{S, S^{-1}\} \) join the unique function elements \( \{F, f\} \) on their domains of association.

Let us determine the jump in \( F \) as we deform the contours simultaneously across singularities that are symmetrically placed on the principal branches in the \( C_\xi \) and \( C_\eta \) planes at \( \alpha_{1,j} = \gamma_j e^{i(\pi/4-\theta_{o,j})} \) and \( \alpha_{2,j} = \gamma_j e^{i(\pi/4+\theta_{o,j})} \) for \( 0 < \theta_{o,j} < \pi/4 \) with \( 1 < \gamma_1 < \gamma_2 < \ldots < \gamma_n \). We are considering associates of the form
\[ f(\xi, \eta) = \sum_{j=1}^{n} a_j \, f_j(\xi, \eta), \]

where
\[ f_j(\xi, \eta) = \frac{1}{(\xi - \alpha_{1,j})^{\rho_j+1}(\eta - \alpha_{2,j})^{\rho_j+1}} + \frac{1}{(\xi - \alpha_{2,j})^{\rho_j+1}(\eta - \alpha_{1,j})^{\rho_j+1}}. \]

The \( S \)-transform yields
\[ F(x, y, z) = \sum_{j=1}^{n} a_j \, F_j(x, y, z), \]

where for \( \mu = \sqrt{2x \over w(z)}, \nu = \sqrt{2y \over w(z)}, \) and \( j = 1, \ldots, n, \)
\[ F_j(x, y, z) = \left( \frac{1}{\alpha_{1,j} \alpha_{2,j}} \right)^{2\rho_j + 2} \frac{1}{(p_j!)^2} \times \left[ \frac{\partial^{2\rho_j}}{\partial \mu^{\rho_j} \partial \nu^{\rho_j}} \right] \left[ \frac{1}{\alpha_{1,j} \alpha_{2,j}} \right] \left( S(\mu, \nu, z; \tau^{1/2}(\alpha_{1,j}^{-1}, \alpha_{2,j}^{-1}, z), \tau^{1/2}(\alpha_{1,j}^{-1}, \alpha_{2,j}^{-1}, z)) \right) \]
\[ + \left( \frac{1}{\alpha_{2,j} \alpha_{1,j}} \right)^{2\rho_j + 2} \frac{1}{(p_j!)^2} \times \left[ \frac{\partial^{2\rho_j}}{\partial \nu^{\rho_j} \partial \mu^{\rho_j}} \right] \left[ \frac{1}{\alpha_{2,j} \alpha_{1,j}} \right] \left( S(\mu, \nu, z; \tau^{1/2}(\alpha_{2,j}^{-1}, \alpha_{1,j}^{-1}, z), \tau^{1/2}(\alpha_{2,j}^{-1}, \alpha_{1,j}^{-1}, z)) \right). \]

The energy radiated by the introduction of the term \( 1/(\xi - \alpha_{1,j})^{\rho_j+1}(\eta - \alpha_{2,j})^{\rho_j+1} \) into the domain of association is at least
\[ \left( \frac{1}{\alpha_{1,j} \alpha_{2,j}} \right)^{2\rho_j + 2} \frac{1}{(p_j!)^2} \times \left[ \frac{\partial^{2\rho_j}}{\partial \mu^{\rho_j} \partial \nu^{\rho_j}} \right] \left[ \frac{1}{\alpha_{1,j} \alpha_{2,j}} \right] \left( \frac{1}{1 - \tau^{\rho} \left( \frac{1}{\alpha_{1,j} \alpha_{2,j}}, 0 \right)} \right)^2. \]

We complete this discussion by considering fields that are independent of the transverse variable \( y \), that is, the two-dimensional case where the PWE has the form
\[ \left[ \frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial z^2} - 2ik \frac{\partial}{\partial z} \right] F = 0. \]

The analytic solutions are expressed by
\[ F(x, z) = \sum_{n=0}^{\infty} \sigma_n \, a_n \, F_n(x, z), \]
where \( F_n(x, z) = v_n(x, z), \) \( n = 0, 1, 2, \ldots, \) and the corresponding associates are
\[
f(\xi) = \sum_{n=0}^{\infty} a_n \xi^n.
\]

The dual transforms represented by
\[
F(x, z) = R_o[f] := \frac{1}{2\pi i} \sqrt{w(0) \over w(z)} \int_{\sigma}^{2\pi} J(x, z; \xi) f(\xi^{-1}) \, d\eta
\]
and
\[
f(\xi) = R_o^{-1}[F] := \frac{1}{2\pi i} \sqrt{w(z) \over w(0)} \int_{\sigma}^{2\pi} J^*(x, z; \xi) F(x, z) \, dx
\]
are valid on their initial domains of definition. Repeating the process of allowing the variables \((x, z)\) to become independent complex variables and analytically continuing the resulting integrals by contour deformation produces the function elements
\[
F(x, z) = R[f] := \frac{1}{2\pi i} \sqrt{w(0) \over w(z)} \int_{\sigma}^{2\pi} J(x, z; \xi) f(1/\xi) \, d\xi
\]
and
\[
f(\xi) = R^{-1}[F] := \frac{1}{2\pi i} \sqrt{w(z) \over w(0)} \int_{\Gamma} J^*(x, z; \xi) F(x, z) \, dx.
\]

**Theorem 5.** The dual integral transforms \( \{R, R^{-1}\} \) join the unique function elements \( \{F, f\} \) on their domains of association.

At this point, the analytic continuation of these transforms follows the template established in the earlier analysis. If \( h_p(\xi, \alpha) = 1/(\xi - \alpha)^{p+1} \), then the function element is
\[
T_{\sigma, \alpha}[h_p(\xi, \alpha)] = (-1/\alpha)^{p+1}(1/p!)[\frac{\partial}{\partial(1/\alpha)}]^{p+1}(\frac{1}{\alpha})^p J(x, z; 1/\alpha).
\]
Moreover, the square of the \( L^2(E) \) energy norm taken over the transverse axis is given by
\[
|(1/\alpha_j)^{p_j+1} (1/p_j)!|^2 \times |\left[\frac{\partial}{\partial(1/\alpha_j)}\right]^{p_j}(\frac{1}{\alpha_j})^{p_j} \frac{1}{(1 - 1/\alpha_j)}|^2.
\]

**6. Comments.** A primary question of interest is whether the function theoretic residue solutions in \( C^3 \) are manifested in the domain \( E_p^3 \) in a way similar to that of evanescent radiation. Moreover, the amount of radiation or norm differential is a function of the order and location of the poles of the associates. Thus, the poles and their orders are limited to certain regions whose geometry is a function of the total energy in the wave. The actual or approximate location of such singularities are of fundamental importance in numerical computations (see [9]). The answer to this question most easily follows from a representation of the kernels in closed form, in which case the exact domains of association can be determined including their intersection with \( E_p^3 \). The closed form of the kernels is unknown to the authors. We note that there is an alternative to knowing these closed form expressions as demonstrated in the analysis found in [7].
However, such an analysis in the case of the PWE is at least as difficult as summing the kernel in closed form.
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