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1. Introduction. This note, submitted in honor of Walter Strauss’ 70th birthday, offers a new look at the elegant paper by Costa and Strauss entitled Energy Splitting, [3]. In it, they studied finite energy solutions to linear, constant coefficient, isotropic, symmetric hyperbolic systems. They showed that solutions separate, in $L^2$, into a superposition of outgoing plane waves, using a decomposition based on the Radon transform.

Our approach to energy splitting is based on the local energy decay result obtained by the author with B. Thomases in [9], for rotationally and scaling invariant isotropic systems. Inspired by Costa and Strauss, here we replace rotational invariance by the isospectral condition of [3]. This involves a nonlocal modification of the rotational vector fields. However, the final result is entirely local. Solutions are decomposed locally according to the spectral projections of the symbol, and individual wave families concentrate near characteristic cones. After a few preliminaries, we state the main result and compare it with [3]. The proof is entirely self-contained. To conclude, we illustrate with three examples.

Energy splitting is closely related to the phenomenon of energy equipartition. In the context of symmetric hyperbolic systems with constant coefficients, there have been numerous works on these topics, among them [2, 4, 10, 11].

2. Preliminaries. Let $\mathcal{V}$ and $\mathcal{W}$ be finite-dimensional inner product spaces over $\mathbb{R}$. We will be concerned with $\mathcal{V}$-valued solutions $u : [0, T) \times \mathbb{R}^n \to \mathcal{V}$ (with $n > 1$) of the linear system

$$L(\partial)u = 0 \quad \text{with} \quad L(\partial) = \partial_t + A(\nabla), \quad A(\nabla) = A_k \partial_k,$$

(1a)

Together with a system of constraints

$$B(\nabla)u = 0 \quad \text{with} \quad B(\nabla) = B_k \partial_k,$$

(1b)
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Here, we suppose that the coefficients are constant linear maps
\[ A_k \in \mathcal{L}(V, V), \quad B_k \in \mathcal{L}(V, W), \quad k = 1, \ldots, n. \]

Associated to the differential operators \( A(\nabla) \) and \( B(\nabla) \), define the symbols
\[ A(\xi) = A_k \xi^k \quad \text{and} \quad B(\xi) = B_k \xi^k, \quad \xi \in \mathbb{R}^n. \]

We shall make three assumptions: a symmetry condition
\[ \text{(A1)} \quad A(\xi) = A(\xi)^*, \quad \text{for all} \quad \xi \in \mathbb{R}^n, \]
a nondegeneracy condition
\[ \text{(A2)} \quad \ker B(\xi) = \ker A(\xi)^\perp, \quad \text{for all} \quad \xi \in \mathbb{R}^n, \]
and an isospectral condition
\[ \text{(A3)} \quad \text{The spectrum of} \quad A(\omega) \quad \text{is independent of} \quad \omega \in S^{n-1}. \]

The symmetry condition \text{(A1)} implies the conservation of energy. The nondegeneracy condition \text{(A2)} rules out stationary solutions. It is slightly stronger than the assumption \( \ker A(\xi) \cap \ker B(\xi) = \{0\} \) made in \cite{9}, but \text{(A2)} holds in all of the main examples. Systems satisfying the isospectral condition \text{(A3)} were called isotropic by Costa and Strauss because the wave speeds are independent of the direction of propagation. Condition \text{(A3)} is weaker than the rotational invariance condition assumed in \cite{9}, but the author is unaware of a physical system which satisfies \text{(A3)} and is not also rotationally invariant. In any case, \text{(A3)} is enough to construct a useful family of operators which generalize the usual rotational vector fields.

Before coming to the main result, we mention a few simple facts.

Spectral projections. Let \( \omega \in S^{n-1} \). Using \( \sigma \) to denote the spectrum, we have by \text{(A3)} that \( \sigma(A(\omega)) = \sigma(A(-\omega)) = \sigma(-A(\omega)) \); it follows that the nonzero eigenvalues of \( A(\omega) \) occur in plus/minus pairs. Denote the distinct eigenvalues of \( A(\omega) \) by \( \{\lambda_\alpha : \alpha = -m, \ldots, m\} \), labeled so that
\[ \lambda_0 = 0 < \lambda_1 < \ldots < \lambda_m, \quad \text{and} \quad \lambda_{-\alpha} = -\lambda_\alpha. \]

For each \( \omega \in S^{n-1} \), the orthogonal projection of \( V \) onto the eigenspace of \( A(\omega) \) corresponding to the eigenvalue \( \lambda_\beta \) is given by
\[ \mathcal{P}_\beta(\omega) = \prod_{\alpha \neq \beta} \frac{A(\omega) - \lambda_\alpha I}{\lambda_\beta - \lambda_\alpha}. \quad (2) \]

The orthogonal projections \( \mathcal{P}_\beta(\omega) \) are smooth functions of \( \omega \) on \( S^{n-1} \).

3. Main result.

THEOREM 1. Suppose that \( u \) solves (1a), (1b) with \( n > 1 \). Assume that \text{(A1)}, \text{(A2)}, \text{(A3)} hold. Select \( \delta \) so that
\[ 0 < \delta < \min\{|\lambda_\alpha - \lambda_\beta|/2 : \alpha \neq \beta\}. \]
If the initial data satisfies \( u_0 \in L^2(\mathbb{R}^n) \), then
\[
\| u(t) - \sum_{\alpha=1}^{m} \chi_{\{ |\lambda_\alpha t - r| < \delta_t \}} P_\alpha(x/r)u(t) \|_{L^2(\mathbb{R}^n)} \to 0,
\] (3a)
as \( t \to \infty \). (Here, \( \chi_\Omega \) denotes the characteristic function of a set \( \Omega \).)

If \( u_0 \in L^2(\mathbb{R}^n) \) and \((1 + |x|)|\nabla u_0| \in L^2(\mathbb{R}^n)\), then for \( k = 1, \ldots, n \),
\[
\| \partial_k u(t) - \sum_{\alpha=1}^{m} \chi_{\{ |\lambda_\alpha t - r| < \delta t \}} P_\alpha(x/r)\partial_k u(t) \|_{L^2(\mathbb{R}^n)} = O(t^{-1}),
\] (3b)
as \( t \to \infty \).

This result has the advantage of using only local quantities. Note, in particular, that the projections act in the physical variables and not the phase variables and that the characteristic functions separate the wave families and localize them near their light cones. The asymptotic analysis of certain nonlinear quantities in the solution (such as null forms) therefore becomes potentially quite simple.

Equation (3a) implies that
\[
P_\alpha(x/r)u(t, x) \to 0 \text{ in } L^2(\mathbb{R}^n) \text{ as } t \to \infty, \quad \alpha = -m, \ldots, 0.
\] (4a)

On the other hand, the result of Costa and Strauss \([3]\) says that
\[
(\lambda_\alpha I - A(x/r))u^{(\alpha)}(t) \to 0 \text{ in } L^2(\mathbb{R}^n) \text{ as } t \to \infty, \quad \alpha = 1, \ldots, m,
\] (4b)
where \( u^{(\alpha)} \) is a nonlocal plane wave decomposition involving waves with propagation speeds \( \pm \lambda_\alpha \). If we make the asymptotically correct identification \( u^{(\alpha)}(t, x) \sim (P_\alpha(x/r) + P_{-\alpha}(x/r))u(t, x) \), then (4b) and (4a) are seen to be equivalent.

4. Commutation properties. Define the usual angular momentum and scaling operators
\[
\Omega_{ij} = x^i \partial_j - x^j \partial_i \quad \text{and} \quad S = t \partial_t + r \partial_r.
\]
The angular momentum operators must be “corrected” in order that they commute with \( A(\nabla) \) and \( B(\nabla) \). For rotationally invariant systems, one uses the natural Lie derivatives, resulting in a constant linear map as a correction term; see \([9]\), for example. Here, we must generalize this construction slightly.

The operators \( \Omega_{ij} \) are invariant under Fourier transform, that is, \( \Omega_{ij} = \mathcal{F}^{-1} \Omega_{ij} \mathcal{F} \). Define the family of operators
\[
\tilde{\Omega}_{ij} = \sum_{\alpha=-m}^{m} \mathcal{F}^{-1} P_\alpha(\xi/|\xi|) \Omega_{ij} P_\alpha(\xi/|\xi|) \mathcal{F},
\]
with \( \xi \in \mathbb{R}^n \) being the Fourier transform variable.

**Lemma 1.** If \( u, \Omega_{ij}u \in L^2(\mathbb{R}^n), \) then \( \tilde{\Omega}_{ij}u \in L^2(\mathbb{R}^n) \), and
\[
\| \tilde{\Omega}_{ij}u - \Omega_{ij}u \|_{L^2(\mathbb{R}^n)} \leq C\|u\|_{L^2(\mathbb{R}^n)}.
\]
Lemma 2. Let \( u(t) \) be a solution of \( (1a) \) with initial data \( u_0 \) satisfying

\[
\| u_0 \|_{L^2(\mathbb{R}^n)} \quad \text{and} \quad \| (1 + |x|)|\nabla u_0| \|_{L^2(\mathbb{R}^n)}.
\]

Then the functions \( u(t), \tilde{\Omega}_{ij} u(t), S u(t) \) lie in \( L^2(\mathbb{R}^n) \) for all \( t \in \mathbb{R} \), they solve \( (1a) \), and their \( L^2 \)-norms are conserved.

Proof. The assumptions on the initial data imply that \( u_0, r \partial_r u_0, \text{ and } \tilde{\Omega}_{ij} u_0 \) lie in \( L^2(\mathbb{R}^n) \). By Lemma 2, \( \tilde{\Omega}_{ij} u_0 \) also lies in \( L^2(\mathbb{R}^n) \).

The solution of \( (1a) \) is represented by \( u(t) = T(t) u_0 = \mathcal{F}^{-1} \exp i\mathcal{T}(\xi) \mathcal{F} u_0 \). By the symmetry condition \( (A1) \), the solution operator \( T(t) \) is an isometry on \( L^2(\mathbb{R}^n) \). Thus, \( \| u(t) \|_{L^2(\mathbb{R}^n)} = \| u_0 \|_{L^2(\mathbb{R}^n)} \).

Since \( \tilde{\Omega}_{ij} |\xi| = 0 \), we have from the definition of \( \tilde{\Omega}_{ij} \) that \( \tilde{\Omega}_{ij}, A(\nabla) \) = 0, and hence \( [\tilde{\Omega}_{ij}, L(\partial)] = 0 \). It follows that \( \tilde{\Omega}_{ij} u(t) = T(t) \tilde{\Omega}_{ij} u_0 \) solves \( (1a) \), and \( \| \tilde{\Omega}_{ij} u(t) \|_{L^2(\mathbb{R}^n)} = \| \tilde{\Omega}_{ij} u_0 \|_{L^2(\mathbb{R}^n)} \). Likewise, since \( [S, L(\partial)] = -L(\partial) \), we have that \( Su(t) = T(t)[r \partial_r u_0] \), with conservation of the norm.

5. Proof of Theorem 1. The proof of Theorem 1 depends on the following version of the result in [9] specialized to the homogeneous, inviscid case. We provide its short proof for completeness.

Theorem 2. Assume that \( (A1), (A2), (A3) \) hold. Let \( u \) be a solution of \( (1a), (1b) \) with \( n > 1 \) whose initial data satisfies

\[
u_0 \in L^2(\mathbb{R}^n) \quad \text{and} \quad (1 + |x|)|\nabla u_0| \in L^2(\mathbb{R}^n).
\]

Then there are positive constants \( \mu \) and \( C \), depending on the coefficients \( A_k \) and \( B_k \), such that the first derivatives \( \partial_k u, k = 1, \ldots, n \) satisfy the estimates

\[
\mu \| \partial_k u(t) \|_{L^2(\mathbb{R}^n)} \leq C \| u_0 \|_{L^2(\mathbb{R}^n)} + \| r \partial_r u_0 \|_{L^2(\mathbb{R}^n)}, \tag{5a}
\]

and for any \( \nu > 0 \),

\[
\| (\lambda t - r) P_\alpha (x/|x|) \partial_k u(t) \|_{L^2(\mathbb{R}^n)} \leq C \left[ \| \tilde{\Omega}_{ij} u_0 \|_{L^2(\mathbb{R}^n)} + \| u_0 \|_{L^2(\mathbb{R}^n)} \right] + \| r \partial_r u_0 \|_{L^2(\mathbb{R}^n)}, \tag{5b}
\]

for each \( \alpha = -m, \ldots, m \).

Proof. By \( (A2) \), the expression \( |A(\omega) u|^2 + |B(\omega) u|^2 \) vanishes if and only if \( u = 0 \). In other words, the map \( A(\omega)^2 + B(\omega)^* B(\omega) \) in \( \mathcal{L}(\mathcal{V}, \mathcal{V}) \) is positive definite for each \( \omega \in S^{n-1} \), and so there exists a constant \( \mu \) such that

\[
(3 \mu)^2 | u \|^2 \leq |A(\omega) u|^2 + |B(\omega) u|^2, \tag{5c}
\]
for all $u \in V$ and $\omega \in S^{n-1}$. Therefore, using the Fourier transform, we obtain

$$3\mu \|\nabla u\|_{L^2(\mathbb{R}^n)} \leq \|A(\nabla)u\|_{L^2(\mathbb{R}^n)} + \|B(\nabla)u\|_{L^2(\mathbb{R}^n)},$$

(6)

for all functions $u \in H^1(\mathbb{R}^n)$.

Introduce a cutoff function $\zeta \in C^\infty(\mathbb{R})$ with $0 \leq \zeta \leq 1$ and

$$\zeta(s) = \begin{cases} 1, & \text{if } s \leq 1, \\ 0, & \text{if } s \geq 2. \end{cases}$$

(7)

Fixing $\mu$ as in (6), define $\psi_\mu(t,r) = \zeta(r/(\mu t))$.

Let $u$ solve (1a), (1b), and set $v = \psi_\mu u$, so that $v$ is supported in $\{r \leq 2\mu t\}$. By (6), we obtain

$$3\mu t \|\nabla v\|_{L^2(\mathbb{R}^n)} \leq \|t(A(\nabla) - r\partial_r)v\|_{L^2(\mathbb{R}^n)} + 2\mu t \|\nabla v\|_{L^2(\mathbb{R}^n)} + \|B(\nabla)v\|_{L^2(\mathbb{R}^n)}.$$  

This yields the bound

$$\mu t \|\nabla v\|_{L^2(\mathbb{R}^n)} \leq \|t(A(\nabla) - r\partial_r)v\|_{L^2(\mathbb{R}^n)} + \|B(\nabla)v\|_{L^2(\mathbb{R}^n)}.$$  

(8)

Now since $(\mu t + r)|\partial_k \psi_\mu| \leq C$, we have from (8) the estimate

$$\mu t \|\partial_k u\|_{L^2(\{r \leq \mu t\})} \leq \|t(A(\nabla) - r\partial_r)v\|_{L^2(\mathbb{R}^n)} + \|B(\nabla)u\|_{L^2(\mathbb{R}^n)} + C \|u\|_{L^2(\mathbb{R}^n)}.$$  

But since $u$ solves (1a), (1b), this equals

$$\|Su\|_{L^2(\mathbb{R}^n)} + C \|u\|_{L^2(\mathbb{R}^n)}.$$  

The estimate (5a) now follows from Lemma 2.
Using the orthogonal projections $\mathcal{P}_\alpha (\omega )$, with $\omega = x/r$, and the vector fields $\Omega _{ij}$, we have the pointwise estimate

$$(\lambda _0 t - r) \mathcal{P}_\alpha (\omega ) \partial _j u(t, x) = |\mathcal{P}_\alpha (\omega ) (tA(\omega ) - rI) \partial _j u(t, x)|_V$$

$$\leq |(tA(\omega ) - rI) \partial _j u(t, x)|_V$$

$$= |(tA_k - r_2 k^j) \omega ^k \partial _j u(t, x)|_V$$

$$= |(tA_k - r_2 k^j) (\omega ^j \partial _k + \frac{1}{r} \Omega _{kj}) u(t, x)|_V$$

$$= \left[ \omega ^j (tA(\nabla ) - r \partial _r) + (tA_k - r_2 k^j) \frac{1}{r} \Omega _{kj} \right] u(t, x)|_V$$

$$\leq |(tA(\nabla ) - r \partial _r) u(t, x)|_V + C \left[ \frac{t}{r} + 1 \right] |\Omega u(t, x)|_V$$

$$= |Su(t, x)|_V + C \left[ \frac{t}{r} + 1 \right] |\Omega u(t, x)|_V.$$

An integration over the region \{ $r \geq v t$ \} yields

$$\| \mathcal{P}_\alpha (x/|x|) \partial _j u(t) \|_{L^2(\{ r \geq v t \})} \leq \| Su(t) \|_{L^2(\mathbb{R}^n)} + C \| \Omega u(t) \|_{L^2(\mathbb{R}^n)}.$$

The estimate (5b) now follows by an application of Lemmas (1) and (2). \hfill \square

As a final preparation, we need the following approximation result.

**Lemma 3.** If $u \in L^2 (\mathbb{R}^n)$ satisfies the constraint equation (1b), then for any $\varepsilon > 0$, $k = 1, \ldots , n$, there exists $v^\varepsilon \in S(\mathbb{R}^n)$ satisfying (1b), as well as the estimate

$$\| u - \partial _k v^\varepsilon \|_{L^2(\mathbb{R}^n)} < \varepsilon.$$

**Proof.** A function $u \in L^2(\mathbb{R}^n)$ satisfies the constraint equation (1b) if and only if $\mathcal{F} u(\xi) \in \ker B(\eta)$, $\eta = \xi / |\xi|$. By (A2), $\ker A(\eta) = \ker B(\eta)$, so this is equivalent to saying

$$\mathcal{F} u(\xi) = Q(\eta) \mathcal{F} u(\xi), \quad Q(\eta) = I - \mathcal{P}_0(\eta),$$

where $\mathcal{P}_0(\eta)$ is the orthogonal projection of $\mathcal{V}$ onto $\ker A(\eta)$.

The class $S(\mathbb{R}^n)$ is dense in $L^2(\mathbb{R}^n)$, so we may choose $w \in S(\mathbb{R}^n)$, such that $\| \mathcal{F} u - \mathcal{F} w \|_{L^2(\mathbb{R}^n)} < \varepsilon /2$. Fix $k = 1, \ldots , n$, and, using the cutoff function (7), choose $\delta = \delta (\varepsilon ) > 0$ small enough so that

$$\| \zeta (\xi ^k / \delta ) \mathcal{F} w \|_{L^2(\mathbb{R}^n)} < \varepsilon /2.$$

Finally, define $\mathcal{F} v^\varepsilon = (i \xi ^k)^{-1} Q(\eta)(1 - \zeta (\xi ^k / \delta )) \mathcal{F} w(\xi)$. Then $v^\varepsilon \in S(\mathbb{R}^n)$, $v^\varepsilon$ satisfies (1b), and we have the estimate

$$\| u - \partial _k v^\varepsilon \|_{L^2(\mathbb{R}^n)} = \| \mathcal{F} u(\xi) - Q(\eta)(1 - \zeta (\xi ^k / \delta )) \mathcal{F} w(\xi) \|_{L^2(\mathbb{R}^n)}$$

$$= \| Q(\eta)(\mathcal{F} u(\xi) - (1 - \zeta (\xi ^k / \delta )) \mathcal{F} w(\xi)) \|_{L^2(\mathbb{R}^n)}$$

$$\leq \| \mathcal{F} u(\xi) - (1 - \zeta (\xi ^k / \delta )) \mathcal{F} w(\xi) \|_{L^2(\mathbb{R}^n)}$$

$$\leq \| \mathcal{F} u - \mathcal{F} w \|_{L^2(\mathbb{R}^n)} + \| \zeta (\xi ^k / \delta ) \mathcal{F} w \|_{L^2(\mathbb{R}^n)}$$

$$< \varepsilon /2 + \varepsilon /2 = \varepsilon.$$
Proof of Theorem 1. Choose $0 < \delta < \min\{|\lambda_\alpha - \lambda_\beta|/2 : \alpha \neq \beta\}$. Assume that $u_0$ satisfies the assumptions of Theorem 2.

If $\alpha = -m, \ldots, 0$, then $\lambda_\alpha \leq 0$, and so for $r > \nu t$, we have $|\lambda_\alpha t - r| \geq \nu t$. Taking $\nu = \mu$ in Theorem 2 and combining (5a), (5b), we see that

$$\mu t\|P_\alpha(x/|x|)\partial_k u(t)\|_{L^2(\mathbb{R}^n)} \leq C,$$

for $\alpha = -m, \ldots, 0$.

On the other hand, if $\alpha = 1, \ldots, m$, we write

$$\delta t \chi_{\{|\lambda_\alpha t - r| > \delta t\}} = \delta t \chi_{\{|\lambda_\alpha t - r| > \delta t\}} \cap \{r < \delta t\} + \delta t \chi_{\{|\lambda_\alpha t - r| > \delta t\}} \cap \{r > \delta t\} \leq \delta t \chi_{\{r < \delta t\}} + |\lambda_\alpha t - r| \chi_{\{r > \delta t\}}.$$ 

Thus, taking $\nu = \delta$ in (5b), we get from Theorem 2

$$\delta t\|P_\alpha(x/|x|)\partial_k u(t)\|_{L^2(\{|\lambda_\alpha t - r| > \delta t\})} \leq \delta t\|P_\alpha(x/|x|)\partial_k u(t)\|_{L^2(\{r < \delta t\})} + \|(\lambda_\alpha t - r)P_\alpha(x/|x|)\partial_k u(t)\|_{L^2(\{r > \delta t\})} \leq C.$$ 

We conclude that

$$\|\partial_k u(t) - \sum_{\alpha=1}^{m} \chi_{\{|\lambda_\alpha t - r| < \delta t\}} P_\alpha(x/|x|)\partial_k u(t)\|_{L^2(\mathbb{R}^n)} \leq \sum_{\alpha = -m}^{0} \|P_\alpha(x/|x|)\partial_k u(t)\|_{L^2(\mathbb{R}^n)} + \sum_{\alpha=1}^{m} \|P_\alpha(x/|x|)\partial_k u(t)\|_{L^2(\{|\lambda_\alpha t - r| > \delta t\})} \leq C t^{-1},$$

thereby proving (3b). \qed

Proof of Theorem 1. Assume merely that $u_0 \in L^2(\mathbb{R}^n)$. Let $\varepsilon' > 0$ be given. Using Lemma 3 with $\varepsilon = \varepsilon'/3$, choose $v_0^\varepsilon \in \mathcal{S}(\mathbb{R}^n)$ satisfying (1b) and

$$\|u_0 - \partial_k v_0^\varepsilon\|_{L^2(\mathbb{R}^n)} < \varepsilon,$$

for some $k = 1, \ldots, n$.

Let $v^\varepsilon$ solve (1a), (1b) with initial data $v_0^\varepsilon$. By energy conservation, we have that

$$\|u(t) - \partial_k v^\varepsilon(t)\|_{L^2(\mathbb{R}^n)} = \|u_0 - \partial_k v_0^\varepsilon\|_{L^2(\mathbb{R}^n)} < \varepsilon.$$

Moreover, we have that

$$\|\sum_{\alpha=1}^{m} \chi_{\{|\lambda_\alpha t - r| < \delta\}} P_\alpha(x/|x|)(u(t) - \partial_k v^\varepsilon(t))\|_{L^2(\mathbb{R}^n)} \leq \|u(t) - \partial_k v^\varepsilon(t)\|_{L^2(\mathbb{R}^n)} < \varepsilon.$$
Adding and subtracting $\partial_k v^\varepsilon$, we estimate as follows:

$$
\|u(t) - \sum_{\alpha=1}^m \chi_{\{t_r \leq |x| < t_{r+1}\}} P_\alpha(x/|x|)u(t)\|_{L^2(\mathbb{R}^n)}
\leq \|u(t) - \partial_k v^\varepsilon(t)\|_{L^2(\mathbb{R}^n)}
+ \|\partial_k v^\varepsilon(t) - \sum_{\alpha=1}^m \chi_{\{t_r \leq |x| < t_{r+1}\}} P_\alpha(x/|x|)\partial_k v^\varepsilon(t)\|_{L^2(\mathbb{R}^n)}
+ \|\sum_{\alpha=1}^m \chi_{\{t_r \leq |x| < t_{r+1}\}} P_\alpha(x/|x|)(u(t) - \partial_k v^\varepsilon(t))\|_{L^2(\mathbb{R}^n)}.
$$

The first and third terms are both smaller than $\varepsilon = \varepsilon'/3$, while the middle term is $O(t^{-1})$. Therefore, for $t$ sufficiently large, the sum of the three terms is smaller than $\varepsilon'$.


Wave equation. The wave equation for $\phi : \mathbb{R} \times \mathbb{R}^n \to \mathbb{R}$,

$$
\partial_t^2 \phi - c^2 \Delta \phi = 0,
$$

can be written in the form (1a) using $u = \partial \phi = (\partial_t \phi, \nabla \phi) \in V = \mathbb{R}^{n+1}$ with the inner product $\text{diag}(c^{-2}, 1, \ldots, 1)$. The coefficient matrices are

$$
-A_k = c^2 e_0 \otimes e_k + e_k \otimes e_0, \quad k = 1, \ldots, n,
$$

where $\{e_n\}_{n=0}^n$ denotes the standard basis on $V$. The constraint equations (1b) consist of

$$
\partial_i u^j - \partial_j u^i = 0, \quad i, j = 1, \ldots, n.
$$

The assumptions (A1)-(A3) are easily verified; see [9].

The symbol has eigenvalues $0, \pm c$, and from (2),

$$
P_1(x/r) = (2c^2)^{-1/2} [A(x/r)^2 + A(x/r)].
$$

After a bit of calculation, Theorem 4 gives

$$
\begin{bmatrix}
\partial_t \phi(t) \\
\nabla \phi(t)
\end{bmatrix}
- \chi_{\{ct < |x| < ct/2\}} \frac{1}{2} \begin{bmatrix}
\partial_t \phi(t) - c \partial_x \phi(t) \\
(\partial_x \phi(t) - c^{-1} \partial_t \phi(t))(x/r)
\end{bmatrix}
\to 0,
$$

in $L^2(\mathbb{R}^n)$, as $t \to \infty$.

Maxwell's equation. The homogeneous Maxwell system for an electromagnetic field $(E, H) : \mathbb{R} \times \mathbb{R}^3 \to \mathbb{R}^3 \times \mathbb{R}^3$ takes the form

$$
\varepsilon \partial_t E - c \nabla \wedge H = 0,
\mu \partial_t H + c \nabla \wedge E = 0,
$$

with the constraints

$$
\nabla \cdot \varepsilon E = 0, \quad \nabla \cdot \mu H = 0.
$$

Taking $V = \mathbb{R}^3 \times \mathbb{R}^3$ with the inner product

$$
\langle u, u' \rangle_V = \langle (E, H), (E', H') \rangle_V = \varepsilon \langle E, E' \rangle_{\mathbb{R}^3} + \mu \langle H, H' \rangle_{\mathbb{R}^3},
$$

the system satisfies the assumptions of Theorem 4.
In this case, the symbol is given by

\[ A \left( \frac{x}{r} \right) u = \begin{pmatrix} \frac{c^2}{\mu} x \cdot \nabla H \cdot \frac{c}{\mu} x \wedge E \end{pmatrix}, \]

and the eigenvalues are 0, ±c/√εμ.

Once again, using (2), we have

\[ \mathcal{P}_1(x/r) = \frac{1}{2\lambda^2}(A(x/r)^2 + A(x/r)). \]

Unravelling Theorem 1, we find that

\[ \mathcal{T}(E) - \chi(\|\mathcal{M} - r\| < \frac{\lambda t}{2}) \frac{1}{2} \mathcal{E} \left[ \begin{array}{c} E - \langle E, x/r \rangle R^3 \langle x/r \rangle - \frac{E}{2}(x/r) \wedge H \\ H - \langle H, x/r \rangle R^3 \langle x/r \rangle + \frac{E}{2}(x/r) \wedge E \end{array} \right] \rightarrow 0, \]

in \( L^2(\mathbb{R}^3) \), as \( t \rightarrow \infty \). See also [1, 5, 8].

Linear isotropic elasticity. In linear isotropic elasticity, the material displacement vector \( \phi : \mathbb{R} \times \mathbb{R}^3 \rightarrow \mathbb{R}^3 \) satisfies the system

\[ \partial_t^2 \phi - c_2^2 \Delta \phi - (c_1^2 - c_2^2) \nabla (\nabla \cdot \phi) = 0, \quad c_1 > c_2 > 0. \]

This can be written in the form (1a) using the deformation gradient \( F_\ell = \partial_\ell \phi \) and velocity \( \partial_\ell \phi \) as variables:

\[ \partial_t F - \nabla v = 0, \quad (9a) \]
\[ \partial_t v - \nabla \cdot TF = 0, \quad (9b) \]

in which \( T \in \mathcal{L}(\mathbb{R}^3 \otimes \mathbb{R}^3, \mathbb{R}^3 \otimes \mathbb{R}^3) \) is defined by

\[ TF = c_2^2 F + (c_1^2 - c_2^2) \text{ tr } F. \quad (9c) \]

The constraints (1b) are

\[ \partial_m F_\ell^m - \partial_\ell F_m^m = 0, \quad i, \ell, m = 1, 2, 3. \quad (9d) \]

The natural vector space is therefore \( V = (\mathbb{R}^3 \otimes \mathbb{R}^3) \times \mathbb{R}^3 \), and with the inner product

\[ \langle u, v \rangle_V = \langle (F, v), (\bar{F}, \bar{v}) \rangle_V = \text{ tr } [(TF)^* + \langle v, \bar{v} \rangle_{\mathbb{R}^3}], \]

the system (9a)-(9d) satisfies the conditions of Theorem 1.

The symbol \( A(\omega) \in \mathcal{L}(\mathcal{V}, \mathcal{V}) \) is given by

\[ A(\omega) u = A(\omega)(F, v) = -\langle v \otimes \omega, TF \omega \rangle, \]

which has eigenvalues 0, ±c₂, ±c₁. Thus, this system has multiple propagation speeds. The principal components, according to Theorem 1 are a one-dimensional family of fast pressure waves

\[ \mathcal{P}_f u = \frac{1}{2c_1^2} \left[ c_1 \langle w_f, x/r \rangle - (c_1^2 - c_2^2)(\nabla \cdot \phi - \langle \partial_\ell \phi, x/r \rangle) \right] \cdot \left( -\frac{x}{r} \otimes \frac{x}{r}, c_1 x/r \right), \]
\[ w_f = \partial_\ell \phi - c_1 \partial_\ell \phi. \]

and a two-dimensional family of slow shear waves

\[ \mathcal{P}_s u = \frac{1}{2c_2^2} \left[ -c_2 \langle w_s, x/r \rangle \otimes x/r, c_2^2 (w_s - \langle w_s, x/r \rangle x/r) \right], \]
\[ w_s = \partial_\ell \phi - c_2 \partial_\ell \phi. \]
With $\delta = \min\{c_2/2, (c_1 - c_2)/2\}$, we have

$$u - \chi_{\{|c_1t - r| < \delta t\}} P_fu - \chi_{\{|c_2t - r| < \delta t\}} P_su \to 0, \quad \text{in } L^2(\mathbb{R}^3), \text{ as } t \to \infty.$$