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Abstract. This paper describes a collocation method for solving numerically a singular integral equation with Cauchy and Volterra operators, associated with a proper constraint condition. The numerical method is based on the transformation of the given integral problem into a hypersingular integral equation and then applying a collocation method to solve the latter equation. Convergence of the resulting method is then discussed, and optimal convergence rates for the collocation and discrete collocation methods are given in suitable weighted Sobolev spaces. Numerical examples are solved using the proposed numerical technique.

1. Introduction. Let us consider the singular integral equation

\[-\frac{1}{\pi} \int_{-1}^{1} \frac{v(x)}{x-t} \, dx + g(t) \int_{-1}^{t} v(x) \, dx + \frac{1}{\pi} \int_{-1}^{1} k(t,x)v(x) \, dx = f(t), \quad |t| < 1, \tag{1.1}\]

with the condition

\[\int_{-1}^{1} v(x) \, dx = C, \tag{1.2}\]

where \(C\) is a preassigned constant. Here the symbol \(\int_{-1}^{1}\) denotes the Cauchy principal value, and \(g, f\) and \(k\) are given functions on \([-1,1]\) and \([-1,1]^2\), respectively. Substituting \(v = \sigma \bar{v}, \sigma^{-1}(x) = \varphi(x) = \sqrt{1-x^2}\) in (1.1), we shall consider in the sequel the equation written in operator form

\[(-S_{\sigma} + M_{\sigma} V_{\sigma} + K_{\sigma}) \bar{v} = f, \tag{1.3}\]
where \((M_g h)(t) = g(t) h(t)\), \(S_\sigma\) and \(V_\sigma\) are the Cauchy singular integral operator and the Volterra operator defined by
\[
(S_\sigma \bar{v})(t) = \frac{1}{\pi} \int_{-1}^{1} \frac{\bar{v}(x) \sigma(x)}{x - t} dx,
\]
\[
(V_\sigma \bar{v})(t) = \int_{-1}^{t} \bar{v}(x) \sigma(x) dx,
\]
respectively, and \(K_\sigma\) denotes the integral operator
\[
(K_\sigma \bar{v})(t) = \frac{1}{\pi} \int_{-1}^{1} k(t, x) \bar{v}(x) \sigma(x) dx,
\]
corresponding to the perturbation kernel \(k\).

In practice equations such as (1.1) with (1.2) occur quite often in the theory of elasticity and fluid mechanics, in particular in the mathematical solution of the plane contact problem. A.I. Kalandija [9, Chapter Three] describes a series of problems which can be formulated in terms of equations such as (1.1) with a condition similar to (1.2). Applications of integral equations of the first kind with both Cauchy and Volterra operators are also related by G.M.L. Gladwell in [7]. An exhaustive review of a collection of singular integro-differential equations arising from practical applications in applied mathematics and mathematical physics has recently been presented in [5].

The collocation method for the above equation to be considered here, based on Chebyshev polynomials, represents the endpoint singularities of the exact solution. Lots of papers have dealt with the classical collocation or quadrature method for (1.3) dealing with the case \(g \equiv 0\). Among others we refer the reader to [1] and the references cited therein.

The aim of the present paper is to prove optimal convergence rates for collocation and quadrature methods for (1.3) in a suitable weighted Sobolev norm.

The paper is organized as follows: in Section 2, we give some notation and investigate the property of the integral equation (1.3); in Section 3, we present a procedure to solve (1.3) numerically, proving its stability and optimal convergence rates. Finally, in Section 4, we report some numerical results and we give some computational considerations.

2. Notation and preliminaries. In order to make the paper more readable we start with some notation and preliminary results.

Let \(L^2_{w, \alpha} w(x) = (1 - x)^{\alpha}(1 + x)^{\beta}, \alpha, \beta > -1\) denote the weighted space of square integrable functions on the interval \([-1, 1]\) endowed with the scalar product and the norm
\[
\langle u, v \rangle_w = \frac{1}{\pi} \int_{-1}^{1} u(x) v(x) w(x) dx, \quad \|u\|_w = \sqrt{\langle u, u \rangle_w},
\]
respectively. Moreover, let \(p^0_w\) refer to the normalized Jacobi polynomial (with positive leading coefficient) of degree \(n\) with respect to the Jacobi weight \(w\). For real numbers \(s \geq 0\) define the weighted Sobolev space \(L^2_{w, s}\) by
\[
L^2_{w, s} = \left\{ u \in L^2_w : \sum_{n=0}^{\infty} (1 + n)^{2s} \|p^0_w \|^2 < \infty \right\},
\]
with the norm
\[ \| u \|_{w,s} = \left[ \sum_{n=0}^{\infty} (1 + n)^{2s} |\langle u, p_n^w \rangle_w|^2 \right]^{1/2}. \]

Let \( T_j \) and \( U_j \) be the Chebyshev polynomials of the first and of the second kind, respectively, normalized by \( \langle T_j, T_j \rangle_\sigma = \pi/2, j \neq 0, \langle T_0, T_0 \rangle_\sigma = \pi, \) and \( \langle U_j, U_j \rangle_\varphi = \pi/2. \) Then, we define the spaces \( H^{2,s}_\varphi \) and \( \tilde{H}^{2,s}_\varphi \) to be the closures of all polynomials with respect to the norms \( \| u \|_{H^{2,s}_\varphi} = \| u \|_{\varphi,s} \) and \( \| u \|_{\tilde{H}^{2,s}_\varphi} = \left[ \sum_{j=1}^{\infty} j^{2s} \langle u, T_j \rangle_\sigma^2 + \| u, T_0 \rangle_\sigma^2 \right]^{1/2}, \) respectively. For the operator \( \tilde{V}_\sigma = \sigma V_\sigma, \) the following result holds.

**Theorem 2.1.** The operator \( \tilde{V}_\sigma : \tilde{H}^{2,s}_{\varphi} \setminus \{T_0\} \rightarrow H^{2,s+1}_{\varphi} \) is continuous with continuous inverse.

**Proof.** Let \( \tilde{V}_\sigma \mu = \nu \) and \( \mu \in \tilde{H}^{2,s}_{\varphi} \setminus \{T_0\}. \) Due to
\[ \tilde{V}_\sigma T_j = -\frac{U_{j-1}}{j}, \quad j = 1, 2, \ldots, \] we have, with \( \mu = \frac{2}{\pi} \sum_{j=1}^{\infty} \langle \mu, T_j \rangle_\sigma T_j, \)
\[ \tilde{V}_\sigma \mu = -\frac{2}{\pi} \sum_{j=1}^{\infty} \langle \mu, T_j \rangle_\sigma \frac{U_{j-1}}{j}, \]
yielding
\[ \langle \mu, U_j \rangle_\varphi = -\frac{\langle \mu, T_{j+1} \rangle_\sigma}{j + 1}, \quad j = 0, 1, \ldots. \]
Hence,
\[ \| \nu \|_{H^{2,s+1}_{\varphi}}^2 = \sum_{j=0}^{\infty} (j + 1)^{2s} |\langle \mu, T_{j+1} \rangle_\sigma|^2 = \| \mu \|_{\tilde{H}^{2,s}_{\varphi}}^2 - \langle \mu, T_0 \rangle_\sigma^2, \]
from which the assertion follows. \( \square \)

In order to describe an algorithm for the numerical solution of the contact reactions represented by the singular integral equation (2.3), we start by observing that in view of the previous theorem the solution of the integro-differential problem (1.1)-(1.2) is equivalent to solving the hypersingular integral equation
\[ (A_\varphi + \tilde{S}_\varphi + \tilde{K}_\varphi)u = h, \]
where
\[ u(t) = \sigma(t) \left[ \int_{-1}^{t} \tilde{v}(x) \sigma(x) dx - \frac{C}{2} (1 + t) \right], \quad u(-1) \varphi(-1) = u(1) \varphi(1) = 0, \]
\[ h(t) = f(t) - \frac{C}{2} \left[ (1 + t) g(t) - \frac{1}{\pi} \log \frac{1 - t}{1 + t} + \frac{1}{\pi} \int_{-1}^{1} k(t, x) dx \right], \]
and \( A_\varphi, \tilde{S}_\varphi, \tilde{K}_\varphi \) are the operators
\[ (A_\varphi u)(t) = g(t) \varphi(t) u(t), \]
\[ (\tilde{S}_\varphi u)(t) = -\frac{1}{\pi} \frac{d}{dt} \int_{-1}^{1} \frac{u(x)}{x - t} \varphi(x) dx, \]
\[
(\hat{K}_\varphi u)(t) = -\frac{1}{\pi} \int_{-1}^{1} k_x(t, x) u(x) \varphi(x) dx.
\]

We remark that relation (2.4) respects the symmetry of the considered functions. In fact, if \( \bar{v} \) is even, it follows that \( u \) is odd. We use (2.3)–(2.4) as the basis for the proposed numerical method to solve the problem (1.1)–(1.2). This implies that an approximation of the solution \( u \) is generated, but the desired approximation for the original solution \( v \) does not require the additional step corresponding to the numerical differentiation (cf. relation (3.7)). Further, this reformulation allows us to use standard mathematical techniques (see [2, 3]) for the stability and the convergence analysis.

In the last few years, several authors have been working on the development of numerical methods for hypersingular integral equations similar to (2.3) (see [4], [10] and the references cited therein). Collocation and quadrature methods for solving numerically integral equations such as (2.3) are presented in [2]. In that paper the authors develop widely the necessary theory for establishing the convergence results in weighted Sobolev spaces. In a subsequent paper [3], the solution by means of a polynomial collocation method is proposed and for this case uniform convergence results are thoroughly derived. Following the technique of [2, 3], we derive the collocation and quadrature methods to solve (1.1) with optimal convergence rates.

In the following we summarize some results concerning the properties of the hypersingular integral equation (2.3).

**Lemma 2.2** ([6, Theorem 1]; [2, Corollary 2.8]). The finite part integral operator \( \hat{S}_\varphi \) is a continuous isomorphism between the spaces \( L_{\varphi}^{2,s+1} \) and \( L_{\varphi}^{2,s} \). Moreover, for \( u \in L_{\varphi}^{2,s+1} \),

\[
\hat{S}_\varphi u = \sum_{j=0}^{\infty} (j+1) \langle u, U_j \rangle_\varphi U_j,
\]

where the series converges in the sense of \( L_{\varphi}^{2,s} \).

**Lemma 2.3** ([3, Proposition 2.3]). The inverse operator \( \hat{S}_\varphi^{-1} : L_{\varphi}^{2,s} \to L_{\varphi}^{2,s+1} \) of the hypersingular integral operator \( \hat{S}_\varphi \) can be written in the form

\[
\hat{S}_\varphi^{-1} := S_\sigma W_\sigma S_\varphi,
\]

where the continuous operators

\[
S_\varphi : L_{\varphi}^{2,s} \to L_{\varphi}^{2,s} , \quad W_\sigma : L_{\sigma}^{2,s} \to L_{\sigma}^{2,s+1} , \quad S_\sigma : L_{\sigma}^{2,s+1} \to L_{\varphi}^{2,s+1}
\]

are defined by

\[
(S_\varphi u)(t) = \frac{1}{\pi} \int_{-1}^{1} \frac{u(x)}{x-t} \varphi(x) dx,
\]

\[
(W_\sigma u)(t) = \frac{1}{\pi} \int_{-1}^{1} \log |t-x| u(x) \sigma(x) dx,
\]

\[
(S_\sigma u)(t) = \frac{1}{\pi} \int_{-1}^{1} \frac{u(x)}{x-t} \sigma(x) dx,
\]

respectively. Moreover,

\[
(\hat{S}_\varphi^{-1}) U_j = (S_\sigma W_\sigma S_\varphi) U_j = \frac{U_j}{j+1}, \quad j = 0, 1, 2, \ldots
\]
The following lemma was proved for the first time by P. Junghanns in \[8\], in a different context. Here, we report a different proof, only for the clarity of the reader.

**Lemma 2.4.** Let \( r \geq 0 \) be an integer and \( \gamma = g \varphi \). If \( |\gamma^{(k)}| \varphi^k \leq \text{const} \), \( k = 0, 1, ..., r \), then \( A_\varphi u \in L^{2r}_\varphi \) when \( u \in L^{2r}_\varphi \).

**Proof.** Let \( u \in L^{2r}_\varphi \). Since \( u \in L^{2r}_\varphi \subseteq L^2_\varphi \), and \( r \) is an integer, we have

\[
\int_{-1}^{1} |D^k u(x)|^2 (1-x)^{k+1/2} (1+x)^{k+1/2} \, dx < \infty, \quad k = 1, 2, ..., r.
\]

Moreover \( \gamma u \in L^2_\varphi \), \( \gamma \) being bounded and \( u \in L^2_\varphi \). Thus, to prove that \( \gamma u \in L^{2r}_\varphi \) it is sufficient to prove that

\[
\int_{-1}^{1} |D^k (\gamma(x) u(x))|^2 (1-x)^{k+1/2} (1+x)^{k+1/2} \, dx < \infty, \quad k = 1, 2, ..., r
\]

(see also \[11\]). Now, by applying the Cauchy-Schwarz inequality,

\[
\int_{-1}^{1} [D^k (\gamma(x) u(x))]^2 (1-x)^{k+1/2} (1+x)^{k+1/2} \, dx
\]

\[
= \int_{-1}^{1} \left[ \sum_{j=0}^{k} \binom{k}{j} D^{k-j} \gamma(x) D^j u(x) \right]^2 (1-x)^{k+1/2} (1+x)^{k+1/2} \, dx
\]

\[
= \int_{-1}^{1} \sum_{j=0}^{k} \binom{k}{j}^2 [D^{k-j} \gamma(x)]^2 [D^j u(x)]^2 (1-x)^{k+1/2} (1+x)^{k+1/2} \, dx
\]

\[
+ 2 \int_{-1}^{1} \sum_{j=0}^{k-1} \binom{k}{j} D^{k-j} \gamma(x) D^j u(x) \sum_{i=j+1}^{k} \binom{k}{i} D^{k-i} \gamma(x) D^i u(x) (1-x)^{k+1/2} \, dx
\]

\[
= \sum_{j=0}^{k} \binom{k}{j}^2 \int_{-1}^{1} [D^j u(x)]^2 (1-x)^{j+1/2} [D^{k-j} \gamma(x) \varphi^{k-j}]^2 \, dx
\]

\[
+ 2 \sum_{j=0}^{k-1} \sum_{i=j+1}^{k} \binom{k}{j} \binom{k}{i} \int_{-1}^{1} D^{k-j} \gamma(x) D^{k-i} \gamma(x) D^j u(x) D^i u(x) (1-x)^{k+1/2} \, dx
\]

\[
\leq \text{const} \sum_{j=0}^{k} \int_{-1}^{1} [D^j u(x)]^2 (1-x)^{j+1/2} \, dx
\]

\[
+ 2 \sum_{j=0}^{k-1} \sum_{i=j+1}^{k} \binom{k}{j} \binom{k}{i} \int_{-1}^{1} [D^{k-j} \gamma(x)]^2 [D^j u(x)]^2 (1-x)^{k+1/2} \, dx
\]

\[
\times \int_{-1}^{1} [D^{k-i} \gamma(x)]^2 (1-x)^{k+1/2} \, dx < \infty,
\]

where we have used the assumptions on \( u \) and \( \gamma \). This proves the lemma. \( \square \)

**Lemma 2.5.** Let \( s \geq 0 \) and \( \gamma = g \varphi \). If \( |\gamma^{(k)}| \varphi^k \leq \text{const} \), \( k = 0, 1, ..., [s+1] \), \( [s+1] \)

being the integer such that \( s \leq [s+1] \leq s + 1 \), then the operator \( A_\varphi : L^{2,s+1}_\varphi \rightarrow L^{2,s}_\varphi \) is compact.
Proof. Since \( [s + 1] \leq s + 1 \) implies \( L^2_{\varphi}[^s+1] \supseteq L^2_{\varphi}[^s+1] \), it follows that \( u \in L^2_{\varphi}[s+1] \). Thus, in view of the previous lemma and recalling that \( L^2_{\varphi}[r+\varepsilon], r \geq 0, \varepsilon > 0 \), is compact imbedded in \( L^2_{\varphi} \) (cf. (I)), the assertion follows.

**Lemma 2.6.** Let \( k(\cdot, x) \in L^2_{\varphi}[s+1], \varepsilon > 0 \) uniformly with respect to \( x \in [-1,1] \), and \( k_{x}(\cdot, x) \in L^2_{\varphi} \). Then the operator \( \hat{K}_{\varphi} : L^2_{\varphi} \rightarrow L^2_{\varphi} \) is compact.

Proof. The assumptions assure that \( k_{x}(\cdot, x) \in L^2_{\varphi}[s+1] \) uniformly with respect to \( x \in [-1,1] \). Thus, the assertion follows by applying Lemma 4.2 in [I]. □

We remark that the previous lemma remains true for other perturbation kernels \( k \) (see [2]).

**Theorem 2.7.** Assume that the hypotheses of Lemmas 2.5 and 2.6 are fulfilled. If \( \text{Ker}(A_{\varphi} + \hat{S}_{\varphi} + \hat{K}_{\varphi}) = \{0\} \) in \( L^2_{\varphi} \), then the operator \( A_{\varphi} + \hat{S}_{\varphi} + \hat{K}_{\varphi} \) is bounded having an inverse.

Proof. The assertion follows by Lemmas 2.2, 2.5, 2.6. □

### 3. Numerical algorithm.
Finite and boundary element methods are two of the most frequently used numerical approaches for solving crack problems in fracture mechanics. An alternative approach is the integral equation method, which gives significant simplifications and advantages (e.g., it reduces a partial differential equation (PDE) in two dimensions to a one-dimensional singular integral equation (1D SIE)) and, in general, is more accurate than the aforementioned methods. This becomes obvious when it is possible to prove stability and convergence of a suitable numerical method to solve the 1D SIE. The convergence analysis of the numerical methods (e.g., finite elements, spectral method) to solve the same problems formulated by PDE accompanied by proper boundary conditions requires different arguments. We solve (2.3) numerically, proving stability and optimal convergence rates of the proposed procedure.

We investigate equation (2.3) in the pair of spaces \( (L^2_{\varphi}[s+1], L^2_{\varphi}[s]) \). Let \( x_{n,j}^{\varphi} \) be the zeros of \( U_n \) and denote by \( L^n_{\varphi} \) the Lagrange interpolation operator

\[
(L^n_{\varphi} \delta)(x) = \sum_{j=1}^{n} \delta(x_{n,j}^{\varphi}) \ell_{n,j}^{\varphi}(x), \quad \ell_{n,j}^{\varphi}(x) = \prod_{i=1,i \neq j}^{n} \frac{x - x_{n,i}^{\varphi}}{x_{n,j}^{\varphi} - x_{n,i}^{\varphi}}, \quad j = 1, 2, \ldots, n.
\]

The collocation method consists in looking for an approximate solution \( u_n \in \Pi_{n-1} \) of (2.3) by solving the equation

\[
L^n_{\varphi}(A_{\varphi} + \hat{S}_{\varphi} + \hat{K}_{\varphi})u_n = L^n_{\varphi}h,
\]

where \( \Pi_{n-1} \) being the set of all polynomials of degree at most \( n - 1 \). In view of Lemma 2.1 and \( \hat{S}_{\varphi}u = \sum_{j=0}^{\infty} (j + 1)(u, U_j)^{\varphi}U_j \), this equation is equivalent to

\[
(J + \hat{S}_{\varphi}^{-1}L^n_{\varphi}(A_{\varphi} + \hat{K}_{\varphi}))u_n = \hat{S}_{\varphi}^{-1}L^n_{\varphi}h. \tag{3.1}
\]

The following theorems prove the stability and the convergence of the proposed method.
Theorem 3.1. Assume that the hypotheses of Lemmas 2.5 and 2.6 are fulfilled. If $\text{Ker}(A\varphi + \hat{\varphi} + \hat{K}\varphi) = \{0\}$ in $L^2_s$, then for sufficiently large $n$ the operator $I + \hat{S}_\varphi^{-1} L_n^\varphi (A\varphi + \hat{K}\varphi)$ has a bounded inverse in $L^2_{s+1}$.

Proof. In view of Lemmas 2.5, 2.6 the operator
\[ A\varphi + \hat{K}\varphi : L^2_{s+1} \to L^2_{s+1}, \]
is compact. Further
\[ \|\hat{S}_\varphi^{-1} (L_n^\varphi - I)(A\varphi + \hat{K}\varphi)\|_{L^2_{s+1} \to L^2_{s+1}} \leq \text{const} \| (L_n^\varphi - I)(A\varphi + \hat{K}\varphi)\|_{L^2_{s+1} \to L^2_{s+1}}, \]
where we have used Lemma 2.2. On the other hand,
\[ \lim_{n \to \infty} \| \delta - L_n^\varphi \delta \|_{L^2_{s+1} \to L^2_{s+1}} = 0, \quad \delta \in L^2_{s+1}, \]
since $[s+1] - \varepsilon > 1/2$ with suitable $\varepsilon > 0$ (see Theorem 3.4 in [1]). Thus
\[ \|\hat{S}_\varphi^{-1} (L_n^\varphi - I)(A\varphi + \hat{K}\varphi)\|_{L^2_{s+1} \to L^2_{s+1}} \to 0, \]
and, consequently,
\[ \| (I + \hat{S}_\varphi^{-1} L_n^\varphi (A\varphi + \hat{K}\varphi))^{-1}\|_{L^2_{s+1} \to L^2_{s+1}} \leq \text{const}. \]
This proves the theorem. \qed

Theorem 3.2. Assume that the hypotheses of Lemmas 2.5 and 2.6 are fulfilled. If the constant $C$ in (1.2) and the given functions $g, f, k$ are such that $h \in L^2_{s+1}$, and $(A\varphi + \hat{K}\varphi)u \in L^2_{s+1}$, with $r \geq s$, $r > 1/2$, then for sufficiently large $n$,
\[ \| u - u_n \|_{s+1} \leq \frac{\text{const}}{n^{r-s}} \left\{ \| h \|_{s+1} + \| (A\varphi + \hat{K}\varphi)u \|_{s+1} \right\}. \]

Proof. Equation (2.3) can be rewritten as follows:
\[ \left[ I + \hat{S}_\varphi^{-1} L_n^\varphi (A\varphi + \hat{K}\varphi) \right] u + \hat{S}_\varphi^{-1} (A\varphi + \hat{K}\varphi)u - \hat{S}_\varphi^{-1} L_n^\varphi (A\varphi + \hat{K}\varphi)u = \hat{S}_\varphi^{-1} h. \]  
(3.2)
By (2.3) and (3.2) we deduce
\[ \left[ I + \hat{S}_\varphi^{-1} L_n^\varphi (A\varphi + \hat{K}\varphi) \right] (u - u_n) = -\hat{S}_\varphi^{-1} (A\varphi + \hat{K}\varphi)u \\
+ \hat{S}_\varphi^{-1} L_n^\varphi (A\varphi + \hat{K}\varphi)u + \hat{S}_\varphi^{-1} h - \hat{S}_\varphi^{-1} L_n^\varphi h, \]
which implies that
\[ \left[ I + \hat{S}_\varphi^{-1} L_n^\varphi (A\varphi + \hat{K}\varphi) \right] (u - u_n) = \hat{S}_\varphi^{-1} \left\{ (h - L_n^\varphi h) \\
+ \left[ L_n^\varphi (A\varphi + \hat{K}\varphi) - (A\varphi + \hat{K}\varphi) \right] u \right\}. \]
Applying Theorem 3.1 together with Lemma 2.2 we obtain
\[ \| u - u_n \|_{s+1} \leq \| h - L_n^\varphi h \|_{s+1} + \| (I - L_n^\varphi)(A\varphi + \hat{K}\varphi)u \|_{s+1}. \]  
(3.3)
Moreover, in view of Theorem 3.4 in [1], we have

\[
\|h - \mathcal{L}_n^\varphi h\|_{\varphi,s} \leq \text{const} \|h\|_{\varphi,r}, \quad (3.4)
\]

\[
\|(I - \mathcal{L}_n^\varphi)(A_\varphi + \hat{K}_\varphi)u\|_{\varphi,s} \leq \text{const} \|(A_\varphi + \hat{K}_\varphi)u\|_{\varphi,r}, \quad (3.5)
\]

since \(h \in L^r_{\varphi,r}\) and \((A_\varphi + \hat{K}_\varphi)u \in L^r_{\varphi,r}\), with \(r \geq s\) and \(r > 1/2\). Comparing (3.4)–(3.5), the theorem follows.

With the help of \(Q^\varphi_n\) we will denote the application of the Gaussian rule with respect to the weight \(\varphi\), which means that

\[
\int_{-1}^{1} \delta(t) \varphi(t) dt \approx Q^\varphi_n(\delta) = \sum_{j=1}^{n} \lambda^\varphi_{n,j} \delta(x^\varphi_{n,j}),
\]

with

\[
\lambda^\varphi_{n,j} = \int_{-1}^{1} \ell^\varphi_{n,j}(x) \varphi(x) dx, \quad j = 1, 2, \ldots, n.
\]

Now, we can approximate the operator \(\hat{K}_\varphi\) by

\[
(\hat{K}^\varphi_n u)(t) = \frac{1}{\pi} \sum_{j=1}^{n} \lambda^\varphi_{n,j} k_x(t, x^\varphi_{n,j}) u(x^\varphi_{n,j}).
\]

The quadrature or discrete collocation method consists in solving the equation to

\[
(I + \hat{S}^{-1}_\varphi L^\varphi_n(A_\varphi + \hat{K}^\varphi_n)) u^*_n = \hat{S}^{-1}_\varphi L^\varphi_n h. \quad (3.6)
\]

**Lemma 3.3.** Assume \(k(t, \cdot) \in L^{2,s+1}_{\varphi}\), for some \(s > 1/2\) uniformly with respect to \(t \in [-1,1]\), and \(k_x(t, \cdot) \in L^2_{\varphi}\.\) Then, for \(0 \leq r \leq s\) and \(u \in L^2_{\varphi}\),

\[
\|\mathcal{L}^\varphi_n(\hat{K}^\varphi_n - \hat{K}_\varphi)u\|_{\varphi,r+1} \leq \text{const} \ n^{r-s} \|u\|_{\varphi,r}.
\]

**Proof.** The assumptions assure that \(k_x(t, \cdot) \in L^{2,s}_{\varphi}\) uniformly with respect to \(t \in [-1,1]\) (see [1]). Since, for a polynomial \(p_n\) of degree less than \(n\), \(\|p_n\|_{\varphi,r+1} \leq n^{r+1} \|p_n\|_{\varphi}\), we are able to estimate, with the help of the Schwarz inequality,

\[
\|\mathcal{L}^\varphi_n(\hat{K}^\varphi_n - \hat{K}_\varphi)u\|_{\varphi,r+1}^2 \leq n^{2r+2} \|\mathcal{L}^\varphi_n(\hat{K}^\varphi_n - \hat{K}_\varphi)u\|_{\varphi}^2
\]

\[
= \frac{n^{2r+2}}{\pi} \sum_{j=1}^{n} \lambda^\varphi_{n,j} \left\{ \int_{-1}^{1} u(x) \left[ (L^\varphi_n k_x(x^\varphi_{n,j}, \cdot)) (x) - k_x(x^\varphi_{n,j}, x) \right] \varphi(x) dx \right\}^2
\]

\[
\leq \frac{n^{2r+2}}{\pi} \|u\|_{\varphi}^2 \sum_{j=1}^{n} \lambda^\varphi_{n,j} \| (L^\varphi_n k_x(x^\varphi_{n,j}, \cdot)) - k_x(x^\varphi_{n,j}, \cdot) \|_{\varphi}^2
\]

\[
\leq \text{const} \ n^{2r-2s} \|u\|_{\varphi}^2 \sum_{j=1}^{n} \lambda^\varphi_{n,j} \| k_x(x^\varphi_{n,j}, \cdot) \|_{\varphi,s+1}^2
\]

\[
\leq \text{const} \ n^{2r-2s} \|u\|_{\varphi}^2,
\]

where we have used that for all \(\delta \in L^2_{\varphi,s}\),

\[
\|\delta - L^\varphi_n(\delta)\|_{\varphi} \leq \text{const} \ n^{-s} \|\delta\|_{\varphi,s} \quad \text{if} \quad s > \frac{1}{2}
\]
Theorem 3.4. Assume that the hypotheses of Theorems 3.1 and 3.2 are fulfilled. If 
\( k(t, \cdot) \in L^{2,s+1}_{\phi} \), for some \( s > 1/2 \) uniformly with respect to \( t \in [-1, 1] \), and \( k_{x}(t, \cdot) \in L^{2}_{\phi} \), 
then, for sufficiently large \( n \), equation (3.6) is uniquely solvable, and the solution \( u^*_n \) 
converges in the norm of the space \( L^{2,r+1}_{\phi} \), \( 0 \leq r < s \), to the unique solution \( u \) of (2.3), 
where 
\[
\| u^*_n - u \|_{\phi,r+1} \leq \text{const} \ n^{r-s} \| u \|_{\phi,s+1}.
\]

Proof. Taking into account Lemma 3.3, the proof goes along the same lines as the 
proof of Theorem 3.8 in [2]. \( \square \)

Now, we come back to the original unknown. As we can deduce from relation (2.4), 
we can write 
\[
\bar{v}(t) = \varphi(t) \frac{d}{dt} \varphi(t) u(t) + \frac{C}{2} \varphi(t).
\]

Moreover, we consider the approximate solution \( u_n(t) = \sum_{k=0}^{n-1} a_k U_k(t) \) of the hypersingular integral equation (2.3), where the coefficients \( a_k \) are obtained by solving, as usual, the linear system (3.1) for the collocation method and the linear system (3.6) 
in the discrete collocation method. In view of relation (2.1) of Theorem 2.1, we obtain an 
approximate solution 
\[
\bar{v}_n(t) = - \sum_{k=0}^{n-1} (k+1) a_k T_{k+1}(t) + \frac{C}{2} \varphi(t),
\]
(3.7)

of the original equation (1.3). Furthermore, it is easy to see from relation (2.2) of Theorem 2.1 that 
\[
\| \bar{v} - \bar{v}_n \|_{H^{s+1}_{\phi}} \leq \text{const} \| u - u_n \|_{\phi,s+1}.
\]
(3.8)

4. Numerical considerations. In this section we state some numerical results 
obtained using the algorithm described in Section 3. All computations reported in this 
section were carried out in double precision. We observe that the numerical results are 
in accordance with the theoretical ones. Furthermore, we point out some computational 
aspects regarding the numerical resolution of the linear system (3.1).

Example 4.1. We solve the integral equation (1.1) with \( g(t) = 1/\sqrt{1-t^2} \), \( k(t,x) = t^2|t|x + \frac{x}{2} \) 
\[
x^2|x|\sqrt{1-x^2} - 2|x|\sqrt{1-x^2} + 2 \arcsin |x|
\]
\( \text{and } f(t) = \frac{\log(1+|t|)}{4} + \frac{t}{15} \pi -
\]
\[
\frac{2-3t^2}{\sqrt{1-t^2}} \log \frac{1+\sqrt{1-t^2}}{1-\sqrt{1-t^2}} - 6.
\]
Assuming that \( \int_{-1}^{1} v(x) dx = 0 \), the solution is given by 
\( v(t) = 2|t| \). We remark that the solution \( u(t) = t|t| \) of (2.3) is such that \( u \in L^{2,3-\epsilon}_{\phi} \) for 
all \( \epsilon > 0 \). Moreover the convergence rate given by Theorem 3.2 for \( s = 0 \) is 
\( \| u - u_n \|_{\phi,1} = O(n^{-1.5}) \), for \( \epsilon \) arbitrarily small. Thus, in view of (3.8), we deduce 
\( \| \bar{v} - \bar{v}_n \|_{\phi} \leq O(n^{-1.5}) \). 
This convergence rate is confirmed by the numerical results given in Table 1.
Example 4.2. In this example we solve the integral equation (1.1) with \( g(t) = 1/\sqrt{1-t^2} \), \( k(t,x) = 0 \), \( f(t) = (t^2-3)|t| - \log \frac{1+t}{1-t} + \pi \sqrt{\frac{1+t}{1-t}} \), and assuming \( \int_{-1}^1 v(x) dx = 2\pi \). In this case the solution \( v \) is unknown. For this reason we compare the approximate solution \( \bar{v}_n \) with \( \bar{v}_{4096} \). Since \( h = (t^2-3)|t| \), we deduce that \( h \in L^2_{1.5} \), and Theorem 3.2 shows the following convergence rate: \( \| u_n - u_n \|_{\psi,1} = O(n^{-1.5}) \), for \( s = 0 \) and with \( \epsilon \) arbitrarily small. Thus, in view of (3.8), we deduce \( \| \bar{v} - \bar{v}_n \|_\sigma \leq O(n^{-1.5}) \). Also in this case the numerical results of Table 2 confirm the theoretical ones.

Finally, we remark that if the unknown function \( \bar{v} \) is even, as happens in some particular contact problems, in view of (2.4) it follows that \( u \) is odd. For this reason, there is a reduction to zero of half of the coefficients of the Chebyshev expansion \( u_n(t) = \sum_{k=0}^{n-1} a_k U_k(t) \).
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