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Abstract. We establish here the local well-posedness for the Degasperis-Procesi equation in the Besov spaces. We also determine some blow-up criteria of the strong solutions and investigate the nonexistence of smooth solitary-wave solutions.

1. Introduction. Recently, Holm and Staley [36] studied a one-dimensional version of active fluid transport that is described by the following family of 1+1 evolutionary equations:

\[ m_t + u m_x + b u_x m = 0, \quad \text{with} \quad u = g \ast m, \tag{1.1} \]

where the fluid velocity \( u(t, x) \) is defined on the real line vanishing at spatial infinity and \( u = g \ast m \) denotes the convolution (or filtering)

\[ u(x) = \int_{\mathbb{R}} g(x - y) m(y) dy, \]

which relates velocity \( u \) to momentum density \( m \) by integration against the kernel \( g(x) \) over the real line. The family of equations (1.1) is characterized by the kernel \( g(x) \) and the real dimensionless constant \( b \), which is the ratio of stretching to convective transport. The parameter \( b \) is also the number of covariant dimensions associated with the momentum...
density $m$. The function $g(x)$ will determine the travelling wave shape and length scale for (1.1), while the constant $b$ will provide a balance or bifurcation parameter for the nonlinear solution behavior. Here the kernel $g$ is chosen to be Green’s function for the Helmholtz operator on the line; that is, $g(x) = \frac{1}{2}e^{-|x|}$. This means that $m = u - u_{xx}$. In this case, (1.1) is equivalent to the form

$$u_t - u_{txx} + (b + 1)wu_x = bu_xu_{xx} + uu_{xxx}, \quad t > 0, \quad x \in \mathbb{R}.$$  

Equation (1.2) is the so-called $b$-family of equations. It was shown by Degasperis and Procesi [29] using the method of asymptotic integrability that (1.2) is completely integrable when $b = 2$ or $b = 3$; cf. [5, 27, 28]. If $b = 2$, (1.2) becomes the Camassa-Holm (CH) equation of the form

$$(\text{CH}) \quad u_t - u_{txx} + 3wu_x = 2u_xu_{xx} + uu_{xxx}, \quad t > 0, \quad x \in \mathbb{R},$$  

modeling the unidirectional propagation of shallow water waves over a flat bottom. Again $u(t, x)$ stands for the fluid velocity at time $t$ in the spatial $x$ direction [5, 27, 38]. Equation (1.3) has a bi-Hamiltonian structure [32, 51] and is completely integrable, describing permanent and breaking waves [14, 16, 51]. It has been shown that this equation is locally well-posed [16, 50] with the initial data $u_0 \in H^s(\mathbb{R})$ for $s > \frac{3}{2}$, and has global conservative solutions [21] and global dissipative solutions [3] in $H^1(\mathbb{R})$. On the other hand, it has global weak solutions in $H^1(\mathbb{R})$ [2, 54]. The Camassa-Holm equation (1.3) possesses the peaked solitons [4] of the form

$$u(x, t) = ce^{-|x-ct|}, \quad c > 0.$$  

These peaked solitons replicate a feature [10, 15, 52] that is characteristic for waves of great height, i.e., waves of largest amplitude that are exact solutions of the governing equations for water waves. The orbital stability of the peaked solitons is proved in [23]. The explicit interaction of the peaked solitons is given in [11]. R. Danchin [24] proved the existence and uniqueness of solutions for the Camassa-Holm equation with minimal regularity assumptions on the initial data which belongs to the Besov space. Moreover, the Camassa-Holm equation has, just like the Euler equations of hydrodynamics [39] and the celebrated KdV equation [19, 40], a Riemannian geometric interpretation as geodesic flow on the diffeomorphism group [13], leading to a proof that the Least Action Principle holds [20].

If $b = 3$, (1.2) becomes the Degasperis-Procesi (DP) equation of the form

$$u_t - u_{txx} + 4wu_x = 3u_xu_{xx} + uu_{xxx}, \quad t > 0, \quad x \in \mathbb{R}. $$

Degasperis, Holm and Hone [28] proved the formal integrability of the Degasperis-Procesi equation (1.5) by constructing a Lax pair. They also showed in [28] that (1.5) has bi-Hamiltonian structure and an infinite sequence of conserved quantities, and that it admits exact peakon solutions which are analogous to the Camassa-Holm peakons. Peakons for either $b = 2$ or $b = 3$ are true solitons that interact via elastic collisions under CH dynamics, or DP dynamics, respectively. Recently Lundmark [46] showed that the Degasperis-Procesi equation (1.5) has not only peaked solitons (1.4) [28], but also shock
peakons of the form
\[ u(t, x) = -\frac{1}{t + k} \text{sgn}(x) e^{-|x|}, \quad k > 0. \]

Equation (1.5) can be regarded as a model for nonlinear shallow water dynamics, and its asymptotic accuracy is the same as for the Camassa-Holm shallow water equation. For the Degasperis-Procesi equation, a geometric interpretation as the geodesic flow of a right-invariant symmetric linear connection on the diffeomorphism group of the circle is available, though no metric structure exists [30].

More recently, Constantin and Lannes [21] give a rigorous proof that both the CH equation and the DP equation are valid approximations to the governing equations for water waves and also show the relevance of these two equations as models for the propagation of shallow water waves. Analogous to the case of the Camassa-Holm equation and the Degasperis-Procesi equation [21], one can show that the \( b \)-family of equations (1.2) for any \( b \geq 1 \) is also a model for the propagation of shallow water waves. It is worth pointing out that \( b = 2, 3 \) plays a special role in that only for these values is the corresponding equation integrable [1, 17, 21, 22, 37].

To see this rigorous justification of the derivation, one can consider the water wave equations for one-dimensional surfaces in nondimensionalized form
\[
\begin{align*}
\mu \partial_x^2 \psi + \partial_z^2 \Psi &= 0, \quad \text{in } \Omega_t, \\
\partial_z \Psi &= 0, \quad \text{at } z = -1, \\
\partial_t \xi - \frac{1}{\mu} (-\mu \partial_z \xi \partial_z \Phi + \partial_z \Psi) &= 0, \quad \text{at } z = \epsilon \xi, \\
\partial_t \Psi + \frac{\epsilon}{2} (\partial_z \Psi)^2 + \frac{\epsilon}{2 \mu} (\partial_z \Psi)^2 &= 0, \quad \text{at } z = \epsilon \xi,
\end{align*}
\]

where \( x \to \epsilon \xi(t, x) \) parameterizes the elevation of the free surface at time \( t \), \( \Omega_t = \{(x, z); -1 < z < \epsilon \xi(t, x)\} \) is the fluid domain delimited by the free surface and the flat bottom \( \{z = -1\} \), \( \Psi(t, \cdot) \) is the velocity potential associated to the flow, and \( \epsilon \) and \( \mu \) are two dimensionless parameters defined by
\[
\epsilon = \frac{a}{h}, \quad \mu = \frac{h^2}{\lambda^2},
\]
where \( h \) is the mean depth, \( a \) is the typical amplitude, and \( \lambda \) is the typical wavelength of the waves.

Consider now the so-called Camassa-Holm scaling, that is,
\[
\mu \ll 1, \quad \epsilon = O(\sqrt{\mu}).
\]

With this scaling, one still has \( \epsilon \ll 1 \). The dimensionless parameter is, however, larger here than in the long wave scaling, and the nonlinear effects are therefore stronger and it is possible that a stronger nonlinearity could allow the appearance of breaking waves, which is a fundamental phenomenon in the theory of water waves that is not captured by the KdV equation.

Define the horizontal velocity \( u^\theta (\theta \in [0, 1]) \) at the level line \( \theta \) of the fluid domain by
\[
v \equiv u^\theta(x) = \partial_x \Psi \bigg|_{z = (1 + \epsilon \xi)\theta - 1}.
\]
Let \( p \in \mathbb{R} \) and \( \lambda = \frac{1}{2} (\theta^2 - \frac{1}{3}) \), with \( \theta \in [0, 1] \). Assume
\[
\alpha = p + \lambda, \quad \beta = p - \frac{1}{6} + \lambda, \quad \gamma = -\frac{2}{3} p - \frac{1}{6} - \frac{3}{2} \lambda, \quad \delta = -\frac{9}{2} p - \frac{23}{24} - \frac{3}{2} \lambda.
\]
Under the Camassa-Holm scaling, one should have the following class of equations for \( v \equiv u^\theta (\theta \in [0, 1]) \), namely
\[
v_t + v_x + \frac{3}{2} \epsilon vv_x + \mu (\alpha v_{xxx} + \beta v_{xxt}) = \epsilon \mu (\gamma v_{vxxx} + \delta v_x v_{xx}), \quad (1.6)
\]
where the \( O(\epsilon^4, \eta^2) \) terms have been discarded. The vertically averaged horizontal velocity \( u \) and the free surface \( \xi \) satisfy
\[
u = \frac{1}{a} u^\theta \left( \frac{t}{c}, \frac{x}{b_0} + \frac{\nu}{c} t \right),
\]
with \( a = \frac{2}{3} \gamma \), \( b_0 = -\frac{1}{3} \mu \), and \( \nu = \frac{\alpha}{\beta} \). Since the Degasperis-Procesi equation was derived, many papers were devoted to its study; cf. \([9, 31, 44, 45, 46, 47, 55]\) and the citations therein. For example, Yin proved local well-posedness to (1.5) with initial data \( u_0 \in H^s \), \( s > \frac{3}{2} \) on the line \([55]\) and the precise blow-up scenario and a blow-up result were derived. Recently, Lenells \([42]\) classified all weak travelling wave solutions. Matsuno \([48]\) studied multisoliton solutions and their peakon limits. Analogous to the case of the Camassa-Holm equation \([41, 53]\) and the citations therein. For example, Henry \([34]\) showed that smooth solutions to the Degasperis-Procesi equation have infinite speed of propagation (see also \([49]\)). Coclite and Karlsen \([9]\) also obtained global existence results for entropy weak solutions in the class of \( L^1(\mathbb{R}) \cap BV(\mathbb{R}) \) and the class of \( L^2(\mathbb{R}) \cap L^4(\mathbb{R}) \). More generally, the authors \([33]\) established the local well-posedness for the peakon \( b \)-family of equations \((1.2)\), and demonstrated the precise blow-up scenario of strong solutions to \((1.2)\) with certain initial data. The orbital stability of the peaked solitons of the Degasperis-Procesi equation is recently proved in \([43]\).

Concerning the applicability of the CH and DP equations, Lakshmanan \([41]\) has even argued recently that the equation might be relevant to the modeling of tsunamis (see also the discussion in A. Constantin and R. S. Johnson \([18]\)).
We consider here the Cauchy problem of the Degasperis-Procesi equation, that is,

\[
\begin{aligned}
(DP) \quad \begin{cases}
    m_t + um_x + 3u_xm &= 0, & t > 0, x \in \mathbb{R}, \\
    m(0, x) &= u_0(x) - u_{0,xx}(x), & x \in \mathbb{R},
\end{cases}
\end{aligned}
\tag{1.7}
\]

with \( m = u - u_{xx} \). Note that if \( g(x) := \frac{1}{2}e^{-|x|}, \ x \in \mathbb{R}, \) then \((1 - \partial_x^2)^{-1}f = g * f \) for all \( f \in L^2(\mathbb{R}) \) and \( g * m = u \), where \( * \) denotes convolution. Using this identity, and applying the pseudo-differential operator \((1 - \partial_x^2)^{-1}\) to (1.7), we rewrite (1.7) as a quasi-linear nonlocal evolution equation of hyperbolic type:

\[
\begin{aligned}
    \begin{cases}
        u_t + uu_x + \partial_x g * (\frac{3}{2}u^2) &= 0, & t > 0, x \in \mathbb{R}, \\
        u(0, x) &= u_0(x), & x \in \mathbb{R}.
    \end{cases}
\end{aligned}
\tag{1.8}
\]

If we denote \( P(D) \) as the Fourier integral operator with the Fourier multiplier \(-i\xi(1 + \xi^2)^{-1} \), then equation (1.8) becomes

\[
\begin{aligned}
    \begin{cases}
        u_t - u_{xx} = P(D)(\frac{3}{2}u^2), & t > 0, x \in \mathbb{R}, \\
        u(0, x) &= u_0(x), & x \in \mathbb{R}.
    \end{cases}
\end{aligned}
\tag{1.9}
\]

In the present paper, motivated by the method in [24], we address the question of existence and uniqueness for the initial-value problem of the Degasperis-Procesi equation (1.7) in the Besov spaces. For simplicity, we restrict ourselves to the evolution for positive times. Of course, one would get similar results for negative times: this is just a matter of changing the initial condition \( u_0 \) into \(-u_0\).

The goal of the present paper is to study the existence of solutions for (1.7) to understand better the properties of the Degasperis-Procesi equation (1.5).

Now let us state the main result of this paper as follows, where the definition of Besov-Sobolev spaces \( B^s_{p,r} \) and \( E^s_{p,r}(T) \) will be given in Section 2 and Section 3.

**Theorem 1.1.** Suppose that \( 1 \leq p, r \leq +\infty \) and \( s > 1 + \frac{1}{p} \) (or \( s \geq 1 + \frac{1}{p} \) if \( r = 1 \), \( 1 \leq p < +\infty \)). Let \( u_0 \in B^s_{p,r} \). There exists a time \( T > 0 \) such that the initial-value problem (1.8) has a unique solution \( u \in E^s_{p,r}(T) \), and the map \( u_0 \mapsto u \) is continuous from a neighborhood of \( u_0 \) in \( B^s_{p,r} \) into \( \mathcal{C}([0,T]; B^s_{p,r}) \cap \mathcal{C}^1([0,T]; B^{s'}_{p,r}) \) for every \( s' < s \) when \( r = +\infty \) and \( s' = s \) whereas \( r < +\infty \). If, in addition, \( u_0 \in L^2 \), then the solution \( u \) satisfies the conservation law

\[
\int_{\mathbb{R}} m(t, x)v(t, x)dx = \int_{\mathbb{R}} m_0(x)v_0(x)dx,
\tag{1.10}
\]

where \( m(t, x) = (1 - \partial_x^2)u(t, x) \) and \( v(t, x) = (4 - \partial_x^2)^{-1}u(t, x) \).

**Remark 1.2.** Let us recall the local existence result of (CH) given by R. Danchin in [24], where it is proved that if \( u_0 \in B^s_{p,r} \) with \( s > \max\{1 + \frac{1}{p}, \frac{3}{2}\} \), then there exists a time \( T > 0 \) such that (CH) has a unique solution \( u \in E^s_{p,r}(T) \). Unlike the Camassa-Holm equation, the Degasperis-Procesi equation in (1.8) has not involved the term \( \partial_x g * u^2 \), and with only the term \( \partial_x g \ast u^2 \), which enables us only to assume the initial data \( u_0 \in B^s_{p,r} \) with \( s > 1 + \frac{1}{p} \) (or \( s \geq 1 + \frac{1}{p} \) if \( r = 1, 1 \leq p < +\infty \)).
Remark 1.3. Although the $H^1$-norm of the solutions in the Camassa-Holm equation is conserved, which is different from (1.10) in the Degasperis-Procesi equation, it is not necessary in the proof of Proposition 4 in [26]. Hence, thanks to the (DP)'s peaked solitons of the form $u(x,t) = ce^{-|x-ct|}$, $c > 0$ as in the Camassa-Holm equation, and following the proof of Proposition 4 in [26], one can see that (DP) is not locally well-posed in $B^3_{a,∞}$ in the following sense:

There exists a global solution $u \in L^∞(\mathbb{R}^+; B^3_{3,∞})$ to (DP) such that for any positive $T$ and $\epsilon$ there exists a solution $v \in L^∞(0,T; B^3_{3,∞})$ with

$$\|u(0) - v(0)\|_{B^3_{3,∞}} \leq \epsilon \quad \text{and} \quad \|u - v\|_{L^∞(0,T; B^3_{3,∞})} \geq 1.$$

Therefore, the exponent $s = \frac{3}{2}$ is critical in the range of the Besov spaces $B^s_{a,r}$.

The remainder of the paper is organized as follows. Section 2 is devoted to recalling the Littlewood-Paley theory. Then the local well-posedness of the initial-value problem associated with (1.7) is established in Section 3. Some blow-up criteria of strong solutions are investigated in Section 4. Finally, nonexistence of smooth travelling-wave solutions of (1.2) is studied in Section 5.

Notation. As above and henceforth, we denote the norm of the Lebesgue space $L^p$ by $\| \cdot \|_{L^p}$, $1 \leq p \leq \infty$ and the norm in the Sobolev space $H^s$, $s \in \mathbb{R}$ by $\| \cdot \|_{H^s}$. We denote by $*$ the spatial convolution on $\mathbb{R}$.

2. Preliminaries. For the convenience of the reader, we shall recall some basic facts on Littlewood-Paley theory and the transport equations theory; one may check [4, 7, 8, 24, 53] for more details.

Proposition 2.1 ([7], Littlewood-Paley decomposition). Let $B \overset{\text{def}}{=} \{ \xi \in \mathbb{R}^d : |\xi| \leq \frac{4}{3} \}$ and $C \overset{\text{def}}{=} \{ \xi \in \mathbb{R}^d : \frac{3}{4} \leq |\xi| \leq \frac{5}{3} \}$. There exist two radial functions $\chi \in C^∞(B)$ and $\varphi \in C^∞_c(C)$ such that

$$\chi(\xi) + \sum_{q \geq 0} \varphi(2^{-q}\xi) = 1, \quad \forall \xi \in \mathbb{R}^d,$$

$$|q - q'| \geq 2 \Rightarrow \text{Supp } \varphi(2^{-q} \cdot) \cap \text{Supp } \varphi(2^{-q'} \cdot) = \emptyset,$$

$$q \geq 1 \Rightarrow \text{Supp } \chi(\cdot) \cap \text{Supp } \varphi(2^{-q} \cdot) = \emptyset,$$

and

$$\frac{1}{3} \leq \chi(\xi)^2 + \sum_{q \geq 0} \varphi(2^{-q}\xi)^2 \leq 1, \quad \forall \xi \in \mathbb{R}^d.$$
Let \( h \overset{\text{def}}{=} F^{-1} \varphi \) and \( \tilde{h} \overset{\text{def}}{=} F^{-1} \chi \). Then the dyadic operators \( \Delta_q \) and \( S_q \) can be defined as follows:
\[
\Delta_q f \overset{\text{def}}{=} \varphi(2^{-q}D)f = 2^{qd} \int_{\mathbb{R}^d} h(2^q y) f(x-y) dy, \quad \text{for} \quad q \geq 0,
\]
\[
S_q f \overset{\text{def}}{=} \chi(2^{-q}D)f = \sum_{-1 \leq k \leq q-1} \Delta_q f = 2^{qd} \int_{\mathbb{R}^d} \tilde{h}(2^q y) f(x-y) dy,
\]
\[
\Delta_{-1} f \overset{\text{def}}{=} S_0 f \quad \text{and} \quad \Delta_q f \overset{\text{def}}{=} 0 \quad \text{for} \quad q \leq -2.
\]

**Lemma 2.2** ([7], Bernstein’s inequality). Let \( \mathcal{B} \) be a ball with center 0 in \( \mathbb{R}^d \) and \( \mathcal{C} \) a ring with center 0 in \( \mathbb{R}^d \). A constant \( C \) exists so that, for any positive real number \( \lambda \), any nonnegative integer \( k \), any smooth homogeneous function \( \sigma \) of degree \( m \), and any couple of real numbers \((a, b)\) with \( b \geq a \geq 1 \), we have
\[
\text{Supp } \hat{u} \subset \lambda \mathcal{B} \Rightarrow \sup_{|\alpha|=k} \| \partial^\alpha u \|_{L^b} \leq C^{k+1} \lambda^{\frac{d}{2} - \frac{d}{b}} \| u \|_{L^a},
\]
\[
\text{Supp } \hat{u} \subset \lambda \mathcal{C} \Rightarrow C^{-1-k} \lambda^{\frac{d}{r}} \| u \|_{L^a} \leq \sup_{|\alpha|=k} \| \partial^\alpha u \|_{L^b} \leq C^{1+k} \lambda^{\frac{d}{r}} \| u \|_{L^a},
\]
\[
\text{Supp } \hat{u} \subset \lambda \mathcal{C} \Rightarrow \| \sigma(D) u \|_{L^b} \leq C_{s, m} \lambda^{m+\frac{d}{2} - \frac{d}{r}} \| u \|_{L^a},
\]
for any function \( u \in L^a \).

**Definition 2.3** ([7], Besov spaces). Let \( s \in \mathbb{R}, 1 \leq p, r \leq \infty \). The inhomogeneous Besov space \( B^s_{p, r}(\mathbb{R}^d) \) (\( B^s_{p, r} \) for short) is defined by
\[
B^s_{p, r}(\mathbb{R}^d) \overset{\text{def}}{=} \{ f \in S'(\mathbb{R}^d) : \| f \|_{B^s_{p, r}} < \infty \},
\]
where
\[
\| f \|_{B^s_{p, r}} \overset{\text{def}}{=} \begin{cases} \left( \sum_{q \in \mathbb{Z}} 2^{qs} \| \Delta_q f \|_{L^p} \right)^\frac{1}{s}, & \text{for} \quad r < \infty, \\ \sup_{q \in \mathbb{Z}} 2^{qs} \| \Delta_q f \|_{L^p}, & \text{for} \quad r = \infty. \end{cases}
\]
If \( s = \infty \), \( B^\infty_{p, r} \overset{\text{def}}{=} \bigcap_{s \in \mathbb{R}} B^s_{p, r} \).

**Proposition 2.4** ([23][25]). The following properties hold.
1. Density: if \( p, r < \infty \), then \( S(\mathbb{R}^d) \) is dense in \( B^s_{p, r}(\mathbb{R}^d) \).
2. Sobolev embedding: if \( p_1 \leq p_2 \) and \( r_1 \leq r_2 \), then \( B^s_{p_1, r_1} \hookrightarrow B^s_{p_2, r_2} \). If \( s_1 < s_2, 1 \leq p \leq +\infty \) and \( 1 \leq r_1, r_2 < +\infty \), then the embedding \( B^{s_1}_{p, r_1} \hookrightarrow B^{s_2}_{p, r_2} \) is locally compact.
3. Algebraic properties: for \( s > 0 \), \( B^s_{p, r} \cap L^\infty \) is an algebra. Moreover, \( (B^s_{p, r} \quad \text{is an algebra}) \iff (B^s_{p, r} \hookrightarrow L^\infty) \iff (s > \frac{d}{r} \quad \text{or} \quad (s \geq \frac{d}{r} \quad \text{and} \quad r = 1)) \).
4. Fatou property: if \( (u^n)_{n \in \mathbb{N}} \) is a bounded sequence of \( B^s_{p, r} \) which tends to \( u \) in \( S' \), then \( u \in B^s_{p, r} \) and
\[
\| u \|_{B^s_{p, r}} \leq \lim_{n \to \infty} \inf \| u_n \|_{B^s_{p, r}}.
\]
(5) Complex interpolation: if \( u \in B^s_p \cap B^t_p \) and \( \theta \in [0, 1] \), \( 1 \leq p, r \leq \infty \), then \( u \in B^\theta s_{p,r} \cap B^{1-\theta} t_{p,r} \) and \( \|u\|_{B^\theta s_{p,r}} \leq \|u\|_{B^s_p}^{\theta} \|u\|_{B^t_r}^{1-\theta} \).

(6) Let \( m \in \mathbb{R} \) and \( f \) be an \( S^m \)-multiplier (that is, \( f : \mathbb{R}^d \to \mathbb{R} \) is smooth and satisfies that for every multi-index \( \alpha \), there exists a constant \( C_\alpha \) such that \( \forall \xi \in \mathbb{R}^d, |\partial^\alpha f(\xi)| \leq C_\alpha (1 + |\xi|)^{|\alpha|} \)). Then for all \( s \in \mathbb{R} \) and \( 1 \leq p, r \leq \infty \), the operator \( f(D) \) in continuous from \( B^s_p \) to \( B^{s-m}_p \).

**Proposition 2.5** ([24], Logarithmic interpolation). There is a constant \( C \) such that for all \( s \in \mathbb{R}, \varepsilon > 0 \) and \( 1 \leq p \leq \infty \), we have
\[
\|u\|_{B^\varepsilon p,1} \leq C \left( 1 + \frac{\varepsilon}{\varepsilon} \right) \|u\|_{B^{p,\infty}_s} \left( 1 + \log \frac{\|u\|_{B^{p,\infty}_s}}{\|u\|_{B^{p,\infty}_s}} \right).
\]

**Lemma 2.6** ([24] [25]). Suppose that \((p, r) \in [1, +\infty]^2\) and \( s > - \frac{d}{p} \). Let \( v \) be a vector field such that \( \nabla v \) belongs to \( L^1([0, T]; B^{-1}_p) \) if \( s > 1 + \frac{d}{p} \) or to \( L^1([0, T]; B^1_p \cap L^\infty) \) otherwise. Suppose also that \( f_0 \in B^s_p \), \( F \in L^1([0, T]; B^s_{p,r}) \) and that \( f \in L^\infty([0, T]; B^s_{p,r}) \cap C([0, T]; S') \) solves the \( d \)-dimensional linear transport equations
\[
(T) \quad \begin{cases}
\partial_t f + v \cdot \nabla f = F, \\
f|_{t=0} = f_0.
\end{cases}
\]

Then there exists a constant \( C \) depending only on \( s, p \) and \( d \), and such that the following statements hold:

(1) If \( r = 1 \) or \( s \neq 1 + \frac{d}{p} \),
\[
\|f\|_{B^s_{p,r}} \leq \|f_0\|_{B^s_{p,r}} + \int_0^t \|F(\tau)\|_{B^s_{p,r}} d\tau + C \int_0^t V(\tau)\|f(\tau)\|_{B^s_{p,r}} d\tau,
\]
or hence,
\[
\|f\|_{B^s_{p,r}} \leq e^{CV(t)} \left( \|f_0\|_{B^s_{p,r}} + \int_0^t e^{-CV(\tau)}\|F(\tau)\|_{B^s_{p,r}} d\tau \right)
\]
with \( V(t) = \int_0^t \|\nabla v(\tau)\|_{B^1_{p,r} \cap L^\infty} d\tau \) if \( s > 1 + \frac{d}{p} \) and \( V(t) = \int_0^t \|\nabla v(\tau)\|_{B^1_{p,r}} d\tau \) else.

(2) If \( s \leq 1 + \frac{d}{p} \) and, in addition, \( \nabla f_0 \in L^\infty, \nabla f \in L^\infty([0, T] \times \mathbb{R}^d) \) and \( \nabla F \in L^1([0, T]; L^\infty) \), then
\[
\|f(t)\|_{B^s_{p,r}} + \|\nabla f(t)\|_{L^\infty} \leq e^{CV(t)} \left( \|f_0\|_{B^s_{p,r}} + \|\nabla f_0\|_{L^\infty} + \int_0^t e^{-CV(\tau)}(\|F(\tau)\|_{B^s_{p,r}} + \|\nabla F(\tau)\|_{L^\infty})d\tau \right)
\]
with \( V(t) = \int_0^t \|\nabla v(\tau)\|_{B^1_{p,r} \cap L^\infty} d\tau \).

(3) If \( f = v \), then for all \( s > 0 \), the estimate \((2.1)\) holds with \( V(t) = \int_0^t \|\partial_x u(\tau)\|_{L^\infty} d\tau \).

(4) If \( r = +\infty \), then \( f \in C([0, T]; B^s_{p,1}) \). If \( r = +\infty \), then \( f \in C([0, T]; B^{s'}_{p,1}) \) for all \( s' < s \).
Lemma 2.7 (25). Let \((p, p_1, r) \in [1, +\infty]^3\). Assume that \(s > -d \min\left(\frac{1}{p_1}, \frac{1}{p}\right)\) with \(p' := (1 - \frac{1}{p})^{-1}\). Let \(f_0 \in B^s_{p, r}\) and \(g \in L^1([0, T]; B^{s_1}_{p, r})\). Let \(v\) be a time-dependent vector field such that \(v \in L^p([0, T]; B^{-M/\infty}_{p, r})\) for some \(p > 1, M > 0\) and \(\nabla v \in L^1([0, T]; B^{-s}_{p, r})\) if \(s < 1 + \frac{d}{p}\), and \(\nabla v \in L^1([0, T]; B^{-s_1}_{p, r})\) if \(s > 1 + \frac{d}{p}\) or \(s = 1 + \frac{d}{p}\) and \(r = 1\). Then the transport equations (T) have a unique solution \(f \in L^\infty([0, T]; B^s_{p, r}) \cap (\bigcap_{s' < s} C([0, T]; B^{s'}_{p, r}))\) and the inequalities of Lemma 2.6 hold. If, moreover, \(r < \infty\), then we have \(f \in C([0, T]; B^s_{p, r})\).

Lemma 2.8 (7). Moser-type estimates). Assuming that \(1 \leq p, r \leq +\infty\), the following estimates hold:

1. For \(s > 0\), \(\|fg\|_{B^{s}_{p, r}(\mathbb{R})} \leq \|f\|_{B^{s}_{p, r}(\mathbb{R})}\|g\|_{L^\infty(\mathbb{R})} + \|g\|_{B^{s}_{p, r}(\mathbb{R})}\|f\|_{L^\infty(\mathbb{R})}\);

2. For \(s_1, s_2 < \frac{1}{p}\) if \(r > 1\) (or \(s_1, s_2 \leq \frac{1}{p}\) if \(r = 1\)) and \(s_1 + s_2 > 0\), then

\[ \|fg\|_{B^{s_1+s_2-\frac{1}{p}}_{p, r}(\mathbb{R})} \leq C\|f\|_{B^{s_1}_{p, r}(\mathbb{R})}\|g\|_{B^{s_2}_{p, r}(\mathbb{R})}, \]

where the \(C\)'s are constants independent of \(f\) and \(g\).

3. Local well-posedness. In this section, we shall study the local well-posedness of the Degasperis-Procesi equation in the Besov space. Uniqueness and continuity with respect to the initial data are an immediate consequence of the following result.

Proposition 3.1. Let \(1 \leq p, r \leq +\infty\) and \(s > 1 + \frac{1}{p}\) (or \(s \geq 1 + \frac{1}{p}\) if \(r = 1\), \(1 \leq p < +\infty\)). Let \(u\) and \(v\) be two given solutions of the initial-value problem (1.3) with the initial data \(u_0, v_0 \in B^s_{p, r}\) satisfying \(u, v \in L^\infty([0, T]; B^s_{p, r}) \cap C([0, T]; S')\). Then for every \(t \in [0, T]\):

\[ \|u(t) - v(t)\|_{B^{s}_{p, r}} \leq \|u_0 - v_0\|_{B^{s-1}_{p, r}} + e^{C \int_0^t \|\partial_x u(\tau)\|_{B^{s-1}_{p, r}}} + \|v(\tau)\|_{B^{s}_{p, r}} d\tau. \] (3.1)

Proof. Denote \(w \equiv v - u\). It is obvious that \(w \in L^\infty([0, T]; B^s_{p, r}) \cap C([0, T]; S')\), which implies that \(w \in C([0, T]; B^{s-1}_{p, r})\), and \(w\) solves the following transport equation:

\[ \begin{cases} \partial_t w + u \partial_x w = -w \partial_x v + \frac{3}{2} P(D)(w(u + v)), \\ w|_{t=0} = u_0 \equiv v_0 - u_0. \end{cases} \]

According to Lemma 2.6, we have

\[ e^{-C \int_0^t \|\partial_x u(\tau)\|_{B^{s-1}_{p, r}}} \|w(t)\|_{B^{s}_{p, r}} \leq \|u_0\|_{B^{s-1}_{p, r}} + C \int_0^t e^{-C \int_0^\tau \|\partial_x u(\tau')\|_{B^{s-1}_{p, r}}} d\tau' \times \left(\|w(\partial_x v)(\tau)\|_{B^{s-1}_{p, r}} + \|P(D)(w(u + v))(\tau)\|_{B^{s-1}_{p, r}}\right) d\tau. \] (3.2)

For \(s > 1 + \frac{1}{p}\) (or \(s \geq 1 + \frac{1}{p}\) if \(r = 1\), \(1 \leq p < +\infty\)), \(B^{s-1}_{p, r} \subset L^\infty\) is an algebra according to Proposition 2.4, so we have

\[ \|w\|_{B^{s-1}_{p, r}} \leq C\|w\|_{B^{s}_{p, r}}\|\partial_x v\|_{B^{s-1}_{p, r}} \leq C\|w\|_{B^{s-1}_{p, r}}\|v\|_{B^{s}_{p, r}}. \] (3.3)
On the other hand, thanks to $P(\xi)$ being an $S^{-1}$-multiple, applying Proposition [2.4] yields

$$
\| P(D)(w(u + v)) \|_{B^{-1}_{p,r}} \leq C \| w(u + v) \|_{B^{-2}_{p,r}} \leq C \| w \|_{B^{-1}_{p,r}} (\| u \|_{B^{-1}_{p,r}} + \| v \|_{B^{-1}_{p,r}}),
$$

(3.4)

which, together with (3.3) and (3.2), gives

$$
e^{-C \int_0^t \| \partial_x u(\tau) \|_{B_{p,r}^{-1}} \, d\tau} \| w(t) \|_{B_{p,r}^{-1}} \\
\leq \| w_0 \|_{B_{p,r}^{-1}} + C \int_0^t e^{-C \int_0^\tau \| \partial_x u(\tau') \|_{B_{p,r}^{-1}} \, d\tau'} \| w(\tau) \|_{B_{p,r}^{-1}} (\| u(\tau) \|_{B_{p,r}^{-1}} + \| v(\tau) \|_{B_{p,r}}) \, d\tau.
$$

Hence, applying the Gronwall inequality, we reach (3.1).

**Lemma 3.2.** For $T > 0$, $s \in \mathbb{R}$ and $1 \leq p \leq +\infty$, we set

$$
E_{p,r}^s(T) \overset{\text{def}}{=} C([0,T]; B_{p,r}^s) \cap C^1([0,T]; B_{p,r}^{s-1}) \quad \text{if} \quad r < +\infty,
$$

$$
E_{p,\infty}^s(T) \overset{\text{def}}{=} L^\infty([0,T]; B_{p,\infty}^s) \cap \text{Lip}([0,T]; B_{p,\infty}^{s-1})
$$

and $E_{p,r}^s = \bigcap_{T > 0} E_{p,r}^s(T)$.

Now let us start the proof of Theorem 1.1. which is motivated by the proof of a local existence theorem about (CH) in [24]. Firstly, we shall use the classical Friedrichs regularization method to construct the approximate solutions to (DP).

**Lemma 3.3.** Let $p$, $r$ and $s$ be as in the statement of Theorem 1.1. Assume that $u(0) = 0$. There exists a sequence of smooth functions $(\tilde{u}^{(n)})_{n \in \mathbb{N}} \in C(\mathbb{R}^+; B_{p,r}^s)$ solving the following linear transport equation by induction:

$$
(T_n) \begin{cases}
(\partial_t + u^{(n)}(\cdot) \partial_x) u^{(n+1)} = P(D)(\frac{3}{2}(u^{(n)})^2), & t > 0, \quad x \in \mathbb{R}, \\
\Big. u^{(n+1)}|_{t=0} = u^{(n+1)}(x) = S_{n+1} u_0, & x \in \mathbb{R}.
\end{cases}
$$

(3.5)

Moreover, there is a positive $T$ such that the solutions satisfy the following properties:

1. $(u^{(n)})_{n \in \mathbb{N}}$ is uniformly bounded in $E_{p,r}^s(T)$.
2. $(u^{(n)})_{n \in \mathbb{N}}$ is a Cauchy sequence in $C([0,T]; B_{p,r}^{s-1})$.

**Proof.** Since all the data $S_{n+1} u_0$ belong to $B_{p,r}^s$, Lemma 2.7 enables us to show by induction that for all $n \in \mathbb{N}$, the equation $(T_n)$ has a global solution which belongs to $C(\mathbb{R}; B_{p,r}^s)$. Thanks to Lemma 2.6 and the proof of Proposition 3.1, we have the following inequality for all $n \in \mathbb{N}$:

$$
e^{-C \int_0^t \| u^{(n)}(\tau') \|_{B_{p,r}^s} \, d\tau'} \| u^{(n+1)}(t) \|_{B_{p,r}^s} \\
\leq \| u_0 \|_{B_{p,r}^s} + C \int_0^t e^{-C \int_0^\tau \| u^{(n)}(\tau') \|_{B_{p,r}^s} \, d\tau'} \| u^{(n)}(\tau) \|_{B_{p,r}^s} \, d\tau.
$$

(3.6)

Let us choose a $T > 0$ such that $2C \| u_0 \|_{B_{p,r}^s} T < 1$ and suppose by induction that

$$
\| u^{(n)}(t) \|_{B_{p,r}^s} \leq \frac{\| u_0 \|_{B_{p,r}^s}}{1 - 2C \| u_0 \|_{B_{p,r}^s} T} \quad \forall \ t \in [0,T].
$$

(3.7)
Inserting (3.7) into (3.6) yields
\[
\|u^{(n+1)}(t)\|_{B^{p,r}_{p,r}} \\
\leq \frac{1}{\sqrt{1 - 2C\|u_0\|_{B^{p,r}_{p,r}}t}} \left( \|u_0\|_{B^{p,r}_{p,r}} + C\|u_0\|_{B^{p,r}_{p,r}}^2 \int_0^t \frac{d\tau}{(1 - 2C\|u_0\|_{B^{p,r}_{p,r}}\tau)^{2}} \right) \\
\leq \frac{\|u_0\|_{B^{p,r}_{p,r}}}{1 - 2C\|u_0\|_{B^{p,r}_{p,r}}t}.
\]
Therefore, \((u^{(n)})_{n \in \mathbb{N}}\) is uniformly bounded in \(C([0,T]; B^{s}_{p,r})\). Since \(B^{s-1}_{p,r}\) with \(s > 1 + \frac{1}{p}\) (or \(s \geq 1 + \frac{1}{p}\) if \(r = 1, 1 \leq p < +\infty\)) is an algebra, one can see that \(u^{(n)}\partial_x u^{(n+1)}\) and \(P(D)(\frac{3}{2}(u^{(n)})^2)\) are uniformly bounded in \(C([0,T]; B^{s-1}_{p,r})\). Hence, \(\partial_t u^{(n+1)} := -u^{(n)}\partial_x u^{(n+1)} + P(D)(\frac{3}{2}(u^{(n)})^2)\) belongs to \(C([0,T]; B^{s-1}_{p,r})\), which yields that the sequence \((u^{(n)})_{n \in \mathbb{N}}\) is uniformly bounded in \(E^{s}_{p,r}(T)\).

Next we are going to show that \((u^{(n)})_{n \in \mathbb{N}}\) is a Cauchy sequence in \(C([0,T]; B^{s-1}_{p,r})\). According to (3.5), we deduce that, for all \(m, n \in \mathbb{N}\),
\[
(\partial_t + u^{(n+m)}\partial_x)(u^{(n+m+1)} - u^{(n+1)}) \\
= (u^{(n)} - u^{(n+m)})\partial_x u^{(n+1)} + \frac{3}{2}P(D)((u^{(n+m)} - u^{(n)})(u^{(n+m)} + u^{(n)})).
\]
Lemma 2.6 applied again, together with the fact that \(B^{s-1}_{p,r}\) is an algebra and the property of the operator \(P(D)\) as given in (3.4), yields for every \(t \in [0,T]\),
\[
\|(u^{(n+m+1)} - u^{(n+1)})(t)\|_{B^{s-1}_{p,r}} \\
\leq \|u_0^{(n+m+1)} - u_0^{(n+1)}\|_{B^{s-1}_{p,r}} + C\int_0^t E^{s}_{p,r}(u^{(n+m)}(\tau))\|u_0^{(n+1)}\|_{B^{s-1}_{p,r}} d\tau \\
+ C\int_0^t E^{s}_{p,r}(u^{(n+m)}(\tau))\|u^{(n+m)}(\tau) - u^{(n)}(\tau)\|_{B^{s-1}_{p,r}} d\tau \\
\times (\|(u^{(n)}(\tau))\|_{B^{s}_{p,r}} + \|(u^{(n+1)}(\tau))\|_{B^{s}_{p,r}} + \|u^{(n+m)}(\tau)\|_{B^{s}_{p,r}}) d\tau.
\]
Since \((u^{(n)})_{n \in \mathbb{N}}\) is uniformly bounded in \(E^{s}_{p,r}(T)\) and
\[
u_0^{n+m+1} - u_0^{n+1} = S_{n+m+1}u_0 - S_{n+1}u_0 = \sum_{q=n+1}^{n+m} \Delta_q u_0,
\]
we get a constant \(C_T\) independent of \(n, m\) such that for all \(t \in [0,T]\),
\[
\|(u^{(n+m+1)} - u^{(n+1)})(t)\|_{B^{s-1}_{p,r}} \leq C_T(2^{-n} + \int_0^t \|(u^{(n+m)} - u^{(n)})(\tau)\|_{B^{s-1}_{p,r}} d\tau).
\]
Arguing by induction, one can easily prove that
\[
\|u^{(n+m+1)} - u^{(n)}\|_{L^\infty_{\tau}(B^{s-1}_{p,r})} \leq \frac{(TC_T)^{n+1}}{(n+1)!}\|u^{(m)}\|_{L^\infty_{\tau}(B^{s}_{p,r})} + C_T \sum_{k=0}^n 2^{-(n-k)}(TC_T)^k.
\]
As \(\|u^{(m)}\|_{L^\infty_{\tau}(B^{s}_{p,r})}\) can be bounded independently of \(m\), we conclude the existence of some new constant \(C'_T\) independent of \(n, m\) such that
\[
\|u^{(n+m+1)} - u^{(n+1)}\|_{L^\infty_{\tau}(B^{s-1}_{p,r})} \leq C'_T 2^{-n}.
\]
Hence \((u^{(n)})_{n \in \mathbb{N}}\) is a Cauchy sequence in \(C([0, T]; B^{s-1}_{p, r})\).

**Proof of Theorem 1.1** Thanks to Lemma 3.3 we get that \((u^{(n)})_{n \in \mathbb{N}}\) is a Cauchy sequence in \(C([0, T]; B^{s-1}_{p, r})\), so, it converges to some limit function \(u \in C([0, T]; B^{s-1}_{p, r})\). We now have to check that \(u\) belongs to \(E^{s}_{p, r}(T)\) and solves the (DP) equation. Since \((u^{(n)})_{n \in \mathbb{N}}\) is uniformly bounded in \(L^{\infty}([0, T]; B^{s'}_{p, r})\) according to Lemma 3.3, the Fatou property for Besov spaces (Proposition 2.4) guarantees that \(u\) also belongs to \(L^{\infty}([0, T]; B^{s}_{p, r})\).

On the other hand, as \((u^{(n)})_{n \in \mathbb{N}}\) converges to \(u\) in \(C([0, T]; B^{s-1}_{p, r})\), an interpolation argument insures that the convergence holds in \(C([0, T]; B^{s'}_{p, r})\), for any \(s' < s\). It is then easy to pass to the limit in the equation \((T_n)\) and to conclude that \(u\) is indeed a solution to (DP). Now, because \(u\) belongs to \(L^{\infty}([0, T]; B^{s}_{p, r})\), the right-hand side of the equation

\[
\frac{3}{2} u^2
\]

also belongs to \(L^{\infty}([0, T]; B^{s}_{p, r})\). In particular, for the case \(r < \infty\), Lemma 2.7 enables us to conclude that \(u \in C([0, T]; B^{s}_{p, r})\). Finally, using the equation again, we see that \(\partial_t u \in C([0, T]; B^{s-1}_{p, r})\) if \(r < \infty\), and in \(L^{\infty}([0, T]; B^{s-1}_{p, r})\) otherwise. Therefore, \(u\) belongs to \(E^{s}_{p, r}(T)\).

For the continuity in \(E^{s}_{p, r}(T)\), if \(v_0\) is in a small neighborhood of \(u_0\) in \(B^{s}_{p, r}\) with \(s > 1 + \frac{1}{p}\), the existence of a solution \(v \in E^{s}_{p, r}(T)\) to (DP) with initial data \(v_0\) can be proved by using the arguments above. Proposition 3.1 together with the interpolation inequalities, ensures the continuity with respect to the initial data in \(E^{s'}_{p, r}(T)\) (with \(s' < s\)) and then in \(E^{s}_{p, r}(T)\). In fact, a standard use of a sequence of viscosity approximate solutions \((u_{n})_{n > 0}\) for (DP) which converges uniformly in \(C([0, T]; B^{s'}_{p, r}) \cap C^1([0, T]; B^{s-1}_{p, r})\) gives that \(u\) also belongs to \(C([0, T]; B^{s}_{p, r}) \cap C^1([0, T]; B^{s-1}_{p, r})\). For the continuity in the critical space \(E^{1+\frac{1}{2}}_{p, 1}(T)\), one may check the proof of Proposition 2 in [24] (where \(p = 2\)), which, together with Proposition 3.1 and Proposition 2.5 yields the complete proof of the continuity.

Let us now prove (1.10). Applying a simple density argument, we only need to show that the conservation law (1.10) holds with some \(s \geq 3\). Here we assume \(s = 3\) to complete the proof of the above theorem. By (1.7), and applying the Plancherel identity, we have

\[
\frac{1}{2} \frac{d}{dt} \int_{\mathbb{R}} mvdx = \frac{1}{2} \int_{\mathbb{R}} m_1vdx + \frac{1}{2} \int_{\mathbb{R}} mv_1dx = \int_{\mathbb{R}} m_1vdx
\]

\[
= - \int_{\mathbb{R}} vm_xudx - 3 \int_{\mathbb{R}} vmu_xdx.
\]

According to the proof of Lemma 3.1 in [44], we claim that

\[
\int_{\mathbb{R}} vm_xu + 3 \int_{\mathbb{R}} vmu_xdx = 0.
\]
In fact, using the relations \( m = u - u_{xx} \) and \( u = 4v - v_{xx} \), this yields that

\[
\int_{\mathbb{R}} v(mu)_{x} dx = -\int_{\mathbb{R}} v_{x} mu dx = -\int_{\mathbb{R}} v_{x} u^{2} dx - \int_{\mathbb{R}} (v_{x} u) u_{x} dx
\]

\[
= -\int_{\mathbb{R}} v_{x} u^{2} dx + \frac{1}{2} \int_{\mathbb{R}} v_{xxx} u^{2} dx - \int_{\mathbb{R}} v_{x}
\]

\[
= -\int_{\mathbb{R}} v_{x} u^{2} dx + \frac{1}{2} \int_{\mathbb{R}} (4v_{x} - u_{x}) u^{2} dx - \int_{\mathbb{R}} v_{x} u^{2} dx
\]

\[
= \int_{\mathbb{R}} v_{x} u^{2} dx - \int_{\mathbb{R}} v_{x} u_{x}^{2} dx
\]

and

\[
2 \int_{\mathbb{R}} vm u_{x} dx = -\int_{\mathbb{R}} v_{x} u^{2} dx + \int_{\mathbb{R}} v_{x} u_{x}^{2} dx.
\]

Therefore,

\[
\int_{\mathbb{R}} vm_{x} u + 3 \int_{\mathbb{R}} vm u_{x} dx = \int_{\mathbb{R}} v(mu)_{x} dx + 2 \int_{\mathbb{R}} vm u_{x} dx = 0,
\]

which, together with \((4.3)\), implies \((1.10)\). □

4. **Blow-up time.** Firstly, we define the lifespan of the solution of (DP) as follows:

**Definition 4.1.** Let \( u_{0} \in B_{p,r}^{s} \). We define the lifespan \( T_{u_{0}}^{s} \) of the solution of (DP) with the initial data \( u_{0} \) as the supremum of positive times \( T \) such that (DP) has a solution \( u \in E_{p,r}^{s}(T) \) on \([0, T] \times \mathbb{R}\).

Now let us state the first blow-up criterion theorem:

**Theorem 4.2.** Let \( u_{0} \) be as in Theorem \( 4.1 \) and \( u \) be the corresponding solution to (DP). Then

\[ T_{u_{0}}^{s} < \infty \Rightarrow \int_{0}^{T_{u_{0}}^{s}} \| \partial_{x} u(\tau) \|_{L^{\infty}} d\tau = \infty. \]

To prove Theorem \( 4.2 \) we need to estimate the norms \( \| u(t) \|_{B_{p,r}^{s}} \) and \( \| u(t) \|_{\text{Lip}} \).

**Lemma 4.3.** Assume that \( 1 \leq p, r \leq +\infty \) and \( s > 1 \). Let \( u \in L^{\infty}([0, T]; B_{p,r}^{s} \cap \text{Lip}) \) solving (DP) with the initial data \( u_{0} \in B_{p,r}^{s} \cap \text{Lip} \). There exists a constant \( C \) depending only on \( s \) and \( p \) and a universal constant \( C_{1} \) such that for all \( t \in [0, T] \), we have

\[ \| u(t) \|_{B_{p,r}^{s}} \leq \| u_{0} \|_{B_{p,r}^{s}} e^{C \int_{0}^{t} \| u(\tau) \|_{\text{Lip}} d\tau} \] (4.1)

and

\[ \| u(t) \|_{\text{Lip}} \leq \| u_{0} \|_{\text{Lip}} e^{C_{1} \int_{0}^{t} \| \partial_{x} u(\tau) \|_{L^{\infty}} d\tau}. \] (4.2)

**Proof.** Since \( u \) solves the following transport equation,

\[ \partial_{t} u + u \partial_{x} u = P(D)(\frac{3}{2} u^{2}), \]

we have

\[ \| u \|_{B_{p,r}^{s}} \leq e^{C \int_{0}^{t} \| \partial_{x} u(\tau) \|_{L^{\infty}} d\tau} \times \left( \| u_{0} \|_{B_{p,r}^{s}} + C \int_{0}^{t} e^{-C \int_{0}^{\tau} \| \partial_{x} u(\tau') \|_{L^{\infty}} d\tau'} \| P(D)(u^{2})(\tau) \|_{B_{p,r}^{s}} d\tau' \right), \]
which follows from Lemma $4.6$. Moreover, the Moser-type estimate gives
\[
\|P(D)u^2\|_{B_{p,r}^r} \leq C\|u^2\|_{B_{p,r}^{r-1}} \leq C\|u\|_{B_{p,r}^{r-1}}\|u\|_{L^\infty} \leq C\|u\|_{B_{p,r}^r}\|u\|_{L^\infty}.
\]
Hence,
\[
e^{-C\int_0^t\partial_x u(\tau)L^\infty d\tau}\|u\|_{B_{p,r}^r} \leq \|u_0\|_{B_{p,r}^r} + C\int_0^t e^{-C\int_0^\tau\partial_x u(\tau')L^\infty d\tau'}\|u\|_{B_{p,r}^r}\|u\|_{L^\infty} d\tau,
\]
which completes the proof of (4.1) according to the Gronwall inequality.

On the other hand, it is easy to verify the following
\[
\partial_t(\partial_x u) + u\partial_x(\partial_x u) = -(\partial_x u)^2 + \partial_x P(D)(\frac{3}{2}u^2).
\]
Applying the $L^\infty$ estimate for transport equations again, we prove that
\[
\|\partial_x u(t)\|_{L^\infty} \leq \|\partial_x u_0\|_{L^\infty} + C_1\int_0^t (\|\partial_x u(t')\|_{L^\infty} + \|\partial_x u(t')\|_{L^\infty})\|\partial_x u(t)\|_{L^\infty} d\tau
\]
which, together with (4.3), implies (4.2).

**Proof of Theorem 4.2.** Let $u \in \bigcap_{0 < T < T_{u_0}^*} E_{p,r}^s(T)$ be such that
\[
\int_0^{T_{u_0}^*} \|\partial_x u(t)\|_{L^\infty} d\tau < +\infty.
\]
According to the inequality (4.2), $\int_0^{T_{u_0}^*} \|u\|_{Lip} d\tau < +\infty$. Hence, (4.1) yields that
\[
\|u(t)\|_{B_{p,r}^r} \leq M_{T_{u_0}^*} \overset{\text{def}}{=} \|u_0\|_{B_{p,r}^r} e^{C\int_0^{T_{u_0}^*}\|u(t)\|_{Lip} dt} < +\infty
\]
for all $t \in [0, T_{u_0}^*)$. Let $\epsilon > 0$ be sufficiently small such that $2C^2\epsilon M_{T_{u_0}^*} < 1$, where $C$ is the constant used in the proof of Theorem 1.1. Therefore, we have a solution $\tilde{u}(t) \in E_{p,r}^s(\epsilon)$ to (DP) with the initial data $u(T_{u_0}^* - \frac{T_{u_0}^*}{2})$. By the uniqueness, $\tilde{u}(t) = u(t + T_{u_0}^* - \frac{T_{u_0}^*}{2})$ on $[0, \frac{T_{u_0}^*}{2})$ so that $\tilde{u}$ extends the solution $u$ beyond $T_{u_0}^*$, which completes the proof of Theorem 4.2.

More precisely, thanks to the Logarithmic interpolation (Proposition 2.5), we have

**Theorem 4.4.** Under the assumption that $u_0 \in B_{p,r}^s \cap L^2$ with $1 \leq p, r \leq +\infty$ and $s > 1 + \frac{1}{p}$ (or $s \geq 1 + \frac{1}{p}$ if $r = 1, 1 \leq p < +\infty$), we have
\[
T_{u_0}^* < +\infty \Rightarrow \int_0^{T_{u_0}^*} \|\partial_x u(\tau)\|_{B_{p,r}^0} d\tau = +\infty.
\]
which immediately follows by then (DP) has a unique solution

\[ \|\partial_x u\|_{L^1} \leq C\|\partial_x u\|_{B_{p,1}^{s+1}}, \]

Hence,

\[ \|u\|_{L^1} + \|\partial_x u\|_{L^1} \leq C \left(1 + \|u\|_{B_{p,1}^{s+1}} \log(e + \|u\|_{B_{p,1}^{s+1}})\right). \]

Plugging this into (4.1), we get

\[ \|u(t)\|_{B_{p,r}^{s}} \leq \|u_0\|_{B_{p,r}^{s}} e^{Ct+C\int_0^t \|u\|_{B_{p,1}^{s}}} \log(e+\|u\|_{B_{p,1}^{s}})dt. \]

Therefore,

\[ \log(e + \|u(t)\|_{B_{p,r}^{s}}) \leq \left(\log(e + \|u_0\|_{B_{p,r}^{s}}) + Ct\right) e^{\int_0^t \|u\|_{B_{p,1}^{s}} dt}. \]

The Gronwall inequality yields

\[ \log(e + \|u(t)\|_{B_{p,r}^{s}}) \leq \left(\log(e + \|u_0\|_{B_{p,r}^{s}}) + Ct\right) e^{\int_0^t \|u\|_{B_{p,1}^{s}} dt}. \]

If \( \int_0^T \|\partial_x u(\tau)\|_{B_{p,1}^{s+1}} d\tau < \infty \), it follows from (4.2) that

\[ \int_0^T \|u\|_{B_{p,1}^{s+1}} d\tau \leq C \int_0^T \|u\|_{L^1} d\tau < \infty, \]

which immediately follows by \( u \in L^\infty([0, T]; B_{p,r}^{s+1}) \). Arguing as in the proof of Theorem 4.4 completes the proof of Theorem 4.4. \( \square \)

Similar to the Camassa-Holm equation [24], for the Degasperis-Procesi equation, we can get the lower semicontinuity of existence time with respect to sufficiently smooth initial data.

**Theorem 4.5.** Assume that \( 1 \leq p, r \leq +\infty, s > 1 + \frac{1}{p} \) (or \( s \geq 1 + \frac{1}{p} \) if \( r = 1 \), \( 1 \leq p < +\infty \)) and \( v_0 \in B_{p,r}^{s+1} \). Let \( u_0 \in B_{p,1}^{2+\frac{s}{p}} \) generate the solution \( u(t, x) \) to (DP) with the lifespan \( T_{u_0}^* \) and \( T < T_{u_0}^* \). Then there exists a constant \( C = C(p) \) such that if

\[ \|u_0 - v_0\|_{B_{p,1}^{s+1}} \leq \frac{1}{C \int_0^T \exp\{C \int_0^\tau \|u(\tau')\|_{B_{p,1}^{2+\frac{1}{p}}} \} d\tau', \]  

then (DP) has a unique solution \( v \in E_{p,r}^s(T) \) with the initial data \( v_0 \).

**Proof.** Thanks to Theorem 4.4, \( v_0 \) generates a unique maximal solution \( v \) to the (DP) equation with the lifespan \( T_{v_0}^* > 0 \). Denoting \( w \overset{\text{def}}{=} v - u \) once again, we get that \( w \) solves the following transport equation:

\[
\begin{aligned}
\partial_t w + (u + w) \partial_x w &= -w \partial_x u + \frac{3}{2} P(D)(w^2 + 2wu), \\
\left. w \right|_{t=0} &= u_0 - v_0 = w_0 - v_0.
\end{aligned}
\]
Denote \( T^* \overset{\text{def}}{=} \min\{T_{u_0}, T_{v_0}\} \). Hence, an application of Lemma 2.6 implies that for every \( 0 \leq t < T^* \),
\[
\|w\|_{b_{1,1}^p} \leq \|w_0\|_{b_{1,1}^p} + \int_0^t \|\partial_x u\|_{b_{1,1}^p} \, dt + \int_0^t \frac{3}{2} \|P(D)(w^2 + 2wu)\|_{b_{1,1}^p} \, dt
\]
\[
+ C \int_0^t \left( \|\partial_x u\|_{b_{1,1}^p} + \|\partial_x w\|_{b_{1,1}^p} \right) \|w\|_{b_{1,1}^p} \, dt.
\]

Thanks to Lemma 2.8 and the fact that \( L^\infty \hookrightarrow B_{p,1}^{\frac{1}{2}} \), we have
\[
\|w\|_{b_{1,1}^p} \leq \|w_0\|_{b_{1,1}^p} + C \int_0^t (\|\partial_x u\|_{b_{1,1}^p} + \|w\|_{b_{1,1}^p}) \|w\|_{b_{1,1}^p} \, dt.
\]

According to Gronwall’s inequality, we have
\[
\|w\|_{b_{1,1}^p} \leq \|w_0\|_{b_{1,1}^p} \exp(C \int_0^t (\|u\|_{b_{1,1}^p} + \|w\|_{b_{1,1}^p}) \, dt).
\]

Let
\[
T^{**} \overset{\text{def}}{=} \min \left\{ t : 0 \leq t \leq T^*_{u_0}, C\|w_0\|_{b_{1,1}^p} \int_0^t \exp(C \int_0^\tau \|u(\tau')\|_{b_{2,1}^p} \, d\tau') \, dt \geq 1 \right\}.
\]

Applying inequality (4.5) yields that for \( t < \min\{T^*, T^{**}\} \),
\[
\|w(t)\|_{b_{1,1}^p} \leq \|w_0\|_{b_{1,1}^p} \exp(C \int_0^t \|u(\tau)\|_{b_{2,1}^p} \, d\tau) \frac{\exp(C \int_0^t \|u(\tau')\|_{b_{2,1}^p} \, d\tau') \, dt}{1 - C\|w_0\|_{b_{1,1}^p} \int_0^t \exp(C \int_0^\tau \|u(\tau')\|_{b_{2,1}^p} \, d\tau') \, dt}.
\]

Assumption (4.4) yields that \( T < T^{**} \). Now let us show that \( T_{v_0} > T \), arguing by contradiction. In effect, if \( T_{v_0} \leq T \), then according to (4.6), we have for every \( t < T_{v_0} \),
\[
\|w(t)\|_{b_{1,1}^p} \leq \|w_0\|_{b_{1,1}^p} \exp(C \int_0^t \|u(\tau)\|_{b_{2,1}^p} \, d\tau) \frac{\exp(C \int_0^t \|u(\tau')\|_{b_{2,1}^p} \, d\tau') \, dt}{1 - C\|w_0\|_{b_{1,1}^p} \int_0^t \exp(C \int_0^\tau \|u(\tau')\|_{b_{2,1}^p} \, d\tau') \, dt} < +\infty,
\]
which implies that \( \|w\|_{b_{1,1}^p} \) is uniformly bounded on \([0, T^*_{v_0}]\). Since \( b_{1,1}^{\frac{1}{2}} \hookrightarrow \text{Lip} \), Theorem 1.2 shows that \( v \) may be extended beyond the lifespan time \( T_{v_0} \). The contradiction concludes the proof of Theorem 1.5.

5. Nonexistence of smooth solitary waves. It is shown in [25] that all these equations in the peakon \( b \)-family have not only the peakon solutions (1.4) but also multi-peakon solutions
\[
u(x, t) = \sum_{k=1}^N \rho_k(t) e^{-|x-q_k|},
\]
where the canonical positions $q_j$ and momenta $p_j$ (with $j = 1, \ldots, N$) satisfy the following system of ordinary differential equations with discontinuous right-hand side:

$$\begin{align*}
 p'_j &= (b - 1) \sum_{k=1}^{N} p_j p_k \text{sgn}(q_j - q_k)e^{-|q_j - q_k|}, \\
 q'_j &= \sum_{k=1}^{N} p_k e^{-|q_j - q_k|}.
\end{align*}$$

(5.1)

Let $N = 2$, $P = p_1 + p_2$, $Q = q_1 + q_2$, $P = p_1 - p_2$ and $q = q_1 - q_2$. Then (5.1) becomes

$$\begin{align*}
 P' &= 0, \\
 Q' &= P(1 + e^{-|q|}), \\
 p' &= \frac{b-1}{2}(P^2 - Q^2) \text{sgn}(q)e^{-|q|}, \\
 q' &= p(1 - e^{-|q|}).
\end{align*}$$

In this case, we have two conserved quantities,

$$P = c_1 + c_2, \quad H := P^2 + \frac{b^2 - P^2}{2}(1 - e^{-|q|})^{b-1} = c_1^2 + c_2^2.$$ 

It is also observed that the peakon solution of the $b$-family of equations is not a smooth solution. Actually, one can establish the following result for any travelling wave solutions of the $b$-family of equations.

**Theorem 5.1.** There is no nontrivial travelling wave solution $u \in C((0, \infty); H^3) \cap C^1((0, \infty); H^2)$ for (1.2).

**Proof.** Arguing by contradiction, assume that $w \in H^3$ and $u(t, x) = u(x - ct)$, $c \neq 0$ is a strong solution of (1.2). Then we have

$$cw' - cw'' - (b + 1)ww' + bw'' + wu'' = 0 \quad \text{in } L^2.$$ 

We find that

$$\left( cw - cw'' - \frac{b + 1}{2} w^2 + \frac{b - 1}{2}(w')^2 + wu'' \right)' = 0 \quad \text{in } L^2$$

and therefore

$$cw - cw'' - \frac{b + 1}{2} w^2 + \frac{b - 1}{2}(w')^2 + wu'' = 0 \quad \text{in } H^1$$

or, what is same,

$$(c - w)(w - w'') - \frac{b - 1}{2}(w^2 - (w')^2) = 0 \quad \text{in } H^1$$

since $w \in H^3 \subset C^2_0(\mathbb{R})$. Multiplying this identity with $2w'$ yields that

$$(c - w)(w^2 - (w')^2)' - (b - 1)w' \left( w^2 - (w')^2 \right) = 0.$$ 

(5.2)

Since $w \in H^3 \subset C^2_0(\mathbb{R})$, we have $w \not\equiv c$, a.e. and $w^2 \not\equiv (w')^2$, a.e.

Let $w_0 = w(\xi) = \max_{x \in \mathbb{R}} w(x) > 0$. Then taking integration for (5.2) in $[\xi, x]$ yields

$$\int_{\xi}^{x} \frac{d(w^2 - (w')^2)}{w^2 - (w')^2} = \int_{\xi}^{x} \frac{(b - 1)dw}{c - w}, \quad x \in \mathbb{R}.$$ 

This implies that

$$|w - c|^{b-1} |w^2 - (w')^2| = w_0^2 |w_0 - c|^{b-1}, \quad x \in \mathbb{R}.$$ 

(5.3)

If we take into account $w$, $w' \to 0$ as $x \to \infty$, it is then inferred from (5.3) that

$$w_0^2 |w_0 - c|^{b-1} = 0.$$ 


which also implies from (5.3) that
\[ |w - c|^{b-1} \left| w^2 - (w')^2 \right| = 0, \quad x \in \mathbb{R}. \]
This leads to a contradiction since \( w \in H^3 \). □
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