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Abstract. We consider a strictly hyperbolic system of three conservation laws, in one
space dimension. The system is a simple model for a fluid flow undergoing liquid-vapor
phase transitions. We prove, by a front-tracking algorithm, that weak solutions exist for
all times under a condition on the (large) variation of the initial data. An original issue
is the control of interactions by means of decompositions of shock waves into paths.

1. Introduction. We consider a strictly hyperbolic system of conservation laws aris-
ing in modeling phase transitions for fluids, in one spatial dimension. In Lagrangian
coordinates it is written as

\[
\begin{align*}
  v_t - u_x &= 0, \\
  u_t + p(v, \lambda)_x &= 0, \\
  \lambda_t &= 0.
\end{align*}
\]

(1.1)

Here \(v\) is the specific volume, \(u\) the velocity and \(\lambda\) the mass density fraction of the vapor
in the fluid; the model is closed by the equation of state \(p = a^2(\lambda)/v\) for the pressure,
where \(a\) is a positive increasing function. In this paper we are concerned with the global
existence of weak solutions to the initial-value problem for (1.1), in the case of initial
data with large total variation.

System (1.1) is derived by a more general model proposed and studied in [10], which
includes reaction terms, viscosity, diffusion of the species and relaxation. The simple
model (1.1) has many interesting properties that make it similar to the Nishida isothermal
system [18] and to both the systems of isentropic [19] and nonisentropic gas dynamics
[15], [16]. Analogous systems have been considered in [20] and [14], for a two-mode
reacting gas; see also [12] for a model with a \(\gamma\)-law for the pressure, with varying
\(\gamma > 1\). A related \(2 \times 2\) system was studied in [8]. The existence of weak solutions to
system (1.1) has been considered in the framework of compensated compactness theory,
The global existence of weak solutions to system (1.1) for initial data with large total variation was first proved in [2] with a front-tracking scheme inspired by [4]. Preliminary results on the Riemann problem and interactions of waves have been given in [1]; there, the conservative quantities were used throughout. We refer to [3] for related results on a system with reactive source term.

In this paper we are concerned with the same issues of [2], but a rather different viewpoint allows us to learn more about the interaction of the large amplitude waves. In the interaction of small amplitude waves, the amplitude of the generated wave propagating in the $i$-characteristic direction is the linear superposition of the $i$-incoming waves plus a quadratic part. On the other hand, the linear part of the cancelation caused by the interaction of a shock wave and a rarefaction wave of large amplitudes is not well approximated by the superposition (see [19]).

We exploit a new front-tracking algorithm introduced in [5] and inspired by [22]. The main idea of this algorithm consists in decomposing the shock waves appearing in the approximate solution into primary and secondary paths, which take into account the linear and quadratic part of the interactions, respectively. This path-decomposition method enables us to give a geometric representation of the constraints to the initial data and also leads to study the asymptotic stability of the solution with large initial data (see [5]). Thus, this paper and [2] offer two complementary points of view on the same problem. Both are motivated by the lack of results on the global existence of weak solutions to systems of conservation laws for large data, apart from the cases of $2 \times 2$ systems or systems in the Temple class; system (1.1) belongs to neither of these classes.

The main result concerns the Cauchy problem for the system (1.1) with initial data $(\bar{v}, \bar{u}, \bar{\lambda})$ and is stated by using the notions of weighted total variation $\text{WTV}(a(\bar{\lambda}))$ of $a(\bar{\lambda})$ and total variation $\text{TV}(\bar{v}, \bar{u})$ of $(\bar{v}, \bar{u})$ (see Section 2 for definitions). Under the constraint (2.6) for $\text{WTV}(a(\bar{\lambda}))$, we prove that a global-in-time (weak) solution exists provided the product $\text{WTV}(a(\bar{\lambda})) \cdot \text{TV}(\bar{v}, \bar{u})$ is sufficiently small. If $\text{WTV}(a(\bar{\lambda})) = 0$, then $a(\bar{\lambda})$ is constant and we have no constraints; this is the famous Nishida existence theorem, [18].

The plan of the paper is the following. The next Section 2 contains the main result. Section 3 introduces the wave curves; here, differently from [2], we exploit the Riemann coordinates as in [19]. Some technical result about the total variation referred to these coordinates is provided in the Appendix. Section 4 is concerned with the Riemann problem and the next Section 5 with interactions of waves. The treatment of the matter in both sections differs from that in [2]; our new proofs are mostly given by geometric considerations, following again [19]. The wave-front algorithm is defined in Section 6 apart from the introduction of many linear functionals and interaction potentials, it is analogous to that contained in [7]. Sections 7 and 8 aim at proving that the functional $F$ introduced in Section 6 is decreasing for a suitable choice of the parameters occurring in its definition. Such parameters are chosen explicitly in (8.16), which will be helpful in understanding the argument in [15], [16].

The core of this paper is the lengthy Section 9. There, we explain in detail the method of decomposition by paths and provide the most important properties of paths; notice
that the generation order defined there differs from that of [7], [2]. The decomposition by path is used in the following Section 10 to deduce further estimates along paths. In the last technical Section 11 we prove at last the convergence of the approximate solutions.

2. The main result. We consider the system of conservation laws (1.1) for $t > 0$ and $x \in \mathbb{R}$. The mass density fraction $\lambda$ of vapor in the fluid is valued in $[0, 1]$, with $\lambda = 0$ characterizing the liquid and $\lambda = 1$ the vapor phase; intermediate values of $\lambda$ model mixtures of the two pure phases. We define

$$p(v, \lambda) = \frac{a^2(\lambda)}{v},$$

for a $C^1$ function $a$ defined on $[0, 1]$ and satisfying for every $\lambda \in [0, 1]$,

$$a(\lambda) > 0, \quad a'(\lambda) > 0.$$

In the case of a two-mode reaction, an explicit example of the function $a$ is given in [14]. By (2.1), (2.2) the system (1.1) is strictly hyperbolic for $(v, u, \lambda) \in \Omega = (0, +\infty) \times \mathbb{R} \times [0, 1]$ with characteristic speeds $e_1 = -a(\lambda)/v$, $e_2 = 0$, $e_3 = a(\lambda)/v$; the characteristic speeds $e_1$, $e_3$ are genuinely nonlinear while $e_2$ is linearly degenerate. We refer to [7], [9], [21] for definitions and general information on conservation laws. Because of (2.2) we can take as variables either $(v, u, \lambda)$ or $(p, u, \lambda)$.

We denote by $\text{TV}(f)$ the total variation of a scalar function $f : \mathbb{R} \to \mathbb{R}$. If $f$ is strictly positive we also use the weighted total variation of $f$, which is motivated by the definition of the strength for the waves of the second family, [2]:

$$\text{WTV}(f) = 2 \sup \sum_{j=1}^{n} \frac{|f(x_j) - f(x_{j-1})|}{|f(x_j)| + |f(x_{j-1})|}.$$ 

Here the supremum is taken over all $n \geq 1$ and $(n+1)$-tuples of points $x_j$, $x_o < x_1 < \ldots < x_n$. The relationships between $\text{WTV}(f)$, $\text{TV}(f)$ and $\text{TV}(|\log(f)|)$ are the following, [2]:

$$\inf f \leq \text{TV}(|\log(f)|) \leq \frac{1}{\sup f} \text{TV}(f) \leq \text{WTV}(f) \leq \text{TV}(f) \leq \text{TV}(|\log(f)|) \leq \frac{1}{\inf f} \text{TV}(f).$$

If in addition $f$ is continuous, then $\text{WTV}(f) = \text{TV}(|\log(f)|)$. For waves of the first and third family we use the Riemann coordinates $r, s$ associated to the liquid phase; in particular, in the plane $vu$ we use the induced distance (3.3). As a consequence, we denote by $\text{TV}(v, u)$ the total variation of $(v, u)$ computed by using such a distance.

Now, we can state our main result. We denote the initial data for system (1.1) by

$$(\bar{v}(x), \bar{u}(x), \bar{\lambda}(x))$$

and assume that

$$\bar{v}(x) \geq \nu_0 > 0 \quad \text{and} \quad 0 \leq \bar{\lambda}(x) \leq 1,$$

for some constant $\nu_0$ and every $x \in \mathbb{R}$. Moreover, define $\bar{a}(x) = a(\lambda(x))$ and

$$\bar{a}_s = \inf_{x \in \mathbb{R}} \bar{a}(x), \quad \bar{a}^* = \sup_{x \in \mathbb{R}} \bar{a}(x), \quad [\bar{a}]_s = \frac{\bar{a}^* - \bar{a}_s}{\bar{a}^* + \bar{a}_s}, \quad \langle \bar{a} \rangle = \frac{1}{2} \frac{\text{WTV}(\bar{a})}{1 - [\bar{a}]_s}.$$ 

The main result in this paper is the following theorem.
Theorem 2.1. Consider the system (1.1) under the assumptions (2.1)-(2.2) and initial data (2.3) satisfying (2.4). There exists a positive constant \( c \in (0, 1) \) such that if
\[
\langle \bar{a} \rangle e^{\langle \bar{a} \rangle} \cdot \frac{2 - c}{(1 - c)^2} < \frac{1}{2}
\]
holds and
\[\text{WTV}(\bar{a}) \cdot \text{TV}(\bar{v}, \bar{u})\]
is sufficiently small, then the initial-value problem (1.1), (2.3) has a weak entropy solution \((v, u, \lambda)\) which is defined for all \( t > 0 \). Moreover, \( v \) is bounded away from zero and the variation of \((v(t, \cdot), u(t, \cdot))\) is uniformly bounded for every \( t > 0 \).

Now, we make several comments on the previous statement. The constant \( c \) comes from (5.23) and depends on the slopes of the shock curves; clearly, such slopes also depend on \( \lambda \). More precisely, once the strengths of all interacting shock waves in the approximated solution are proved to be less than a constant \( M \), then we find \( c \) as a function of \( M, \bar{a}_* \) and \( \bar{a}^* \) so that (5.23) holds for all such waves. In Section 11 we shall see that \( M \) can be chosen as
\[
M = 2|\langle \bar{v}, \bar{u} \rangle - (\bar{v}_\infty, \bar{u}_\infty)| + \frac{24}{1 - [\bar{a}]_*} \text{TV}(\bar{v}, \bar{u}) ,
\]
which only depends on the initial data. An estimate from above for \( c \) is then provided in (5.24). It is worth noticing that the existence of \( c \) is granted even if arbitrary large initial data \((\bar{v}, \bar{u})\) are given (cf. [2], [13]).

The condition (2.6) regards the size of 2-waves. If \( \bar{\lambda} \) is constant, then \( c \) solely depends on \( M \) and (2.6) is trivially satisfied; in this way we recover the famous result by Nishida and Smoller [19].

At last, a precise threshold for the smallness of the quantity \( \text{WTV}(\bar{a}) \cdot \text{TV}(\bar{v}, \bar{u}) \) is provided in Remark 11.9.

3. Wave curves. In this section we fix two constants \( 0 < a_* < a^* \) and consider constant states \( \lambda \) such that
\[
a_* \leq a(\lambda) \leq a^* .
\]
In particular one may choose \( a_* = a(0) \) and \( a^* = a(1) \); we denote \( [a]_* = \frac{a^* - a_*}{a^* + a_*} \). The Riemann coordinates \( r \) and \( s \) for the first two equations in (1.1) with respect to \( a_* \) are
\[
r = u - a_* \log p , \quad s = u + a_* \log p .
\]
In the plane \( vu \) we introduce the distance
\[
| (v', u') - (v, u) | = \max \{ |r(v', u') - r(v, u)|, |s(v', u') - s(v, u)| \} .
\]
The total variation of a function \((v, u) : \mathbb{R} \rightarrow \mathbb{R}^2\) is then defined by using the distance (3.3).

For families 1 and 3 the shock-rarefaction curves for (1.1) can be parameterized by \( v, \lambda \); here we use coordinates \((p, u, \lambda)\). Denote \( a_o = a(\lambda_o) \); the wave curves through
are defined in \((p, u, \lambda) \in \Omega\) are

\[
\begin{align*}
1: & \quad u - u_o = \begin{cases} 
  a_o \left( \sqrt{\frac{p_o}{p}} - \sqrt{\frac{p}{p_o}} \right) & p > p_o \quad \text{shock} \\
  a_o \log \frac{p_o}{p} & p < p_o \quad \text{rarefaction}
\end{cases} \\
2: & \quad p = p_o & \quad \text{and } \lambda = \lambda_o, \\
3: & \quad u - u_o = \begin{cases} 
  a_o \log \frac{p_o}{p} & p > p_o \quad \text{rarefaction} \\
  a_o \left( \sqrt{\frac{p}{p_o}} - \sqrt{\frac{p_o}{p}} \right) & p < p_o \quad \text{shock}
\end{cases} \\
3: & \quad u - u_o = \begin{cases} 
  a_o \log \frac{p_o}{p} & p > p_o \quad \text{rarefaction} \\
  a_o \left( \sqrt{\frac{p}{p_o}} - \sqrt{\frac{p_o}{p}} \right) & p < p_o \quad \text{shock}
\end{cases} \\
\end{align*}
\]

and \(\lambda = \lambda_o\).

In the phase space \((p, u, \lambda)\) the 2-wave curves are then orthogonal to 1- and 3-wave curves.

**Lemma 3.1.** Consider a constant state \(U_o = (p_o, u_o, \lambda_o) \in \Omega\). There exists a function \(f_o\) defined in \((-\infty, 0]\) and depending on \(\lambda_o\) such that the wave curves for \((1.1)\) through \(U_o\) are

\[
\begin{align*}
1: & \quad s - s_o = \begin{cases} 
  f_o(r - r_o) & r < r_o \quad \text{shock} \\
  \frac{a_o - a_s}{a_o + a_s} (r - r_o) & r > r_o \quad \text{rarefaction}
\end{cases} \\
2: & \quad r = r_o & \quad \text{and } s = s_o, \\
3: & \quad r - r_o = \begin{cases} 
  \frac{a_o - a_s}{a_o + a_s} (s - s_o) & s > s_o \quad \text{rarefaction} \\
  f_o(s - s_o) & s < s_o \quad \text{shock}
\end{cases}
\end{align*}
\]

The function \(f_o\) is smooth and satisfies \(f_o'(0) = \frac{a_o - a_s}{a_o + a_s}, f_o'(x) \sim 1\) for \(x \to -\infty\) and

\[
\frac{a_o - a_s}{a_o + a_s} \leq f_o'(x) < 1.
\]

Moreover \(f_o''(0) = 0, f_o\) is concave and

\[
|f_o''(x)| \leq \frac{a_s}{(a_o + a_s)^2}.
\]

**Proof.** The parametrization for the rarefaction curves follows directly from (3.4). In the case of 1-rarefactions the conditions \(p_o/p > 1\) and then \(u - u_o > 0\) imply \(r - r_o > 0\). The case of 3-rarefactions is analogous.

Consider then the case of 1-shock curves. We define \(y = \frac{1}{2} \log \frac{p_o}{p}\) so that from (3.4) we have \(y < 0\) on the shock curve and

\[
\begin{align*}
  r - r_o &= 2a_s y + 2a_o \sinh y \equiv g(y), \\
  s - s_o &= -2a_s y + 2a_o \sinh y.
\end{align*}
\]

We have \(g'(y) \geq 2(a_o + a_s) > 0\) for any \(y\); then the function \(g\) is invertible and (3.7) reads \(y = g^{-1}(r - r_o)\). Inserting this expression in (3.8) gives

\[
s - s_o = -2a_s g^{-1}(r - r_o) + 2a_o \sinh \left( g^{-1}(r - r_o) \right) = f_o(r - r_o).
\]

Arguing as for 1-rarefactions we see that this must hold for \(r < r_o\). The case of 3-shock curves is analogous: one defines \(z = \frac{1}{2} \log \frac{p}{p_o}\) and finds \(r - r_o = -2a_s z + 2a_o \sinh z, s - s_o = 2a_s z + 2a_o \sinh z\).
Concerning the properties of the function \( f_o(x) = 2a_o \sinh(g^{-1}(x)) - 2a_s g^{-1}(x) \), we remark that from the inverse function theorem we have, for \( y = g^{-1}(x) \),

\[
f'_o(x) = \frac{a_o \cosh(y) - a_s}{a_o \cosh(y) + a_s},
\]
whence the asymptotic behavior of \( f'_o \). Moreover

\[
f''_o(x) = \frac{a_o a_s \sinh y}{(a_o \cosh y + a_s)^2},
\]
whence the concavity of \( f_o \). At last (3.6) follows from

\[
|f''_o(x)| \leq \frac{a_s |\tanh y|}{(a_o \cosh y + a_s)^2} \leq \frac{a_s}{(a_o + a_s)^2}.
\]

**Remark 3.2.** If we extend the function \( f_o \) by \( f_o(x) = \frac{a_o - a_s x}{a_o + a_s} \) for \( x \geq 0 \), then \( f_o : \mathbb{R} \to \mathbb{R} \) is a \( C^2 \) function and the shock-rarefaction curves in the plane \((r, s)\) are written as

\[
\begin{align*}
1: & \quad s - s_o = f_o(r - r_o), & r < r_o & \text{ shock} \\
3: & \quad r - r_o = f_o(s - s_o), & s < s_o & \text{ shock}\end{align*}
\]

Rarefaction curves of the families 1 and 3 are orthogonal in the plane \((r, s)\) if \( a_o = a_s \); the same happens for the \( p \)-system in the isothermal case, \( [18] \). In general, since \( 0 \leq \frac{a_o - a_s}{a_o + a_s} \leq \frac{a_s - a_o}{a_o + a_s} < 1 \), the 1-rarefaction (3-rarefaction) curves form with the \( r \) (respectively \( s \)) axis an angle \( \theta_o \in [0, \theta^*] \) with \( \theta^* < \pi / 4 \), where

\[
\tan(\theta_o) = \frac{a_o - a_s}{a_o + a_s} = k_o, \quad \tan(\theta^*) = \frac{a^* - a_s}{a^* + a_s} = [a]_s;
\]

see Figure 1. Observe that \( \theta_o \) increases with \( \lambda_o \). Moreover, the sector \( C_o \) centered in \((r_o, s_o)\) and bounded by the 1- and 3-rarefaction curves with \( \lambda = 1 \) contains no rarefaction curves. Also observe that while every rarefaction curve is obtained by a rarefaction curve of the isothermal \( p \)-system by a rotation (of \( \pm \theta_o \)), that is not the case for shock curves.

We now define the wave strengths; for 1- and 3-waves we use Riemann invariants.
DEFINITION 3.3. The strength of an $i$-wave joining $U_o = (p_o, u_o, \lambda_o)$ on the left to $U = (p, u, \lambda)$ on the right is defined for $i = 1, 2, 3$ by

$$
\varepsilon_1 = r - r_o, \quad \varepsilon_2 = 2 \frac{a - a_o}{a + a_o}, \quad \varepsilon_3 = s - s_o. \quad (3.10)
$$

Observe that $|\varepsilon_2| \leq 2[a]_s < 2$; rarefactions have positive strengths while shocks have negative strengths. In [1] for 1- and 3-waves the following strengths were used:

$$
\varepsilon_1 = \frac{1}{2} \log \left( \frac{v}{v_0} \right), \quad \varepsilon_3 = \frac{1}{2} \log \left( \frac{v_o}{v} \right). \quad (3.11)
$$

We have $\tilde{\varepsilon}_1 = \frac{1}{2} \log (\frac{v}{p_o})$, $\tilde{\varepsilon}_3 = \frac{1}{2} \log (\frac{p_o}{v_o})$ so that (3.11) reads $\tilde{\varepsilon}_1 = q - q_o$, $\tilde{\varepsilon}_3 = q_o - q$ for $q = \frac{1}{2} \log v$. If we define $h(\tilde{\varepsilon}) = \tilde{\varepsilon}$ if $\tilde{\varepsilon} \geq 0$ and $h(\tilde{\varepsilon}) = \sinh \tilde{\varepsilon}$ if $\tilde{\varepsilon} < 0$, then the $i$-wave curve through $U_o$ is

$$
u - u_o = 2a_o h(\tilde{\varepsilon}_i), \quad i = 1, 3. \quad (3.12)
$$

By (3.9) and the definition of strengths, the 1- and 3-wave curves (3.10) are written simply as

$$
1: \quad s - s_o = \begin{cases} f_o(\varepsilon_1) \quad \varepsilon_1 < 0 \\ k_o \varepsilon_1 \quad \varepsilon_1 > 0 \end{cases}, \quad 3: \quad r - r_o = \begin{cases} k_o \varepsilon_3 \quad \varepsilon_3 > 0 \\ f_o(\varepsilon_3) \quad \varepsilon_3 < 0 \end{cases}.
$$

LEMMA 3.4. For $i = 1, 3$ we have $\varepsilon_i = u - u_o + 2a_s \tilde{\varepsilon}_i$. More precisely

$$
\varepsilon_i = \begin{cases} 2(a_o + a_s)\tilde{\varepsilon}_i, \quad &\text{if } \varepsilon_i \geq 0, \\ 2(a_o \sinh(\tilde{\varepsilon}_i) + a_s \tilde{\varepsilon}_i), &\text{if } \varepsilon_i \leq 0. \end{cases} \quad (3.13)
$$

In the case of shocks the following estimate holds:

$$
|\tilde{\varepsilon}_i| \leq \frac{1}{2(a_o + a_s)} |\varepsilon_i|. \quad (3.14)
$$

**Proof.** Formula $\varepsilon_i = u - u_o + 2a_s \tilde{\varepsilon}_i$ follows directly from (3.10) and (3.11). Formula (3.13) comes from (3.12). The function $y \mapsto f(y) = 2(a_o \sinh(y) + a_s y)$ for $y \geq 0$ is increasing and $f(y) \geq 2(a_o + a_s) y$; therefore its inverse function $x \mapsto f^{-1}(x)$ satisfies $f^{-1}(x) \leq \frac{1}{2(a_o + a_s)} x$ for $x \geq 0$. Then (3.14) follows from (3.13). \(\square\)

4. The Riemann problem. The Riemann problem in conservative variables was studied in [1]; here we consider it in Riemann coordinates. We still assume (3.1). Denote the piecewise constant initial data

$$
(p, u, \lambda)(0, x) = \begin{cases} (p_L, u_L, \lambda_L) = U_L \quad &\text{if } x < 0, \\ (p_R, u_R, \lambda_R) = U_R \quad &\text{if } x > 0, \end{cases} \quad (4.1)
$$

for states $U_L$ and $U_R$ in $\Omega$. As in (3.9) denote moreover

$$
k_L = \frac{a_L - a_s}{a_L + a_s} = \tan(\theta_L), \quad k_R = \frac{a_R - a_s}{a_R + a_s} = \tan(\theta_R). \quad (4.2)
$$

Notice that

$$
\frac{k_R - k_L}{1 - k_R k_L} = \frac{a_R - a_L}{a_R + a_L} = \frac{\sin(\theta_R - \theta_L)}{\cos(\theta_R + \theta_L)}. \quad (4.3)
$$
Proposition 4.1. For any $U_L, U_R$ in $\Omega$ the Riemann problem (1.1), (4.1) has a unique $\Omega$-valued solution consisting of Lax waves. If $\varepsilon_i$, $i = 1, 2, 3$, are the strengths of the waves, then

$$\left| \varepsilon_1 \right| + \left| \varepsilon_3 \right| \leq \frac{2}{1 - \max \{k_L, k_R\}} (|r_R - r_L| + |s_R - s_L|). \quad (4.4)$$

Proof. The existence of a unique solution is proved easily as in [18], [19]. We now prove (4.4); see Figure 2. Denote by $U_{M-}, U_{M+}$ the states in the solution of the Riemann problem between $U_L$ and the contact discontinuity (resp., between the contact discontinuity and $U_R$). Then $u_{M-} = u_{M+} = u_M$ and $p_{M-} = p_{M+} = p_M$.

If $\varepsilon_1 \cdot \varepsilon_3 > 0$, then the curve composed by the two wave curves has both $r$ and $s$ either increasing or decreasing; therefore

$$\left| \varepsilon_1 \right| + \left| \varepsilon_3 \right| = |r_M - r_L| + |s_R - s_M| \leq |r_R - r_L| + |s_R - s_L|. \quad (4.4)$$

Consider the case $\varepsilon_1 > 0$, $\varepsilon_3 < 0$; see Figure 3(a). Let $V$ be the point in the plane $(r, s)$ where the rarefaction curve through $LM$ and the line $r - r_L = s - s_R$ meet. Then $|\varepsilon_1| = r_M - r_L < r_V - r_L$ and $|\varepsilon_3| = s_M - s_R < s_V - s_R$. We compute

$$r_V - r_L = \frac{1}{1 - k_L} (r_R - r_L - (s_R - s_L)),$$

$$s_V - s_R = \frac{1}{1 - k_L} (k_L(r_R - r_L) - (s_R - s_L))$$

and so

$$\left| \varepsilon_1 \right| + \left| \varepsilon_3 \right| \leq \frac{1}{1 - k_L} ((1 + k_L) |r_R - r_L| + 2 |s_R - s_L|)$$

$$\leq \frac{2}{1 - k_L} (|r_R - r_L| + |s_R - s_L|).$$

Fig. 2. The Riemann problem.

Fig. 3. Riemann problem. Cases (a): 1R-3S and (b): 1S-3R.
At last consider the case \( \varepsilon_1 < 0, \varepsilon_3 > 0 \); see Figure 3(b). Let \( V \) be the point in the plane \((r, s)\) where the rarefaction curve through \( MR \) meets the line \( r - r_L = s - s_L \). Then \( |\varepsilon_1| = |r_M - r_L| < r_L - r_V \) and \( |\varepsilon_3| = s_R - s_M < s_R - s_V \). By the previous case and changing \( R \) with \( L, r \) with \( s \), we find

\[
\begin{align*}
   r_V - r_L &= \frac{1}{1 - k_R} (r_R - r_L - k_R(s_R - s_L)), \\
   s_V - s_R &= \frac{1}{1 - k_R} (r_R - r_L - (s_R - s_L))
\end{align*}
\]

and so (4.4) follows by

\[
|\varepsilon_1| + |\varepsilon_3| \leq \frac{1}{1 - k_R} (2|r_R - r_L| + (1 + k_R)|s_R - s_L|)
\]

\[
\leq \frac{2}{1 - k_R} (|r_R - r_L| + |s_R - s_L|).
\]

Since \( k_L, k_R \leq [a] \), then (4.4) implies \( |\varepsilon_1| + |\varepsilon_3| \leq \frac{2}{1 - [a]} (|r_R - r_L| + |s_R - s_L|) \). An estimate involving the conserved variables is obtained from (1.1) by recalling (3.2):

\[
|\varepsilon_1| + |\varepsilon_3| \leq \frac{4}{1 - \max \{k_L, k_R\}} \left(|u_R - u_L| + a_* |\log p_R - \log p_L|\right).
\]

In general, assume \( p \geq \bar{p} > 0 \); if \( J \) is the Jacobian matrix of the transformation \((p, u) \to (r, s)\), then \( \det J = 2a_* / p \). It follows that if \( 0 < p < \bar{p} \) are fixed numbers, there exists a constant \( C_1 > 0 \) depending on \( p, \bar{p} \) and on the function \( a \) such that if \((p_L, u_L), (p_R, u_R) \in \Omega\), with \( p < p_L < \bar{p} \) and \( p < p_R < \bar{p} \), then \( |\varepsilon_1| + |\varepsilon_2| + |\varepsilon_3| \leq C_1 |U_L - U_R| \).

5. Interactions. In this section we consider the interactions of pairs of waves under assumption (3.1). First, we study the case when a 2-wave is involved, and then the interactions of 1- and 3-waves.

5.1. Interactions with a 2-wave. The following result was proved in [1] using Lax waves for the conservative variables; in Riemann coordinates it can be obtained easily by geometric arguments. We leave the proof to the reader.

**Lemma 5.1.** Denote by \( \lambda_L, \lambda_R \) the side states of a 2-wave. The interactions of 1- or 3-waves with a 2-wave give rise to the following four patterns of solutions:

(i) \( C_2 R_1, a_L < a_R \) and \( R_3 C_2, a_L > a_R \rightarrow R_1 C_2 R_3 \);

(ii) \( C_2 R_1, a_L > a_R \rightarrow R_1 C_2 S_3 \) and \( R_3 C_2, a_L < a_R \rightarrow S_1 C_2 R_3 \);

(iii) \( C_2 S_1, a_L < a_R \) and \( S_3 C_2, a_L > a_R \rightarrow S_1 C_2 S_3 \);

(iv) \( C_2 S_1, a_L > a_R \rightarrow S_1 C_2 R_3 \) and \( S_3 C_2, a_L < a_R \rightarrow R_1 C_2 S_3 \).

In the next proposition we estimate the strengths of the waves arising in an interaction between a 2-wave \( \delta_2 \) and a wave \( \delta_i \). The contact discontinuity has a damping effect on the reflected wave \( \varepsilon_j \), namely \(|\varepsilon_j| \leq \frac{1}{2} |\delta_2 \delta_i|\), except in the case (ii), a rarefaction entering in a more gaseous phase, where the magnification effect \(|\varepsilon_j| \geq \frac{1}{2} |\delta_2 \delta_i|\) takes place.
PROPOSITION 5.2. Assume that a 1- or a 3-wave of strength $\delta_i$ interacts with a 2-wave of strength $\delta_2$. Then, the strengths $\varepsilon_i$ of the transmitted wave, $\varepsilon_j$ of the reflected wave and $\varepsilon_2$ of the outgoing contact discontinuity satisfy

$$\varepsilon_2 = \delta_2,$$  \hspace{1cm} (5.1)

$$|\varepsilon_i - \delta_i| \leq |\varepsilon_j|.$$  \hspace{1cm} (5.2)

The quadratic interaction estimates are of two types:

**CD1.** In all cases but (ii), i.e., $C_2 R_1$, $a_L > a_R$ and $R_3 C_2$, $a_L < a_R$, we have

$$|\varepsilon_j| \leq \frac{1}{2} |\delta_2 \delta_i|,$$  \hspace{1cm} (5.3)

$$|\varepsilon_1| + |\varepsilon_3| \leq |\delta_i| + |\delta_2 \delta_i|.$$  \hspace{1cm} (5.4)

**CD2.** In case (ii), i.e., $C_2 R_1$, $a_L > a_R$ and $R_3 C_2$, $a_L < a_R$, we have

$$|\varepsilon_j| \leq \frac{1}{2} \frac{1}{1 - |a|_*} |\delta_2 \delta_i|,$$  \hspace{1cm} (5.5)

$$|\varepsilon_j| \geq \frac{1}{2} |\delta_2 \delta_i|,$$  \hspace{1cm} (5.6)

$$|\varepsilon_1| + |\varepsilon_3| \leq |\delta_i| + \frac{1}{1 - |a|_*} |\delta_2 \delta_i|.$$  \hspace{1cm} (5.7)

**Proof.** We consider the case $i = 1$; the case $i = 3$ is analogous. First observe that (5.1) is a consequence of Definition 3.3; the estimate (5.2) shall follow by simple geometric consideration, while (5.3) shall be a consequence of a similar result in [1], namely

$$|\varepsilon_3| \leq \frac{1}{2} |\delta_2 \delta_1|.$$  \hspace{1cm} (5.8)

According to Lemma 5.1 we distinguish four cases. The notation is as in Figure 4, the interaction diagrams as in Figure 5. For brevity we write here $U$ for the *projection* of $U$ on the plane $(r, s)$; the length of a segment joining two points $A$ and $B$ in the $(r, s)$ plane is denoted simply by $AB$.

(i) $C_2 R_1$, $a_L < a_R$. We have $\delta_1 > 0$, $\varepsilon_1 > 0$, $\varepsilon_3 > 0$: all waves are rarefactions.

Moreover $\delta_1 = U_M C$, $\varepsilon_1 = U_M D$, $\varepsilon_3 = U_R B$; the angle $CU_L U_-$ is $\theta_L$, the angle $CU_M U_R$ is $\theta_R$, the angle $BU_+ U_R$ is $\pi/2 - \theta_R$. Since both $|\varepsilon_3| = CD \tan(\pi/2 - \theta_R)$

![Fig. 4. Interactions.](image-url)
and $|\varepsilon_3| = U_RC - BC$, using notation as in (4.2) we find
\begin{equation}
\varepsilon_3 = \tan\left(\frac{\pi}{2} - \theta_R\right) \cdot (\delta_1 - \varepsilon_1) = \frac{1}{k_R} (\delta_1 - \varepsilon_1),
\end{equation}
\begin{align*}
\varepsilon_3 &= \tan(\theta_R)\delta_1 - \tan(\theta_L)\varepsilon_1 = k_R\delta_1 - k_L\varepsilon_1.
\end{align*}
From (5.9) we find $\delta_1 - \varepsilon_1 = k_R\varepsilon_3$, which proves (5.2). Again from (5.9) we deduce $\varepsilon_1 = \delta_1 - k_R\varepsilon_3$; we plug that into the second formula above and find by (4.3),
\begin{align*}
\varepsilon_3 &= \frac{k_R - k_L}{1 - k_R k_L} \delta_1 = \frac{a_R - a_L}{a_R + a_L} \delta_1 = \frac{1}{2} \delta_1 \\
\varepsilon_1 + \varepsilon_3 &= \delta_1 + \frac{1 - k_R}{2} \delta_1 - \delta_1.
\end{align*}
which proves (5.3). Moreover $\varepsilon_1 = \delta_1 - \frac{k_R}{2} \delta_2\delta_1$ and so (5.4) follows from
\begin{equation}
\varepsilon_1 + \varepsilon_3 = \delta_1 + \frac{1 - k_R}{2} \delta_2\delta_1.
\end{equation}
(ii) $C_2R_1, a_L > a_R$. We have $\delta_1 > 0, \varepsilon_1 > 0, \varepsilon_3 < 0$. Moreover $\delta_1 = U_M D, \varepsilon_1 = U_M C, \varepsilon_3 = U_+ B$. The angle $CU_M U_+$ is $\theta_R$, the angle $CU_L U_-$ is $\theta_L$, and the angle $BU_R U_+$ is $\alpha \geq \pi/4$ because $f'_o(y)$ is asymptotic to $y$; see Lemma 3.1. Consider the triangle $BU_R U_+$. Since the angle $BU_R U_+$ is larger than $\pi/4$, then $|\varepsilon_1 - \delta_1| \leq |\varepsilon_3|$, whence (5.2).

The shock curve starts from the point $U_+$ forming an angle $\theta_R$ with the vertical line. Then $|\varepsilon_3| \leq CD \tan\left(\frac{\pi}{2} - \theta_R\right)$ since the shock curve is convex. Moreover $|\varepsilon_3| = U_+ C - BC$ as above and then
\begin{align*}
|\varepsilon_3| &\leq \tan\left(\frac{\pi}{2} - \theta_R\right) \cdot (\varepsilon_1 - \delta_1) = \frac{1}{k_R} (\varepsilon_1 - \delta_1), \\
|\varepsilon_3| &= \tan(\theta_L)\varepsilon_1 - \tan(\theta_R)\delta_1 = k_L\varepsilon_1 - k_R\delta_1.
\end{align*}
Then \( k_R|\varepsilon_3| \leq |\varepsilon_1 - \delta_1| = \varepsilon_1 - \delta_1 \),
\[
\varepsilon_1 = \frac{1}{k_L}(|\varepsilon_3| + k_R\delta_1)
\]  
(5.10)
and so by (4.3),
\[
|\varepsilon_3| \geq \frac{k_L - k_R}{1 - k_R k_L} \delta_1 = \frac{1}{2} \delta_2 \delta_1,
\]
which proves (5.6). We now put (5.10) into (5.2), which was just proved to get
\[
|\varepsilon_3| \leq \frac{k_L - k_R}{1 - k_L} \delta_1 = \frac{1}{2} \frac{a_L + a_R}{a_R + a_*} |\delta_2 \delta_1|.
\]  
(5.11)
Next, from (5.10) and (5.11) we obtain
\[
|\varepsilon_1| + |\varepsilon_3| = \frac{1 + k_L}{k_L} |\varepsilon_3| + \frac{k_R}{k_L} |\delta_1| \\
\leq \frac{1 + k_L}{k_L} \frac{1}{2} \frac{a_L + a_R}{a_R + a_*} |\delta_2 \delta_1| + |\delta_1| + \left( \frac{k_R}{k_L} - 1 \right) |\delta_1| \\
= |\delta_1| + \frac{1}{2} \frac{k_L a_L + a_R}{a_R + a_*} |\delta_2 \delta_1| \\
= |\delta_1| + \frac{a_L + a_R}{a_R + a_*} |\delta_2 \delta_1|.
\]  
(5.12)
From (5.11) and (5.12) we deduce that in case (ii) we have
\[
|\varepsilon_3| \leq \frac{1}{2} \min\{a_L, a_R\} + a_* |\delta_2 \delta_1|, \quad |\varepsilon_1| + |\varepsilon_3| \leq |\delta_1| + \frac{a_R + a_L}{\min\{a_L, a_R\} + a_*} |\delta_2 \delta_1|.
\]  
(5.13)
In order to have uniform estimates, observe that
\[
\frac{a_R + a_L}{a_R + a_*} = 1 + \frac{a_L - a_*}{a_R + a_*} \leq 1 + \frac{a_* - a_*}{2 a_*} = \frac{1}{1 - \frac{1}{[a_*]}}
\]  
(5.14)
and an analogous estimate holds changing \( a_R \) with \( a_L \). Then
\[
\frac{a_R + a_L}{\min\{a_L, a_R\} + a_*} \leq \frac{1}{1 - \frac{1}{[a_*]}}
\]
and from (5.13) we obtain (5.15), (5.7). Notice that \( 1 < \frac{1}{1 - \frac{1}{[a_*]}} < \frac{1 + \frac{1}{[a_*]}}{1 - \frac{1}{[a_*]}} = \frac{a_*}{[a_*]} \).

(iii) \( C_2 S_1, a_L < a_R \). We have \( \delta_1 < 0, \varepsilon_1 < 0, \varepsilon_3 < 0 \); all waves are shocks. Moreover \( |\delta_1| - |\varepsilon_1| = |\delta_1 - \varepsilon_1| = U_R D \geq \frac{|a|}{\tan\left(\frac{\pi}{4} - \theta_R\right)} = k_R |\varepsilon_3| \). However, as in the previous case, the angle \( U_+ U_R D \) is larger than \( \pi/4 \), whence (5.2). To prove (5.3), first obtain the easy estimate
\[
\sinh(cx) \leq c \sinh(x), \quad \text{for } 0 \leq c \leq 1 \text{ and } x \geq 0.
\]  
(5.15)
Then from (3.13), (5.8) and (5.15) with \( c = |\delta_2|/2 \) we obtain
\[
|\varepsilon_3| = 2 |a_R \sinh(|\varepsilon_3|) + a_* |\varepsilon_3| | \\
\leq 2 \left[ a_R \sinh(|\delta_2 \delta_1|/2) + a_* |\delta_2 \delta_1|/2 \right] \\
\leq \frac{1}{2} |\delta_2| \cdot 2 \left[ a_R \sinh(|\delta_1|) + a_* |\delta_1| \right] = \frac{1}{2} |\delta_2 \delta_1|.
\]
From the above estimates then (5.4) follows from \( |\varepsilon_1| + |\varepsilon_3| \leq |\delta_1| + \frac{1 - k_R}{2} |\delta_2 \delta_1| \).
families 1 and 3, arguing as in [19]. Let

\[ |\varepsilon_3| = 2(a_R + a_\ast)|\tilde{\varepsilon}_3| \leq \frac{1}{2} |\delta_2| \cdot 2(a_R + a_\ast)|\tilde{\delta}_1| \leq \frac{1}{2} |\delta_2||\delta_1|. \]

Then (5.4) follows from the above estimates: \( |\varepsilon_1| + |\varepsilon_3| \leq |\delta_1| + \frac{1+k_R}{2} |\delta_2| |\delta_1|. \)

Remark 5.3. In Proposition 5.2 we proved something more than (5.2). In fact in all cases

\[ |\varepsilon_i - \delta_i| = k_{\ast j}|\varepsilon_j| \quad \text{if } \varepsilon_j > 0, \]

\[ k_{\ast j}|\varepsilon_j| \leq |\varepsilon_i - \delta_i| \leq |\varepsilon_j| \quad \text{if } \varepsilon_j < 0, \]

where \( k_{\ast j} \) is \( k_R \) or \( k_L \) according to \( j = 3 \), resp. \( j = 1 \). Also the estimate \( |\varepsilon_j| < \frac{1}{2} \frac{1}{1-|a_j|} |\delta_2| |\delta_1| \) holds in all cases. □

5.2. Interactions of 1- and 3-waves. We now consider the interactions of waves of the families 1 and 3, arguing as in [19]. Let \( \lambda_o \) be the constant value of \( \lambda \) in the interaction, \( k_o \) as in (3.9) and

\[ l_o = \frac{1}{2(a_o + a_\ast)}. \]

Proposition 5.4. Assume that an \( i \)-wave \( W_i \) and a \( j \)-wave \( W_j \), \( i, j \in \{1, 3\} \) interact at time \( t > 0 \). Let \( \delta_i, \delta_j \) (or \( \delta_i, \delta'_i \) if they are of the same type) be their strengths, \( \varepsilon_k \) be the strengths of the outgoing waves, \( k = 1, 3, U_L, U_R \) the outer states in the interaction.

There exists a constant \( 0 \leq c_{LR} < 1 \), depending on \( U_L \) and \( U_R \) and uniformly on \( \lambda_o \), such that the following estimates hold.

1. \( W_3W_1 \rightarrow W_1W_3 \): then \( \varepsilon_i = \delta_i \) for \( i = 1, 3 \).
2. \( S_iR_i' \rightarrow S_iS_j \): then \( \zeta_i \geq |\delta_i| - |\varepsilon_i| > 0 \) and \( |\varepsilon_j| \leq c_{LR}|\delta_i| \).
3. \( S_iR_i' \rightarrow R_jS_i \): then \( |\varepsilon_j| \leq c_{LR}|\delta_i| \).
4. \( S_iS_i' \rightarrow S_iR_j \): then

\[ |\varepsilon_j| \leq \min\{c_{LR}|\delta_i|, c_{LR}|\delta'_i|, l_o|\delta_i| |\delta'_i|\}, \]

\[ |\varepsilon_i| \leq |\delta_i| + |\delta'_i| + k_o l_o |\delta_i| |\delta'_i|. \]

Proof. Every 3-wave can interact with a 1-wave; waves of the same family interact if and only if at least one of them is a shock. In this case, it is easily proved that if one of the interacting waves is a rarefaction, then the outcome is a shock or a rarefaction of the same family and a shock of the other family. On the other hand, when two shocks interact a shock of the same family is produced together with a rarefaction of the other family. Therefore the cases listed above cover all possibilities.

Below, \( U_M (U_Q) \) is the state between the two interacting (outgoing) waves; see Figure 6. Apart from the first case we consider the case \( i = 1, j = 3 \).

1. \( W_3W_1 \rightarrow W_1W_3 \). If the incoming waves are of different type, then they cross without changing their strengths, as a consequence of the congruence of the Lax curves.
2. \( S_iR_i' \rightarrow S_iS_j \). Let \( \delta_i \) (resp. \( \varepsilon_1, \varepsilon_3 \)) be the strength of the shock between \( U_L \) and \( U_M \) (resp. \( U_L \) and \( U_Q, U_Q \) and \( U_R \)); the strength of the rarefaction between \( U_M \) and \( U_R \) is \( \delta'_i \).
A simple computation as in the proof of Proposition 5.2 shows that \( k_o |\varepsilon_3| \leq |\delta_1| - |\delta_2| - |\varepsilon_1| \); however, this estimate is useless to bound \( |\varepsilon_3| \) because \( k_o \) may vanish. Denote \( c_{LR} < 1 \), the slope of the line passing through \( Q \) and \( M \); of course \( c_{LR} \leq f_o'(\delta_1) \). Then \( QE < QD = c_{LR}MD \), i.e., \( |\varepsilon_3| \leq c_{LR}(|\delta_1| - |\varepsilon_1|) \).

(3) \( S_iR'_i \rightarrow R_iS_j \). Let \( \delta_1 \) (resp. \( \varepsilon_3 \)) be the strength of the shock between \( U_L \) and \( U_M \) (resp. \( U_Q \) and \( U_R \)); the strength of the rarefaction between \( U_M \) and \( U_R \) (\( U_L \) and \( U_Q \)) is \( \delta_1' \) (\( \varepsilon_1 \)). First, observe that the line passing through \( L \) and \( Q \) is parallel to that through \( M \) and \( R \); since the slope of the curve through \( L \) and \( M \) (through \( Q \) and \( R \)) is less (resp., greater) than one, it follows that \( LH \leq MG \), i.e., \( |\varepsilon_1| \leq |\delta_1'| \). Next, denote by \( c_{LR} \) the slope of the line through \( L \) and \( M \); also in this case \( c_{LR} \leq f_o'(\delta_1) \). Then, since \( LH \leq MG \), we have \( QE = QH + HD - ED = k_o LH + c_{LR}FM - k_o MG \leq c_{LR}FM \), i.e., \( |\varepsilon_3| \leq c_{LR}|\delta_1| \).

(4) \( S_iS'_i \rightarrow S_iR_j \). Let \( \delta_1 \) (resp. \( \delta_1' \), \( \varepsilon_1 \)) be the strength of the shock between \( U_L \) and \( U_M \) (resp. \( U_M \) and \( U_R \), \( U_L \) and \( U_Q \)); the strength of the rarefaction between \( U_Q \) and \( U_R \) is \( \varepsilon_3 \); see Figure 6 (4). Moreover \( U_E \) is the state on the 1-shock curve from \( U_L \) corresponding to the strength \( \delta_1 + \delta_1' \). The point \( E \) lies then below the intersection point of the line \( RD \) with the line from \( Q \) with slope 1. From \( s_M - s_L = f_o(\delta_1) \), \( s_R - s_M = f_o(\delta_1') \) we find \( s_R - s_L = f_o(\delta_1) + f_o(\delta_1') \); moreover \( s_E - s_L = f_o(\delta_1 + \delta_1') \). By subtraction,

\[
 h = s_R - s_E = f_o(\delta_1) + f_o(\delta_1') - f_o(\delta_1 + \delta_1') \\
 = - \int_0^{\delta_1'} \{ f_o'(\delta_1 + \tau) - f_o'(\tau) \} \, d\tau \leq \frac{a_*}{(a_o + a_*)^2} |\delta_1| |\delta_1'| \tag{5.20}
\]

by (3.13) and Lemma 2.5 in [7]. We have \( DE \triangleq l' < l \triangleq QD \). Then \( l = (h + l')\tan(\theta_o) < (h + l)\tan(\theta_o) \), whence \( l < \frac{k_o}{1 - k_o} h \). As a consequence, \( |\varepsilon_3| = h + l' < h + l < \frac{1}{1 - k_o} h \leq \frac{1}{2(a_o + a_*)} |\delta_1| \) by (5.20), i.e., the last estimate in (3.18).

---

**Fig. 6. Interactions.** (2): \( S_iR'_i \rightarrow S_iS_j \), (3): \( S_iR'_i \rightarrow R_iS_j \), (4): \( S_iS'_i \rightarrow S_iR_j \).
Since $\delta_1 + \delta'_1 = \delta'_1 + \delta_1$, we may assume $|\delta'_1| \leq |\delta_1|$. Let $E'$ be the intersection point of the line $RD$ with the tangent to the shock curve at $Q$ and $\theta$ be the angle $E'QD$. Then we have, for $\delta'_1 \leq \delta \leq 0$,
\[
f'_o(\delta_1 + \tau) \leq f'_o(\varepsilon_1) \doteq \tan \theta \quad \text{and} \quad f'_o(\tau) \geq f'_o(0) = \tan \theta_o.
\]
We have $\tan \theta \geq \tan \theta_o$ because $f'_o$ is concave. Hence it follows from (5.20) that
\[
h' = s_R - s_{E'} \leq h \leq (\tan \theta - \tan \theta_o)|\delta'_1|.
\]
(5.21)
Since $s_R - s_Q = h' + QD \tan \theta$ and $QD = (s_R - s_Q) \tan \theta_o$, by (5.21) we have
\[
s_R - s_Q = \frac{h'}{1 - \tan \theta \tan \theta_o} \leq \frac{\tan \theta - \tan \theta_o}{1 - \tan \theta \tan \theta_o}|\delta'_1|.
\]
Clearly, $\frac{\tan \theta - \xi}{1 - \xi \tan \theta}$ is a decreasing function of $\xi \in [0, \tan \theta]$ and then $s_R - s_Q \leq |\delta'_1| \tan \theta$. This proves (5.18) with $c_{LR} = \tan \theta < 1$. At last, $k_o|\varepsilon_3| = |\varepsilon_1| - |\delta_1| - |\delta'_1|$, whence (5.19). \hfill \Box

**Remark 5.5.** By the proof of Proposition 5.4 we see that $c_{LR} \leq f'_o(\delta_i)$ in cases (2)-(3) and $c_{LR} \leq f'_o(\delta_i + \delta'_i - k_o l_o|\delta_i \delta'_i|)$ in case (4), where $\delta_i$ and $\delta'_i$ are the strengths of the interacting shocks. The estimate (5.18) may be considered as an improvement of [2] (5.20)].

The dependence of the constant $c_{LR}$ on the waves involved in the interaction can be made uniform not only with respect to the states $(v, u)$ but also with respect to $\lambda$. The bounds in Remark 5.5 show in fact that $c_{LR}$ depends implicitly also on $\lambda_o$, then on $a_s, a^*$; see (3.1).

A uniform expression is achieved by arguing as in [19] or [1]. Indeed, fix a positive number $M > 0$, to be defined later on in (11.43), and assume that
\[
\text{the strength of any interacting shock wave is less than } M. \tag{5.22}
\]

Then there exists $c = c(M, a_s, a^*) \in (0, 1)$ (for simplicity the dependence of $c$ on $M, a_s, a^*$ shall be dropped in the following) such that
\[
|\varepsilon_j| \leq \begin{cases} 
  c \cdot \zeta_i & \text{in case (2)}, \\
  c \cdot |\delta_i| & \text{in case (3)}, \\
  \min \{c|\delta_i|, c|\delta'_i|, l_o|\delta_i \delta'_i|\} & \text{in case (4)},
\end{cases} \tag{5.23}
\]

The function $f_o(x)$, defined in the proof of Lemma 3.1 in fact depends on $\lambda_o$ only through $a_o$ and we denote it by $f(x, a)$, replacing $a_o$ with $a$. Recalling Remark 5.5 we find an upper bound for $c(M, a_s, a^*)$:
\[
c(M, a_s, a^*) \leq \max \left\{ \max_{a_s \leq a \leq a^*} f_x(-\delta, a), \max_{a_s \leq a \leq a^*} f_x \left( -\delta - \frac{a - a_s}{2(a + a_s)^2} \delta', a \right) \right\}. \tag{5.24}
\]

**Remark 5.6.** Consider case (4) in Proposition 5.4. For these interactions, and as far as the size of $\varepsilon_j$ is concerned, we can assume
\[
l_o \max \{|\delta_i|, |\delta'_i|\} < c. \tag{5.25}
\]
Then, the following weaker estimate holds:

\[ |\varepsilon_j| \leq c \min \{ |\delta_i|, |\delta'_i| \} \]  

(5.26)

In order to define the decomposition of paths we summarize in the following proposition what we proved in Sections 5.1 and 5.2 on shocks produced by physical interactions.

**Proposition 5.7.** Consider an interaction between physical waves, under the notation of Propositions 5.2 and 5.4 and assume (5.22). Then there exist positive numbers \( h' \) and \( h'' \), possibly changing from line to line, such that:

2 int’s: (ii) \[ |\varepsilon_j| = h''|\delta_2\delta_i|, \quad h'' \leq \frac{1}{2(1 - |a|_*)} \]

(iii) \[ |\varepsilon_i| \leq |\delta_i| \]

(iv) \[ |\varepsilon_j| = |\delta_i| + h''|\delta_2\delta_i| \]

13 int’s: (2) \[ |\varepsilon_j| = |\delta_i| - \zeta_i \]

(3) \[ |\varepsilon_j| = h'|\zeta_i|, \quad h' \leq c \]

(4) \[ |\varepsilon_j| = |\delta_i| + |\delta'_i| + h''|\delta_2\delta_i| \]

6. The front-tracking algorithm. In this section we define the front-tracking algorithm that is used to construct piecewise constant approximate solutions; we refer to [7] for more information.

First we approximate the initial data \( \bar{U} = (\bar{v}, \bar{u}, \bar{\lambda}) \) with a sequence of piecewise constant functions \( \bar{U}^\nu = (\bar{v}^\nu, \bar{u}^\nu, \bar{\lambda}^\nu) \), \( \nu \in \mathbb{N} \), with a finite number of jumps, such that

\[
TV(\bar{v}^\nu) \leq TV(\bar{v}), \quad \bar{v}^\nu \geq v_0, \quad TV(\bar{u}^\nu) \leq TV(\bar{u}), \quad WTV(a(\bar{\lambda}^\nu)) \leq WTV(a(\bar{\lambda}));
\]

\[ \bar{a}_s \leq \inf_{x \in \mathbb{R}} a(\bar{\lambda}^\nu(x)), \quad \sup_{x \in \mathbb{R}} a(\bar{\lambda}^\nu(x)) \leq \bar{a}^*; \]

\[ \lim_{x \to \pm \infty} (\bar{v}^\nu, \bar{u}^\nu, \bar{\lambda}^\nu)(x) = \lim_{x \to \pm \infty} (\bar{v}, \bar{u}, \bar{\lambda})(x); \]

\[
\left\| (\bar{v}^\nu, \bar{u}^\nu, \bar{\lambda}^\nu) - (\bar{v}, \bar{u}, \bar{\lambda}) \right\|_{L^1} \leq \frac{1}{\nu}. \]

(6.1)

Fix parameters \( \eta = \eta_\nu > 0, \rho = \rho_\nu > 0 \) which vanish for \( \nu \to \infty \) and let \( \delta \) be a positive number strictly larger than the speed of any wave; all three parameters are specified later on. As in [7] we use two approximate Riemann solvers that we briefly recall. We denote by \( N^P \) the set of nonphysical waves.

- The **accurate Riemann solver** is obtained by replacing any rarefaction wave in the exact solution given in Section 4 by a centered rarefaction fan; if the size of the rarefaction wave is \( \sigma \), then the fan contains \( N = [\sigma/\eta] + 1 \) fronts and each of them has strength \( \sigma/N < \eta \).

- Assume two wave-fronts of sizes \( \sigma, \tau \) interact. The **simplified Riemann solver** consists in prolonging each wave with a wave of the same family and size; if the fronts belong to the same family, they are prolonged as a single front of size \( \sigma + \tau \). Since waves in general do not commute, a **nonphysical front** is introduced with speed \( \delta \). Its size is defined as in [7]. The interaction of a physical front with a nonphysical front is solved by prolonging the physical front with a front of the same family and size and by a nonphysical front.

An approximate solution is constructed as follows.
(1) At any jump point of $U'_\nu$ we solve the Riemann problem using the accurate Riemann solver. This gives an approximate solution $U'(x,t)$ for $x \in \mathbb{R}$ which is well defined until a time $t_1 > 0$ is reached, when a first set of interactions takes place.

(2) By changing possibly the speeds of some waves of a quantity $O(1)/\nu$ we can assume that only two fronts interact at a time. At time $t_1$ we solve again the Riemann problem in an approximate way and extend $U'(x,t)$ until the next interaction time $t_2$, and so on. These interactions are solved by using the accurate Riemann solver if the sizes $\sigma, \tau$ of the physical interacting fronts satisfy $|\sigma\tau| \geq \rho$, the simplified Riemann solver if $|\sigma\tau| < \rho$; if one of the interacting fronts is a nonphysical front we use the simplified Riemann solver.

In order to prove that $U'_\nu$ is well defined for $t \in (0, +\infty)$ we show in Section 11 that the number of interactions remains finite for any time. Observe that this scheme differs from that in [2]: there the interaction of 1- and 3-waves was always solved with the accurate Riemann solver.

Now, we introduce the functionals. Consider any time $t > 0$ when interactions do not occur and $i = 1, 3$. We denote by $S_i(t)$ ($R_i(t)$) the set of $i$-shock (resp., rarefaction) waves at time $t$ and by $CD$ the set of contact discontinuities in the approximate solution. By $\mathcal{A}(t)$ we denote the set of all approaching pairs of waves $(\delta_2, \delta_i)$, for $\delta_2 \in CD(t)$ and $\delta_i$ any wave (shock or rarefaction) of the $i$ family at time $t$: so either $i = 1$ and $\delta_1$ is on the right of $\delta_2$ or $i = 3$ and $\delta_3$ is on the left of $\delta_2$. We define, for positive constants $K$ and $K_2$ to be specified later on,

\[
L(t) = \sum_{\delta_i \in S_1(t), i = 1, 3} |\delta_i|, \quad Q(t) = \sum_{\delta_i, \delta'_i \in S_1(t), i = 1, 3} |\delta_i\delta'_i|, \\
L^+(t) = \sum_{\delta_i \in R_1(t), i = 1, 3} |\delta_i|, \quad Q_2(t) = \sum_{\delta_i \in R_1(t), i = 1, 3} |\delta_2\delta_i|, \\
L_{tot}(t) = L(t) + L^+(t), \quad Q(t) = KQ(t) + K_2Q_2(t), \\
L_2 = \sum_{\delta_2 \in CD} |\delta_2|, \quad F(t) = L(t) + KQ(t) + K_2Q_2(t).
\]

We also denote for $i = 1, 3$ the variation of the shocks of the family $i$ by

\[L_i(t) = \sum_{\delta_i \in S_i(t)} |\delta_i|.\]

The strengths of the contact discontinuities do not change by the wave interactions and then $L_2$ is a constant. Moreover,

\[L_2 \geq 2[\bar{a}]_*,\]

because of the estimate $WTV(f) \geq 2\frac{|f(x) - f(y)|}{f(x) + f(y)}$, which holds true for every $f : \mathbb{R} \to (0, +\infty)$ and $x, y \in \mathbb{R}$. Notice that $L_2 = 2[\bar{a}]_*$ in the case of a single 2-wave. If a contact discontinuity $\delta_2$ is fixed and there is no ambiguity of notation we write $L'_2 = \sum |\delta_2'|$ for $\delta'_2$ on the left of $\delta_2$ and $L'_2$ analogously.

Observe that the functional $L$ accounts only for shock waves, as in [18], [19] and differently than in [7], [2]. On the other hand, we considered in $Q$ only products of shock
waves of the same family, differently from [19] where only shocks of different family were introduced; the reason is that in our case shocks of different families interact without changing their strengths. We denote \( \Delta L(t) = L(t+) - L(t-) \), and so on.

With an abuse of notation, for any interaction point \( P \) we denote by \( Q(P) \), \( Q_2(P) \) the interaction potentials restricted at the interaction at \( P \). More precisely, \( Q(P) \) equals \( |\delta_i \delta'_i| \) if two shocks \( \delta_i, \delta'_i \) interact at \( P \) and 0 otherwise; \( Q_2(P) \) equals \( |\delta_2 \delta_i| \) if an \( i \)-wave interacts with the 2-wave \( \delta_2 \) at \( P \). We always write these potentials by expressing their dependence on \( P \); no confusion with the potentials above is possible.

7. Estimates on the functionals. Here we study the variations at single interactions of the functionals introduced in Section 6. Because of (6.1), we apply the estimates of Propositions 5.2 and 5.4 with \( a_\ast = \bar{a}_\ast \) and \( a^\ast = \bar{a}^\ast \). Consequently, with a slight abuse of notation, we now write

\[
 k_\circ = \frac{a_\circ - \bar{a}_\circ}{a_\circ + \bar{a}_\circ} \quad \text{and} \quad l_\circ = \frac{1}{2(a_\circ + \bar{a}_\circ)}. 
\]

Moreover, we introduce

\[
 K_0 \overset{\text{def}}{=} \frac{1}{4\bar{a}_\circ}. 
\]

Notice that \( k_\circ \leq [\bar{a}]_\ast \) and \( l_\circ \leq K_0 \).

**Proposition 7.1.** Assume that at time \( t \) a 1- or a 3-wave of strength \( \delta_i \) interacts with a 2-wave of strength \( \delta_2 \). Then

- in case CD1:
  \[
  \Delta L \leq \frac{1}{2} |\delta_2 \delta_i|, \quad \Delta Q \leq \frac{1}{2} |\delta_2 \delta_i| L(t-), \quad \Delta Q_2 \leq \frac{1}{2} |\delta_2 \delta_i| (L_2 - 2); \quad (7.1)
  \]

- in case CD2:
  \[
  \Delta L \leq \frac{1}{2 \left( 1 - [\bar{a}]_\ast \right)} |\delta_2 \delta_i|, \quad \Delta Q \leq \frac{1}{2 \left( 1 - [\bar{a}]_\ast \right)} |\delta_2 \delta_i| L(t-),
  \]
  \[
  \Delta Q_2 \leq \frac{1}{2 \left( 1 - [\bar{a}]_\ast \right)} |\delta_2 \delta_i| (L_2 - 2(1 - [\bar{a}]_\ast)).
  \]

**Proof.** Consider the proof of Proposition 5.2. In case (i) we have \( \Delta L = \Delta Q = 0 \). In case (ii) we have \( \Delta L = |\varepsilon_j| \leq \frac{1}{2} \frac{1}{1 - [\bar{a}]_\ast} |\delta_2 \delta_i| \) and \( \Delta Q = |\varepsilon_j| L_j(t-) \leq \frac{1}{2} \frac{1}{2 \left( 1 - [\bar{a}]_\ast \right)} |\delta_2 \delta_i| L(t-) \).

In case (iii) we have \( \Delta L = |\varepsilon_i| + |\varepsilon_3| - |\delta_i| = -|\delta_i - \varepsilon_i| + |\varepsilon_j| \leq |\delta_2 \delta_i|/2 \) and \( \Delta Q = (|\varepsilon_i| - |\delta_i|) L_i(t-) + |\varepsilon_j| L_j(t-) \leq (1/2)|\delta_2 \delta_i| L(t-) \) because \( |\varepsilon_i| - |\delta_i| < 0 \).

In case (iv) \( \Delta L = |\varepsilon_i| - |\delta_i| = |\delta_i - \varepsilon_i| \leq |\delta_2 \delta_i|/2, \quad \Delta Q = (|\varepsilon_i| - |\delta_i|) L_i(t-) \leq (1/2)|\delta_2 \delta_i| L(t-). \)

At last, the estimate for \( \Delta Q_2 \) follows from \( \Delta Q_2 = -|\delta_2 \delta_i| + (|\varepsilon_i| - |\delta_i|) L_2^{i,r} + |\varepsilon_j| L_{2,j}^{i,r} \) where

\[
 L_2^{i,r} = \begin{cases} 
 L_2^i & \text{if } i = 1, \\
 L_2^j & \text{if } i = 3, 
\end{cases} 
\]

and analogously \( L_{2,j}^{i,r} \).

**□**

**Proposition 7.2.** Consider an \( i \)-wave \( W_i \) and a \( j \)-wave \( W_j, i, j \in \{1, 3\} \), which interact at time \( t > 0 \). Under the notation of Proposition 5.4 we have the following:
(1) $W_3 W_1 \to W_1 W_3$: $\Delta L = \Delta Q = \Delta Q_2 = 0$;
(2) $S_i R_i' \to S_i S_j$: $\Delta L \leq -(1 - c_{LR}) \zeta_i$, $\Delta Q \leq c_{LR} L(t-) \zeta_i$, $\Delta Q_2 \leq c_{LR} L_2 \zeta_i$;
(3) $S_i S_j' \to R_i S_j$: $\Delta L \leq -(1 - c_{LR}) |\delta_i|$, $\Delta Q \leq c_{LR} L(t-) |\delta_i|$, $\Delta Q_2 \leq c_{LR} L_2 |\delta_i|$;
(4) $S_i S_j' \to S_i R_j$: $\Delta L \leq k_o |\delta_i \delta_j'|$, $\Delta Q \leq -(1 - k_o L(t-)) |\delta_i \delta_j'|$ and $\Delta Q_2 \leq l_o L_2 |\delta_i \delta_j'|$.

Proof. We consider Proposition 5.4; all estimates on $\Delta L$ follow in a straightforward way. Therefore we deal only with the estimates for $\Delta Q$ and $\Delta Q_2$; in case (1) there is nothing to prove.

(2) Using the notation introduced in (7.2) we have $\Delta Q = (|\varepsilon_j| - |\delta_i L_j(t-)| + |\varepsilon_j| L_j(t-) \leq c_{LR} L(t-) \zeta_i$ and $\Delta Q_2 = (|\varepsilon_j| - |\delta_i|) L_2^{tr} + |\varepsilon_j| L_2^{rl} \leq c_{LR} L_2 \zeta_i$.

(3) We have $\Delta Q = |\varepsilon_j| L_j(t-) - |\delta_i| L_i(t-) \leq c_{LR} L(t-) |\delta_i|$ and $\Delta Q_2 = (|\varepsilon_j| - |\delta_i| - |\delta_j'|) L_2^{tr} + |\varepsilon_j| L_2^{rl} \leq c_{LR} L_2 |\delta_i|$.

(4) At last we have $\Delta Q \leq -|\delta_j'| + k_o |\delta_i \delta_j'| L(t-) = -(1 - k_o L(t-)) |\delta_i \delta_j'|$ and $\Delta Q_2 \leq k_o L_2 |\delta_i \delta_j'| L_2^{tr} + l_o |\delta_i \delta_j'| L_2^{rl} \leq l_o L_2 |\delta_i \delta_j'|$.

Remark 7.3. In an interaction with a 2-wave, both $L$ and $Q$ may increase while $Q_2$ decreases if

$$L_2 < 2(1 - [\bar{a}]_*) \equiv D.$$ 

In an interaction between 1- and 3-waves the functional $Q_2$ may increase; also the functional $L$ may increase, but if this happens (in case (4) above), then $Q$ decreases if

$$K_0(L(t-)) < \frac{1}{[\bar{a}]_*} \equiv A.$$ 

Observe that for interactions of 1- and 3-waves of different families, the accurate and the simplified Riemann solver coincide; no nonphysical wave is emitted.

**Remark 7.4.** The term $\Delta L^+$ is always controlled by a quadratic term. Indeed, in case (i): $\Delta L^+ \leq |\delta_2 \delta_i|$; case (ii): $\Delta L^+ \leq \frac{1}{2(1 - |\bar{a}|)} |\delta_2 \delta_i|$; case (iv): $\Delta L^+ \leq \frac{1}{2} |\delta_2 \delta_i|$; case (1): $\Delta L^+ = 0$; case (3): $\Delta L^+ \leq 0$; case (4): $\Delta L^+ \leq l_o |\delta_i \delta_j'|$. This proves our claim.

**8. Local and global decreasing of the functional $F$.** We assume that the approximate solution constructed in Section 7 is defined in $[0, T]$ for some $T \in (0, +\infty]$. The key condition (5.22), which is always assumed throughout the following, is intended to hold for any shock wave in the approximate solution, at any time. As in the beginning of Section 7, here we still denote $c = c(M, \bar{a}_*, \bar{a}^*) \in (0, 1)$. We assume $[\bar{a}]_* > 0$; if $[\bar{a}]_* = 0$, then system (1.1) reduces to the $p$-system.

If $t < T$ is an interaction time, one could guess by Remark 7.3 that $L_2 < D$ and $K_0 L(t-) < A$ imply $F(t) < 0$. We prove below that the functional $F$ is decreasing under the slightly stronger conditions

$$L_2 < D \cdot \frac{1 - c}{2 - c}, \quad (8.1)$$
$$K_0 L(t-) < A \cdot \frac{D(1 - c) - (2 - c)L_2}{(2 - c)\{A - 1\}L_2 + D} \equiv B. \quad (8.2)$$

Under the notation of Section 2 the condition (8.1) reads $\langle \bar{a} \rangle < \frac{1 - c}{2 - c}$, which holds as a consequence of (2.6) because $\langle \bar{a} \rangle \leq \langle \bar{a} \rangle e^{\langle \bar{a} \rangle}$ and $\frac{1}{2} \left( \frac{1 - c}{2 - c} \right)^2 < \frac{1 - c}{2 - c}$. Nevertheless, in the
following we shall refer to the weaker condition (8.1) until (2.6) is really needed; see Proposition 11.8. Observe that (8.1) is compatible with (6.4) if and only if
\[ \bar{a}^* < \frac{1 - c}{3 - 2c}. \]  
(8.3)
holds. If (8.3) does not hold, then (8.1), and then also (2.6), fails, a contradiction. The bound (8.3) for \( \bar{a}^* \) is a decreasing function of \( c \), and \( 0 < \bar{a}^* < \frac{1}{3} \).

Indeed, \( F \) decreases under assumptions weaker than (8.1) and (8.2), which however are not sufficient to prove the stability of the algorithm. Moreover, we have the estimates
\[ B < A, \quad 2 - D < L_2 \]  
(because of (6.4)) and
\[ 2(2 - c) < D < (2 - c)(1 - [\bar{a}]^*)(L_2 + 2[\bar{a}]^*). \]

At last, denote for short \( L = L(t-) \) and define \( D = (A - K_0 L)(D - L_2) - AK_0 LL_2. \)

We have \( D > 0 \), since it is equivalent to \( K_0 L < A \cdot \frac{D - L_2}{D + (A - 1)L_2} \), which holds true because of (8.2).

**Proposition 8.1.** Assume (5.22). Let \( t < T \) be an interaction time of two physical waves, denote \( L = L(t-) \) and assume (8.1), (8.2).

Then, for every \( K_2 \) satisfying
\[ \frac{A}{D} \leq K_2 \leq \frac{1}{L_2} \cdot \frac{(1 - c)A - (2 - c)K_0 L}{A - K_0 L + AK_0 L}, \]  
(8.4)
we can find \( K \), with
\[ \frac{K_0(AL_2K_2 + 1)}{A - K_0 L} \leq K \leq \frac{1}{L} \min \{(D - L_2)K_2 - 1, 1 - c - L_2K_2\}, \]  
(8.5)
such that
\[ \Delta F(t) \leq 0. \]  
(8.6)

**Proof.** We study the variation \( \Delta F \) at different interactions of physical waves; in the case \( W_3W_1 \rightarrow W_1W_3 \) we have clearly \( \Delta F = 0.$

- \( W_iC_2. \) By Proposition 7.1 in case \( CD1 \) we have
\[ \Delta F \leq \frac{1}{2} |\delta_2\delta_i| \cdot (1 + KL - K_2(2 - L_2)) \leq 0 \]
if \( K \leq \frac{K_2(2 - L_2)^{-1}}{L} \), while in case \( CD2 \) we have
\[ \Delta F \leq \frac{1}{2(1 - [\bar{a}]^*)} |\delta_2\delta_i| \cdot (1 + KL - K_2(2(1 - [\bar{a}]^*) - L_2)) \leq 0 \]  
(8.7)
if
\[ K \leq \frac{(D - L_2)K_2 - 1}{L}. \]  
(8.8)
\( S_i R'_i \rightarrow S_i S_j \). From Proposition 7.2 we have
\[
\Delta F \leq \left\{ -(1 - c) + cKL + cK_2L_2 \right\} \zeta_i \leq 0 \tag{8.9}
\]
if
\[
K \leq \frac{1}{L} \left( \frac{1 - c}{c} - L_2K_2 \right). \tag{8.10}
\]
In Section 11, in order to prove the stability of the front-tracking scheme, we shall need the condition
\[
KL + K_2L_2 < 1 - c, \tag{8.11}
\]
which is stronger than (8.10). Therefore we already require here (8.11) instead of (8.10).

\( S_i R'_i \rightarrow R_i S_j \). By (8.10) we find
\[
\Delta F \leq \left\{ -(1 - c) + cKL + cK_2L_2 \right\} |\delta_i| \leq 0.
\]

\( S_i S'_i \rightarrow S_i R_j \). In this case we have
\[
\Delta F \leq (K_0[a]_x - K(1 - K_0[a]_x L) + K_0K_2L_2) \cdot |\delta_i\delta'_i| \leq 0 \tag{8.12}
\]
if
\[
-K(1 - K_0[a]_x L) + K_0K_2L_2 \leq -K_0[a]_x, \text{ which is equivalent to}
\]
\[
K \geq \frac{K_0(2K_2L_2 + 1)}{A - K_0L}. \tag{8.13}
\]

Now, we must check whether the inequalities (8.8), (8.11) and (8.13) admit positive solutions \( K_2, K \) in the plane \( (K_2, K) = (x, y) \); refer to Figure 7(a). The inequalities (8.8) and (8.13) are equivalent to
\[
\frac{K_0(AL_2K_2 + 1)}{A - K_0L} \leq K \leq \frac{(D - L_2)K_2 - 1}{L}. \tag{8.14}
\]

Condition \( D > 0 \) requires precisely that the slope of the boundary line of (8.8) is strictly larger than that of (8.13). Let \( P_1 = (x_1, y_1) = \frac{1}{K_0}(A, K_0(D - L_2 + AL_2)) \) denote the intersection point of these boundary lines. Then we can find \( K \) satisfying (8.14) if \( K_2 \geq x_1 \).

Let \( P_2 = (x_2, y_2) \), with \( x_2 = \frac{2 - c}{D}, \ y_2 = \frac{D(1-c)-(2-c)L_2}{DL_2} \), denote the intersection point of the boundary lines of (8.8) and (8.11). Now, \( K_2 = x_1, K = y_1 \) must satisfy (8.11). Such a condition is satisfied in a strict sense iff \( \frac{AD}{D} < 2 - c \); in turn, this last condition is equivalent to (8.2).

\[\text{Fig. 7. (a): choice of the parameters } K, K_2. \ (b): \text{range of } L_2, L; \text{ the solid line is the graph of the function } L = B(L_2)/K_0.\]
Let $P_3 = (x_3, y_3)$, with $x_3 = \frac{1}{L_2} \cdot \frac{(1-c)A - (2-c)K_0 L}{A - K_0 L + AK_0 L}$, be the intersection point of the boundary lines of $(8.13)$ and $(8.11)$. This gives the inequality on the right in $(8.4)$. □

We deal now with the problem of finding conditions on the initial data in order that $(8.2)$ is satisfied for every $t \geq 0$. Note that the value $x_2$ in the proof above is independent of both $L$ and $L_2$. We fix $K_2 = \frac{2x_2}{D} = x_2$; as a consequence, $(8.5)$ reads

$$\frac{K_0 \{ AL_2(2-c) + D \}}{D(A - K_0 L)} \leq K \leq \frac{D(1-c) - (2-c)L_2}{DL} = y_2(L_2, L). \quad (8.15)$$

The above left (right) term is an increasing (decreasing) function of $L$. Observe that the term $B$ does not depend on $t$ but only on the initial data; it is a decreasing function of $L_2$; see Figure 7(b). As $L$ increases up to $K_0 L = B$, the interval $(8.15)$ shrinks to the point $y_2(L_2, B/K_0) = \frac{K_0(2-c)(A-1)L_2 + D}{AL_2D}$; we thus fix $K_2 = y_2(L_2, B/K_0)$. We have proved the following result.

**Proposition 8.2.** If we set

$$K_2 = \frac{2 - c}{2(1 - \bar{a})}, \quad K = \frac{K_0(2-c)(L_2 + 2[\bar{a}])}{2}, \quad (8.16)$$

then the condition $(8.15)$ holds for all $0 < L < B/K_0$. Moreover, $K \to 0$ as $L_2 \to 0$.

**Corollary 8.3.** Under $(5.22)$ choose $K$ and $K_2$ as in $(8.16)$; moreover, assume

$$L_{\text{tot}}(0) < \frac{B}{(2-c)K_0}. \quad (8.17)$$

Then for every $t \in [0, T)$,

$$L(t) \leq F(0) < \frac{B}{K_0}. \quad (8.18)$$

*Proof.* Condition $(8.17)$ implies $(8.2)$ and then $(8.11)$ with $0$ instead of $t$. As a consequence,

$$F(0) \leq L(0) + KL(0)^2 + K_2L_2L_{\text{tot}}(0) \leq \frac{B}{(2-c)K_0} (1 + KL(0) + K_2) \leq \frac{B}{K_0}.$$  

Then, we argue by induction on the interaction times $t_k$, $k = 1, 2, \ldots$: Proposition 8.1 applies with $t = t_k$ and gives $L(t_k+) \leq F(t_k+) \leq F(t_k-) \leq F(0+) < B/K_0$. □

A consequence of the above arguments is that, if we assume $(5.22)$, $(8.1)$, $(8.17)$ and choose $K$, $K_2$ as in Proposition 8.2 then Corollary 8.3 and Proposition 8.1 imply $\Delta F(t) \leq 0$. Define

$$\bar{v}_{\pm\infty}, \bar{u}_{\pm\infty} = (\bar{v}(\pm\infty), \bar{u}(\pm\infty)). \quad (8.19)$$

By taking into account $(6.2)$ and $(A.5)$ we deduce

$$|(v(x,t), u(x,t)) - (\bar{v}_{-\infty}, \bar{u}_{-\infty})| \leq \text{TV} (v(\cdot, t), u(\cdot, t))$$

$$\leq 2|(\bar{v}_{+\infty}, \bar{u}_{+\infty}) - (\bar{v}_{-\infty}, \bar{u}_{-\infty})| + 3F(t)$$

$$\leq 2|(\bar{v}_{+\infty}, \bar{u}_{+\infty}) - (\bar{v}_{-\infty}, \bar{u}_{-\infty})| + 3F(0), \quad (8.20)$$

where we used the notation in $(3.3)$.

Now, we give some estimates which refine those in Proposition 8.1 in the cases $W_1C_2$ and $S_1S_1'$. 


Proposition 8.4. Under the assumptions of Corollary 8.3 consider a sequence of interaction points \( \{P_m\} = \{((x_m, t_m))\} \), with \( t_m < t_{m+1} < T \) for \( m = 1, 2, \ldots \), where either an \( i \)-wave interacts with a 2-wave (case \( W_iC_2 \)) or two shock waves of the same family interact (case \( S_iS'_j \)). Then

\[
\frac{1}{2(1 - [\bar{a}]_s)} |\delta_2 \delta_i| \leq - (K \Delta Q + K_2 \Delta Q_2), \quad \text{in case } W_iC_2, \tag{8.21}
\]
\[
[\bar{a}]_s K_0 |\delta_i \delta'_i| \leq - (K \Delta Q + K_2 \Delta Q_2), \quad \text{in case } S_iS'_j, \tag{8.22}
\]

and

\[
\sum_m \left\{ [\bar{a}]_s K_0 Q(t_m) + \frac{1}{2(1 - [\bar{a}]_s)} Q_2(t_m) \right\} \leq KQ(0) + K_2 Q_2(0). \tag{8.23}
\]

Proof. In case \( W_iC_2 \) by Proposition 7.1 we have

\[
K \Delta Q + K_2 \Delta Q_2 \leq \frac{1}{2(1 - [\bar{a}]_s)} |\delta_2 \delta_i| (KL + K_2 (L_2 - 2(1 - [\bar{a}]_s))) \tag{8.24}
\]

and from (8.7) we deduce \( 1 < -(KL - K_2(2(1 - [\bar{a}]_s) - L_2)) \). If we multiply both sides of this inequality by \( \frac{1}{2(1 - [\bar{a}]_s)} \) and make use of (8.24) we get (8.21).

In case \( S_iS'_j \) by Proposition 7.2 case (4), we have

\[
K \Delta Q + K_2 \Delta Q_2 \leq |\delta_i \delta'_i| (-K(1 - [\bar{a}]_s)K_0 L) + K_2 K_0 L_2 \tag{8.25}
\]

By (8.12) we have \( -K(1 - [\bar{a}]_s)K_0 L) + K_2 K_0 L_2 \leq -[\bar{a}]_s K_0; \) if we multiply both sides of this inequality by \( |\delta_i \delta'_i| \) and make use of (8.25), we obtain (8.22).

At last, if for some \( m \) there occur interactions in \( (t_m, t_{m+1}) \), we add such interaction points to the sequence \( \{P_m\} \) and get a sequence \( \{P_n\} \). Notice that for any \( m \) at most one of the interaction potentials \( Q(t_m), Q_2(t_m) \) is different from zero. Since \( \Delta Q(t_n) = Q(t_n^+) - Q(t_n^-), \Delta Q_2(t_n) = Q_2(t_n^+) - Q_2(t_n^-) \), we obtain

\[
\sum_m \left\{ [\bar{a}]_s K_0 Q(t_m) + \frac{1}{2(1 - [\bar{a}]_s)} Q_2(t_m) \right\} \leq \left\{ \sum_n K (Q(t_n^-) - Q(t_n^+)) + K_2 (Q_2(t_n^-) - Q_2(t_n^+)) \right\} \leq KQ(0^+) + K_2 Q_2(0^+),
\]

which proves (8.23). \( \square \)

9. Decomposition by paths. In this section we introduce in detail the technique of decomposition by paths, [5], [22].

Let \( U^\nu(x, t) \) be an approximate solution defined for \( 0 \leq t < T \). Consider a sequence \( P_0, P_1, \ldots, P_n \) of interaction points in the plane \((x, t)\), with \( P_m = (x_m, t_m) \) and \( 0 \leq t_0 < t_1 < \ldots < t_n \), such that \( P_{m-1} \) and \( P_m \) are connected by a shock wave, for \( m = 1, \ldots, n \). The type \( e_m \) of the segment \( P_{m-1}P_m \) is defined for \( m \geq 1 \) by

\[
e_m = \begin{cases} 1, & \text{if } P_{m-1}P_m \text{ is a 1-shock wave,} \\ 3, & \text{if } P_{m-1}P_m \text{ is a 3-shock wave.} \end{cases}
\]

A path \( \Gamma \) is a polygonal time-like line, joining the points \( P_0, P_1, \ldots, P_n \), whose formation rules are detailed below; see [5]. It is denoted \( \Gamma : P_0 \to P_1 \to \cdots \to P_n \). In order to
consider also noninteracting shocks in a path $\Gamma$, we allow the last point $P_n$ to be any point on the segment defining the shock and not necessarily an interaction point.

Roughly speaking, the decomposition by paths runs as follows. At any interaction of waves of families 1 or 3 the strength of an outgoing wave is decomposed into a linear and a quadratic part, as in Proposition 5.7, possibly one of them is missing. On the contrary, no decomposition is done for interactions with a 2-wave. Such parts are the strengths of the segment defined by that shock; each couple formed by the segment and one of its strengths gives rise to a path. A path is called primary and denoted $\Gamma^P$ if it starts from $t = 0$ and all of its segments have strengths obtained either from linear parts of decompositions or from shocks transmitted through an interaction with a 2-wave. Secondary paths, denoted $\Gamma^S$, are associated to the quadratic parts of the decomposition; they cannot start from $t = 0$.

Primary and secondary paths are constructed in the inductive way below; there we define their generation orders and strengths, which are piecewise constant functions of the segments of the path. Moreover, we define the generation orders of shock, rarefaction and nonphysical waves. For the cases below we refer to Section 5; interactions with 2-waves are enumerated by (i), (ii), . . . , between 1, 3 waves by (1), (2), . . . , and with nonphysical waves by (a), (b), . . . ,

- All shock waves issuing from $t = 0$ give rise to primary paths which are composed by single segments. More precisely, if $\delta_i$ is a shock issuing from $P_0 \in \{t = 0\}$ and interacting at $P_1 = (x_1, t_1)$, then the path composed by the segment $P_0P_1$ is a primary path $\Gamma^P: P_0 \rightarrow P_1$ of generation order 1 and strength $|\delta_i|$. Assign generation order 1 to all discontinuities arising in the approximation of a rarefaction wave issuing from $t = 0$.

- Consider the first interaction time; denote by $P_1$ the interaction point and assume that the accurate Riemann solver is used in solving the interaction. Refer to Figure 8 for generation orders assigned to rarefactions; the general definition is given in the next step.

If no shock is involved in the interaction, three cases are possible: both in case (i) and in case (1), two interacting rarefactions, no path is generated; in case (ii) we define a secondary path $\Gamma^S: P_1 \rightarrow P_2$ of order 2 and strength $h''|\delta_2| \cdot |\delta_i|$.

On the contrary, assume that a shock $\delta_i$ from $P_0 \in \{t = 0\}$ interacts at $P_1$ with a (necessarily physical) wave $\delta$. Let $\varepsilon_i, \varepsilon_j$ be the emitted waves ($i, j \in \{1, 3\}$) and $P_2, P_2'$ the next interaction points for the waves $\varepsilon_i, \varepsilon_j$, respectively; we have the following cases.

(iii) We decompose the path $\Gamma^P$ into the paths $\Gamma^P_1$ and $\Gamma^P_2$: the path $\Gamma^P_1$ has generation order 1 and strength $|\varepsilon_i|$; the path $\Gamma^P_2$ has order 1 and strength $|\delta_i| - |\varepsilon_i|$. The path $\Gamma^P_1$ is extended to $P_2$ with the generation order and the strength unchanged; the path $\Gamma^P_2$ stops at $P_1$. A secondary path $\Gamma^S: P_1 \rightarrow P_2'$ is generated, of order 2 and strength $h''|\delta_2| \cdot |\delta_j|$.

(iv) The path $\Gamma^P$ is extended to $P_2'$; the generation order and the strength of $P_0P_1$ are unchanged, the order of $P_1P_2$ is 1, and the strength is $|\delta_i|$. A secondary path $\Gamma^S: P_1 \rightarrow P_2'$ is generated with order 2 and strength $h''|\delta_2| \cdot |\delta_i|$.

(1) If $\delta_i$ is a shock, the path $\Gamma^P$ is extended to $P_2$, with order and strength unchanged.

(2) Two new paths $\Gamma^P_1, \Gamma^P_2$ starting from $P_0$ are defined, and the segment $P_0P_1$ belongs to both of them. The path $\Gamma^P_1$ has generation order 1 and strength $|\varepsilon_i| = |\delta_i| - \zeta_i$
in the segment $P_0P_1$; it is extended to $P_2$ where the order of $P_1P_2$ is 1, and the strength is $|\varepsilon_i|$. The path $\Gamma_P^P$ has order 1 and strength $\zeta_1$ in the segment $P_0P_1$; it is extended to $P_2'$, where the order of $P_1P_2'$ is 2, and the strength is $|\varepsilon_j| = h'\zeta_i$.

(3) The path $\Gamma_P^P$ is extended to $P_2'$; the generation order and the strength of $P_0P_1$ are unchanged, the order of $P_1P_2'$ is 2, and the strength is $|\varepsilon_j| = h'\zeta_i$.

(4) The path $\Gamma_P^P$ is extended to $P_2$. The generation order and the strength of $P_0P_1$ are unchanged; the order of $P_1P_2$ is 1, and the strength is $|\delta_i|$. A secondary path $\Gamma^S : P_1 \rightarrow P_2$ is generated with order 2 and strength $h''|\delta_i\delta'_i|$. Observe that the shock $\delta'_i$ belongs to another primary path that is extended to $P_1 \rightarrow P_2$ with order 2 and strength $|\delta'_i|$.

If the wave $\delta_i$ interacts with a physical wave $\delta$ but $|\delta_i\delta| < \rho$, then the simplified Riemann solver is used. Cases (i), (ii) and (1), two interacting rarefactions, do not give rise to paths. In cases (iii) and (iv) a path is extended with the same order; the same happens in case (1) if a shock interacts. When a shock $\delta_i$ meets a rarefaction $\delta'_i$ of the same family, then the path is extended with strength $|\delta_i| - \delta'_i$ if $|\delta_i| - \delta'_i > 0$; otherwise it stops. If a shock $\delta_i$ meets another shock $\delta'_i$ of the same family, then the path is extended with the same strength.

• At last suppose that all paths have been constructed up to the interaction time $t = t_n$. We have thus a collection of paths $\Gamma = \{\Gamma_\ell\}$ in the approximate solution for $t \leq t_n$.

Let $\gamma$ be a shock wave. The segment associated to $\gamma$ belongs to totally $N$ primary and secondary paths which can be ordered, as far as that segment is concerned, as follows: first the $p$ primary paths for increasing generation order of the segment, then
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**Fig. 8.** Interactions of an $i = 1$ wave with a 2-wave (above) and with another 1-wave (below). Primary paths are drawn as thick lines, secondary paths with thin lines, rarefactions and contact discontinuities with broken lines. Numbers denote either generation orders of paths or generation order of the rarefaction waves.
the $s = N - p$ secondary paths, again for increasing generation order of the segment. That is,

$$
\Gamma_1^p, \ldots, \Gamma_{p+1}^p, \ldots, \Gamma_N^p, \quad \text{for} \quad k_1^p \leq \ldots \leq k_p^p, \ k_{p+1}^S \leq \ldots \leq k_N^S,
$$

(9.1)

where $k_m^p, k_m^S$ denote the generation orders of the segment; we drop the indexes $P$ and $S$ in the following. Then, we define the generation order of the shock wave $\gamma$ by

$$
k_\gamma = \min_{1 \leq i \leq N} \{k_i\}.
$$

(9.2)

The generation order of rarefaction and nonphysical waves is now introduced; see Figure 9. The next definition applies of course to the special case considered in the previous step.

We first consider rarefactions; recall that by construction of approximate solutions, a rarefaction wave of size $\sigma$ contains $N = [\sigma/\eta] + 1$ fronts and each of them has strength $\sigma/N < \eta$.

If a rarefaction wave of order $k$ interacts with a 2-wave, then the possibly transmitted (reflected) rarefaction has order $k$ $(k + 1$, respectively). By Proposition 5.2 it follows that

$$
|\varepsilon_i - \delta_i| \leq |\varepsilon_j| \leq \frac{1}{2} \frac{1}{1 - [a]_s} \delta_i |\delta_i| \leq |\delta_i|,
$$

(9.3)

since $L_2 < 2(1 - [a]_s)$ holds as a consequence of (8.1). Then, the outgoing $i$-rarefaction wave will be decomposed into at most two rarefaction fronts of order $k$ so that $\varepsilon_i = \varepsilon_i^{(1)} + \varepsilon_i^{(2)}$, where

$$
\varepsilon_i = \begin{cases} 
\varepsilon_i^{(1)} & \text{if } \delta_i < \varepsilon_i, \\
\delta_i + \varepsilon_i^{(2)} & \text{if } \varepsilon_i \leq \delta_i \leq 2\varepsilon_i.
\end{cases}
$$

(9.4)

More precisely, the case $\varepsilon_i < \delta_i$ always occurs in case (i) (and in that case also $\varepsilon_j < \delta_i$, as in case (iv)); in case (ii) we may have both cases.

When an $i$-rarefaction front interacts with a $j$-wave, with $i, j = 1, 3, i \neq j$, strengths and orders do not change. If a rarefaction front interacts with a shock of the same family, cancelation occurs and the rarefaction that is possibly generated (case (3)) still consists of a single front. In case (3) the outgoing rarefaction keeps the same order of the interacting one; in case (4) it is assigned order max{\(k, k'\) + 1, where $k$ and $k'$ are the orders of the colliding shocks.

Second, we consider nonphysical waves. If a wave of order $k$ interacts with a 2-wave, then the order of the outgoing nonphysical wave is $k + 1$. If two waves of the same family 1 or 3 interact and a nonphysical wave is emitted, then it is assigned order $\max\{k, k'\} + 1$, where $k$ and $k'$ are the orders of interacting shocks (possibly one of them is missing).

We now conclude the definition of decomposition by paths. Consider a path $\Gamma : P_0 \rightarrow P_1 \rightarrow \cdots \rightarrow P_n$ to $t = t_n$ and $t_i \rightarrow \delta_i$ a shock connecting $P_{n-1}$ to $P_n$. We assume that the segment $P_{n-1}P_n$ is contained in paths $\Gamma_l$ of strengths $|\delta_l|$, $1 \leq l \leq N$, so that, as in (9.1),

$$
|\delta_i| = \sum_{i=1}^{p} |\delta_i| + \sum_{i=p+1}^{N} |\delta_i| = |\delta_i^P| + |\delta_i^S|.
$$

(9.5)

Above we omitted the dependence on $i$ in the strengths $|\delta_l|$. As in the previous step, assume that $\delta_i$ interacts at $P_n$ with a physical wave $\delta$ and $|\delta_i\delta| \geq \rho$. Let $\varepsilon_i, \varepsilon_j$ be
the emitted waves \((i, j \in \{1, 3\})\) and \(P_{n+1}, P'_{n+1}\) the next interaction points for \(\varepsilon_i, \varepsilon_j\), respectively. Cases (i) and (1), two interacting rarefactions, define no path; in case (ii) if a rarefaction of order \(k\) interacts, a path \(\Gamma^{\delta S} : P_n \to P'_{n+1}\) is generated with order \(k + 1\) and strength \(h''|\delta_2| \cdot |\delta_i|\). In case (1), when a shock is interacting, all paths \(\Gamma_l\) extend to \(P_{n+1}\) with orders and strengths unchanged. We are left to the following cases.

(iii) There exist \(1 \leq r \leq N\) and \(\bar{\delta}_r\) with \(0 \leq |\bar{\delta}_r| < |\delta_r|\) such that \(|\delta_i| - |\varepsilon_i| = |\bar{\delta}_r| + \sum_{l=r+1}^N |\delta_l|\); see Figure 10. We split the whole path \(\Gamma_r\) into two paths \(\Gamma_r^{(1)}\) and \(\Gamma_r^{(2)}\) so that the orders of the whole paths are not changed while the absolute values \(\alpha_r^{(1)}, \alpha_r^{(2)}\) of their strengths are decomposed according to the proportion

\[
\alpha_r^{(2)} : \alpha_r^{(1)} = |\bar{\delta}_r| : (|\delta_r| - |\bar{\delta}_r|) .
\]

We extend every \(\Gamma_l\) for \(1 \leq l \leq r - 1\) and \(\Gamma_r^{(1)}\) up to \(P_{n+1}\) with orders and strengths unchanged; primary paths remain primary and likewise for secondary paths. The paths \(\Gamma_r^{(2)}\) and \(\Gamma_l\) for \(r + 1 \leq l \leq N\) stop. A secondary path \(\Gamma^{\delta S} : P_n \to P'_{n+1}\) is generated with order \(k_{\delta_i} + 1\) and strength \(h''|\delta_2| \cdot |\delta_i|\). Here \(k_{\delta_i}\) is the generation order of the shock; see (9.2). The previous step of this case is obtained with \(r = N = 1, |\delta_i| - |\varepsilon_i| = |\bar{\delta}_r| = \alpha_r^{(2)}\).
(iv) All paths \( \Gamma_l, 1 \leq l \leq N \), are extended to \( P_{n+1} \) with the same orders and strengths. A secondary path \( \Gamma''^S : P_n \to P_{n+1} \) is generated with order \( k_{\delta_l} + 1 \) and strength \( h''|\delta_2| \cdot |\delta_l| \).

(2) We proceed as in case (iii): there exist \( 1 \leq r \leq N \) and \( \bar{\delta}_r \) with \( 0 \leq |\bar{\delta}_r| < |\delta_l| \) such that \( \zeta_i = |\bar{\delta}_r| + \sum_{l=r+1}^{N} |\delta_l| \). We extend every \( \Gamma_l \) for \( 1 \leq l \leq r - 1 \) to \( P_{n+1} \) with orders and strengths unchanged. Primary paths remain primary and so do secondary paths. Then we split \( \Gamma_r \) into \( \Gamma_r^{(1)} \) and \( \Gamma_r^{(2)} \) so that the orders of the whole paths are not changed while the absolute values \( \alpha_r^{(1)}, \alpha_r^{(2)} \) of their strengths are decomposed according to \( \text{[9.6]} \). We extend \( \Gamma_r^{(1)} \) to \( P_{n+1} \) with order and strength unchanged. Let \( k_r \) be the order of \( \Gamma_r \) in \( P_{n-1}P_n \); then we extend \( \Gamma_r^{(2)} \) to \( P_{n+1}' \) with order \( k_r + 1 \) and strength \( h'|\bar{\delta}_r| \). At last we extend the paths \( \Gamma_l \) for \( l \geq r + 1 \) to \( P_{n+1}' \) with order \( k_l + 1 \) and strength \( h'|\delta_l| \). The previous step of this case is obtained with \( r = N = 1 \), \( \zeta_i = |\bar{\delta}_r| = \alpha_r^{(2)} \).

(3) The paths \( \Gamma_l, 1 \leq l \leq N \), are extended to \( P_{n+1}' \) leaving unchanged the orders and strengths of their segments until \( P_n \); the order of \( P_nP_{n+1}' \) is \( k_{\delta_l} + 1 \), and the strength is \( |\varepsilon_j| = h'|\delta_l| \).

(4) Suppose that the shock \( \delta_l' : P_{n-1}P_n \) interacting at \( P_n \) is contained in the paths \( \Gamma'_l \) of strengths \( |\delta_l'|, 1 \leq l \leq N' \). All paths \( \Gamma_l, 1 \leq l \leq N \), and \( \Gamma'_l, 1 \leq l \leq N' \), are extended to \( P_{n+1} \) with their orders and strengths unchanged. A new secondary path \( \Gamma''^S : P_n \to P_{n+1} \) is generated with order \( \max\{k_{\delta_l}, k_{\delta_l'}\} + 1 \) and strength \( h''|\delta_l\delta_l'| \).

The case when \( \delta_l \) interacts with a physical wave \( \delta \) and \( |\delta_l\delta| < \rho \) is dealt with as in the previous step. At last, in the interaction of a physical wave with a nonphysical wave a path is extended with the same order.

This concludes the definitions of paths. Notice that the generation orders of rarefactions differ from the ones defined in \( \text{[7]} \). Moreover, consider the generation orders of shocks, defined in \( \text{[9.2]} \) and displayed in Figure \( \text{[9]} \). In case (iv), for instance, the incoming shock has as order \( k \) the minimum of the orders \( k_l \) of its segments; the transmitted shock belong to many paths, some of which have order \( k_l \) while the others (secondary) have order \( k_l + 1 \). Then the order of the transmitted shock is \( k \). The same situation occurs in cases (4) and (d).

In this way, a collection of primary paths \( \Gamma^P = \{\Gamma^P_l\} \) and secondary paths \( \Gamma^S = \{\Gamma^S_l\} \) is defined up to the next interaction time \( t_{n+1} \) and hence as long as the approximate solution exists; denote \( \Gamma = \Gamma^P \cup \Gamma^S \). We now make some comments.
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The number

Figure 8: the segment $P_1 \rightarrow P_2$ joining $P_2$ secondary segments. Indeed, consider for instance again case (4); the polygonal line

least 2. Indeed, consider the path $\Gamma$ as a Lipschitz curve $x = \Gamma(t)$; then for all $t$ different from interaction times we may think of the type, order and strength of $\Gamma$ as piecewise constant functions of $t$. In particular, the generation order increases along a path; the strength decreases apart from case (iv). If $\Gamma$ is extended to $\Gamma' : P_0 \rightarrow P_1 \rightarrow \cdots \rightarrow P_n \rightarrow P_{n+1}$, then neither the type nor the generation order change, i.e., $c_\Gamma(t) = c_{\Gamma'}(t)$ and $k_\Gamma(t) = k_{\Gamma'}(t)$ for $t \leq t_n$; on the contrary the strength may decrease, i.e., $\alpha_\Gamma(t) \geq \alpha_{\Gamma'}(t)$ for $t \leq t_n$, as is clear from cases (iii) and (2).

The sequences $c_\Gamma = \{c_m\}$, $k_\Gamma = \{k_m\}$ and $\alpha_\Gamma = \{\alpha_m\}$ are called the type, the generation order and the strength (with a slight abuse of terminology) of $\Gamma$, respectively. We may consider the path $\Gamma$ as a Lipschitz curve $x = \Gamma(t)$; then for all $t$ different from interaction times we may think of the type, order and strength of $\Gamma$ as piecewise constant functions of $t$. In particular, the generation order increases along a path; the strength decreases apart from case (iv). If $\Gamma$ is extended to $\Gamma' : P_0 \rightarrow P_1 \rightarrow \cdots \rightarrow P_n \rightarrow P_{n+1}$, then neither the type nor the generation order change, i.e., $c_\Gamma(t) = c_{\Gamma'}(t)$ and $k_\Gamma(t) = k_{\Gamma'}(t)$ for $t \leq t_n$; on the contrary the strength may decrease, i.e., $\alpha_\Gamma(t) \geq \alpha_{\Gamma'}(t)$ for $t \leq t_n$, as is clear from cases (iii) and (2).

The generation order $k_m$ of each segment $P_{m-1}P_m$ in a fixed path $\Gamma$ satisfies

$$k_m = \begin{cases} 
    k_{m-1}, & \text{if } c_m = c_{m-1} \\
    k_{m-1} + 1, & \text{if } c_m \neq c_{m-1},
\end{cases}$$

for $m \geq 2$. (9.7)

The number $k_m$ depends on the path containing the segment. Indeed, consider case (4), Figure 8 the segment $P_1P_2$ has order 1 in the path $P_0 \rightarrow P_1 \rightarrow P_2$ but order 2 in the secondary path $P_1 \rightarrow P_2$. Notice that the generation order of any secondary path is at least 2.

Observe that (9.7) excludes the possibility of mixed paths formed by primary and secondary segments. Indeed, consider for instance again case (4); the polygonal line joining $P_0$, $P_1$ and $P_2$ determines a unique primary path since the path $P_0 \rightarrow P_1$ cannot be extended to $P_2$ through the secondary segment.

Moreover, consider the case of two shocks of different families connecting for instance $P_0$, resp. $P_0'$, with $P_1$ and denote by $P_2$, resp. $P_2'$, the next points of interactions in the same directions. Remark that by construction (case (1)) both $P_0 \rightarrow P_1 \rightarrow P_2$ and $P_0' \rightarrow P_1 \rightarrow P_2'$ are parts of paths, but not $P_0 \rightarrow P_1 \rightarrow P_2'$.

Consider a shock $\gamma$ at $t$ whose segment belongs to $N$ paths as in (9.1); in general, the number $N$ depends on $t_n$. Indeed, consider for instance case (2) above, for the shock connecting $P_0$ and $P_1$; if the path is constructed until $t = t_1$, then $N = 1$; if it is constructed until $t = t_2$, then $N = 2$ (the shock has been decomposed). However, the total strength of the shock is conserved through the decomposition procedure, and it is the sum of the strengths of the segment associated to the shock.

Since the generation order of a path remains constant when a path is extended, then the generation order $k_\gamma$ of the shock does not depend on $t_n$ (nor on $t$, in spite of the fact that $N$ does). The definition of $k_\gamma$ given in (9.2) differs from that in (7); in some cases $k_\gamma$ can be smaller (for instance in case (ii)); in other cases it can be larger (cases (iv) and (4)).

A path may stop. This may happen either in case (iii) or when a shock and a rarefaction (whose strength is larger than or equal to that of the shock) interact and the simplified Riemann solver is used.

10. Estimates along paths. A simple consequence of the definition of paths of Section 9 is the following.
Lemma 10.1. If two paths $\Gamma^{(1)}$ and $\Gamma^{(2)}$ start from the same point and have the same type, then they coincide.

Proof. By contradiction let $P_*$ be the first point from which point on they do not coincide. Let $c^{(1)}$, $c^{(2)}$ be the types of $\Gamma^{(1)}$, $\Gamma^{(2)}$. Observe that the paths are either both primary or both secondary.

Assume $P_* \in \{t = 0\}$. Therefore both paths are primary; since they start from the same point and differ, then $c^{(1)} \neq c^{(2)}$. This is a contradiction.

Assume $P_* \not\in \{t = 0\}$. Two primary paths have a segment in common and then branch only in case (2), but in that case the types after the branching are different, a contradiction. If they are secondary, by construction they cannot start from $P_*$, since a single secondary path is generated at a time. Then they were defined before the point $P_*$ and we argue as in the case that they are both primary. \qed

Lemma 10.2. Consider any approximate solution valued in a bounded domain and any path $\Gamma: P_0 \to P_1 \to \cdots \to P_n$; assume (5.22). Let $k_m$ be the generation order and $\alpha_m$ the strength of the segment $P_{m-1}P_m$ in $\Gamma$. Then

$$
\begin{aligned}
&k_{m+1} = k_m \quad \Rightarrow \quad \alpha_{m+1} = \alpha_m, \\
&k_{m+1} = k_m + 1 \quad \Rightarrow \quad \alpha_{m+1} \leq c \cdot \alpha_m.
\end{aligned}
$$

(10.1)

Proof. We have $k_{m+1} = k_m$ in cases (iii), (iv) and (1) to (4). By construction, in cases (iii) and (1) to (4) the strengths are equal. On the other hand $k_{m+1} = k_m + 1$ may occur only in cases (2) and (3), where $h' \leq c$. \qed

We clearly have the following result by the above lemma.

Lemma 10.3. Assume (5.22). For any approximate solution valued in a bounded domain and $t$ not an interaction time we have:

(i) for any $\Gamma \in \Gamma$ and $0 \leq t' \leq t$,

$$
\alpha_\Gamma(t) \leq e^{k_\Gamma(t)-k_\Gamma(t')} \alpha_\Gamma(t');
$$

(10.2)

(ii) $L(t) = \sum_{\Gamma \in \Gamma} \alpha_\Gamma(t)$.

For $\Gamma \in \Gamma$ denote by $t_{0,\Gamma}$, $P_{0,\Gamma}$ the time, resp. the point, at which $\Gamma$ is generated. Then from (10.2),

$$
\alpha_\Gamma(t) \leq e^{k_\Gamma(t)-k_\Gamma(t_{0,\Gamma})} \alpha_\Gamma(t_{0,\Gamma}).
$$

(10.3)

Consider any $t$ not of interaction; for $k = 1, 2, \ldots$ denote the total amount of the strengths at time $t$ of all primary paths whose generation order at time $t$ is $k$ (resp., larger than $k$) by

$$
L_k^P(t) = \sum_{\Gamma \in \Gamma^P, k_\Gamma(t) = k} \alpha_\Gamma(t), \quad V_k^P(t) = \sum_{l \geq k} L_l^P(t).
$$

(10.4)
**Proposition 10.4.** Assume (5.22). For every approximate solution valued in a bounded domain we have, for $k \geq 1$,

\[
L_k^p(t) \leq c^{k-1} L(0), \\
V_k^p(t) \leq L(0) \sum_{l \geq k} c^{l-1} = \frac{c^{k-1}}{1 - c} L(0).
\]

**Proof.** If $\Gamma \in \Gamma^P$, then $t_0, \Gamma = 0$; since $k_\Gamma(0) = 1$ we deduce $\alpha_\Gamma(t) \leq c_\Gamma^k(0)$ by (10.3). Then for any $k \geq 1$,

\[
\sum_{\Gamma \in \Gamma^P, k_\Gamma(t) = k} \alpha_\Gamma(t) \leq c^{k-1} \sum_{\Gamma \in \Gamma^P} \alpha_\Gamma(0) = c^{k-1} L(0).
\]

□

Now, we estimate the total amount of rarefaction waves. The amount of rarefactions may increase, in an interaction, either because a transmitted rarefaction has strength larger than the incoming one or because a new rarefaction is generated. Let us denote

\[
d_* = e^{\frac{1}{2} \frac{L_2}{1 - |\alpha_*|}}, \quad c_* = \max \left\{ c, \frac{L_2}{2} \right\} e^{\frac{1}{2} \frac{L_2}{1 - |\alpha_*|}}.
\]

**Proposition 10.5.** (A) Consider a rarefaction $\delta_i$ generating by interaction another rarefaction $\varepsilon_i$ of the same family; then $|\varepsilon_i| \leq |\delta_i| + \frac{1}{2} \frac{1}{1 - |\alpha_*|} |\delta_2 \delta_i|$. The total increase of $\delta_i$ because of such interactions is estimated by

\[
d_* |\delta_i|.
\]

(B) Let $\delta_i$ be an $i$-wave which interacts with a 2- or an $i$-wave and generates a $j$-rarefaction $\varepsilon_j$, $j \neq i$; then $|\varepsilon_j| \leq \max \left\{ c, \frac{L_2}{2} \right\} |\delta_i|$. Moreover, assume that

\[
\delta_i = \begin{cases} 
\text{either an } i \text{-rarefaction coming from an } i \text{-rarefaction } \delta_0, \\
\text{or an } i \text{-shock coming from an } i \text{-shock } \delta_0 \text{ such that} \\
\text{the path decompositions of } \delta_i \text{ and } \delta_0 \text{ are the same.}
\end{cases}
\]

Then

\[
|\varepsilon_j| \leq c_* |\delta_0|.
\]

**Proof.** (A) By the proofs of cases (i), (ii) in Proposition 5.2 and (1), (3) in Proposition 5.4 we deduce that $\varepsilon_i \geq \delta_i$ only in case (ii). In such a case, one finds the first estimate above by repeating the calculations leading to (5.12) and (5.14). Then (10.8) follows from

\[
\prod_{\beta:2 \text{-waves}} \left( 1 + \frac{\frac{1}{2}}{1 - \frac{1}{|\alpha_*|}} \right) |\delta_i| \leq e^{\frac{1}{2} \sum_{\beta} \frac{1}{1 - |\alpha_*|}} |\delta_i| = e^{\frac{1}{2} \frac{L_2}{1 - |\alpha_*|}} |\delta_i|.
\]

(B) A reflected rarefaction may be generated in cases (i), (iv), (4). Then by (5.3) and (5.26) it follows that $|\varepsilon_j| \leq \max \left\{ c, \frac{L_2}{2} \right\} |\delta_i|$. The following estimates lead immediately to (10.10).

In case (i), by (5.3) we have

\[
|\varepsilon_j| \leq \frac{1}{2} |\delta_2||\delta_i| \leq \frac{1}{2} L_2 e^{\frac{1}{2} \frac{L_2}{1 - |\alpha_*|}} |\delta_0|.
\]
In case (iv), we find by (5.3) and (10.3),
\[ |\varepsilon_j| \leq \frac{1}{2} |\delta_2| |\delta_i| \leq \frac{1}{2} L_2 e^{\frac{L_2}{2}} |\delta_0|. \]

In case (4), suppose that two shock waves \( \delta_i, \delta_i' \) of orders \( k \geq k' \) interact. By (5.18), (5.25) and (10.3) it follows that
\[ |\varepsilon_j| \leq l_o |\delta_i \delta_i'| \leq c |\delta_i| \leq c e^{\frac{L_2}{2}} |\delta_0|. \]

□

The total amount of rarefactions with generation order 1 is bounded by \( d_4 L^+(0) \) by (10.8). When case (B) in Proposition 10.5 occurs, we briefly say that a new rarefaction is generated. An analogous definition holds for secondary fronts (cases (ii)–(iv), (4)).

**PROPOSITION 10.6.** Suppose that an \( i \)-wave \( \delta_i \) interacts with a 2-wave and generates a \( j \)-shock wave \( \varepsilon_j, j \neq i \). Then, under assumption (10.9), we still have (10.10).

**Proof.** The eventuality in the assumption occurs in cases (ii) and (iii). One argues as in the proof of case (iv), Proposition 10.5. □

We now define for \( k \geq 2 \)
\[ V^{SR}_k(t) : \text{ the total amount at } t \text{ of the strengths of both secondary paths and rarefactions whose generation orders are greater than or equal to } k. \]

In the previous definition the generation orders are those of both secondary paths and rarefactions. Recall that the generation order of a secondary path is at least 2.

We denote by \( k_{\delta_i} \) the generation order of a wave \( \delta_i \). By (9.5) and (10.6), we obtain for \( k \geq 2 \),
\[ \sum_{k_{\delta_i} \geq k} |\delta_i| = V^P_k(t) + V^{SR}_k(t) \leq \frac{c^{k-1}}{1-c} L(0) + V^{SR}_k(t). \]

11. **Convergence of approximate solutions.** First, following [5], we prove that the approximate solution constructed according to the algorithm above is defined for all \( 0 \leq t < \infty \).

**PROPOSITION 11.1.** Consider an approximate solution and let \( I \) be the set of its interaction points. Then the accurate Riemann solver is used at most a finite number of times in \( I \).

**Proof.** Denote \( I = \{ P_m \} \) with \( t_m < t_{m+1} \) for \( m = 1, 2, \ldots \). We give a proof in four steps.

(I) First, the claim is true for interactions of either two shocks of the same family or a physical wave with a contact discontinuity. Indeed, in these cases either \( Q(P_m) \geq \rho \) or \( Q_2(P_m) \geq \rho \) and we conclude the proof by (8.23).

(II) Secondary fronts and new rarefactions are generated only when the accurate Riemann solver is used, i.e., in cases (i)–(iv), (4). Then, the number of secondary fronts
and new rarefactions is finite by (I). The total amount of the strengths of the secondary fronts is estimated by (11.23) as
\[
\sum_m \left\{ \tilde{a}_m K_0 Q(P_m) + \frac{1}{2(1 - \tilde{a}_m)} Q_2(P_m) \right\} \leq Q(0),
\]
while the total amount of the rarefaction waves is bounded as follows because of Remark 7.4:
\[
L^+(t) \leq L^+(0) + Q(0).
\]

(III) The claim is true for interactions of shock with rarefaction waves. If the waves are of the same family, a reflected shock wave is always produced; if not, the shock is transmitted. Then, in these interactions a path can always be continued.

Let \( P_m \) be an interaction point and denote the strength of the interacting shock (rarefaction) wave by \( \delta(P_m) \) (\( \delta'(P_m) \)). Let \( \Gamma_\delta(P_m) \) denote the collection of paths composing \( \delta(P_m) \); for \( \Gamma \in \Gamma_\delta(P_m) \) we denote \( \alpha_\Gamma(P_m) = \alpha_\Gamma(t_m -) \), \( k_\Gamma(P_m) = k_\Gamma(t_m -) \). By (11.2) the total amount of waves generated by these interactions is estimated by
\[
\sum_{P_m} |\delta(P_m)\delta'(P_m)| = \sum_{P_m} \sum_{\Gamma \in \Gamma_\delta(P_m)} |\delta'(P_m)| \alpha_\Gamma(P_m) \leq \sum_{\Gamma \in \Gamma} \sum_{P_m \in \Gamma} |\delta'(P_m)| \alpha_\Gamma(P_m),
\]
where we interchanged the order of summation. Consider then for any \( \Gamma \in \Gamma \),
\[
\sum_{P_m \in \Gamma} |\delta'(P_m)| \alpha_\Gamma(P_m).
\]

In performing the summation it may happen that either the strength \( \alpha_\Gamma \) does not change across \( P_m \) or it does. In the first case the generation order of the path does not change (case (1) and, referring to Figure 8 case (2), path \( P_0 P_1 P_2 \)); in the second case it increases by 1 (case (2), path \( P_0 P_1 P'_2 \) and case (3)). Therefore, say, for \( m \) fixed the strength \( \alpha_\Gamma(P_m) \) factors the sum of some interacting rarefactions until a point \( P'_m \) is reached where the strength changes. Then \( \alpha_\Gamma(P'_m) \) factors again and so on. Denote by \( \{P'_m\} \) a subsequence of \( \{P_m\} \) such that \( k_\Gamma(P'_m + 1) = k_\Gamma(P'_m) + 1 \); the total sum of the above partial sums of rarefactions is estimated by (11.2), and then by (10.3) we obtain
\[
\sum_{P'_m \in \Gamma} |\delta'(P_m)| \alpha_\Gamma(P_m) \leq (L^+(0) + Q(0)) \sum_{P'_m \in \Gamma} \alpha_\Gamma(P'_m)
\]
\[
\leq (L^+(0) + Q(0)) \frac{1}{1 - c} \alpha_\Gamma(t_0, \Gamma).
\]

By separating primary from secondary paths we see by (8.21) that
\[
\sum_{\Gamma \in \Gamma} \alpha_\Gamma(t_0, \Gamma) \leq L(0) + Q(0) = F(0).
\]

From (11.3) we find that
\[
\sum_{P_m} |\delta(P_m)\delta'(P_m)| \leq \frac{1}{1 - c} (L^+(0) + Q(0)) \cdot F(0),
\]
and we conclude this case by arguing as in (I).
The quadratic functionals. We define for notation as in (III): let \( \delta(P_m) \), \( \delta'(P_m) \) be the strengths of the shocks interacting at \( P_m \). Let \( \Gamma(P_m) \) be the set of all paths through \( P_m \). Then

\[
\sum_{P_m} |\delta(P_m)\delta'(P_m)| \leq \frac{1}{2} \sum_{\Gamma \in \Gamma} \sum_{P_m \in \Gamma} \alpha_{\Gamma}(P_m) \sum_{\Gamma' \in \Gamma(P_m) \setminus \Gamma} \alpha_{\Gamma'}(P_m)
\]

by interchanging the order of summations. Consider now \( P_m, P_m' \in \Gamma \cap \Gamma' \), with \( t_m < t_m' \), and assume that there is no point of \( \Gamma \cap \Gamma' \) between \( P_m \) and \( P_m' \). Then both \( k_{\Gamma}(P_m) < k_{\Gamma'}(P_m) \) and \( k_{\Gamma'}(P_m) < k_{\Gamma}(P_m') \) hold, so that there is a gain of a \( c^2 \) factor at each new intersection point. Then

\[
\sum_{P_m \in \Gamma \cap \Gamma'} \alpha_{\Gamma}(P_m) \alpha_{\Gamma'}(P_m) \leq \frac{1}{1 - c^2} \alpha_{\Gamma}(P_{0,\Gamma}) \alpha_{\Gamma'}(P_{0,\Gamma'}) .
\]

Therefore by (11.4),

\[
\sum_{P_m} |\delta(P_m)\delta'(P_m)| \leq \frac{1}{2(1 - c^2)} \sum_{\Gamma \in \Gamma} \sum_{\Gamma' \in \Gamma} \alpha_{\Gamma}(P_{0,\Gamma}) \alpha_{\Gamma'}(P_{0,\Gamma'})
\]

by interchanging the order of summations. Consider now \( P_m, P_m' \in \Gamma \cap \Gamma' \), with \( t_m < t_m' \), and assume that there is no point of \( \Gamma \cap \Gamma' \) between \( P_m \) and \( P_m' \). Then both \( k_{\Gamma}(P_m) < k_{\Gamma'}(P_m) \) and \( k_{\Gamma'}(P_m) < k_{\Gamma}(P_m') \) hold, so that there is a gain of a \( c^2 \) factor at each new intersection point. Then

\[
\sum_{P_m \in \Gamma \cap \Gamma'} \alpha_{\Gamma}(P_m) \alpha_{\Gamma'}(P_m) \leq \frac{1}{1 - c^2} \alpha_{\Gamma}(P_{0,\Gamma}) \alpha_{\Gamma'}(P_{0,\Gamma'}) .
\]

We conclude again as in (I). The proposition is then completely proved.

**Corollary 11.2.** The approximate solution is defined for all \( 0 \leq t < \infty \).

**Proof.** We prove that the number of interactions remains finite for any time \( 0 < t < \infty \). First, the number of physical fronts is finite because new physical fronts are generated only when the accurate Riemann solver is used. Second, a new nonphysical front is generated by the interaction of two physical fronts and two physical fronts can interact only once; hence also the number of nonphysical fronts is finite. Then, the total number of fronts is finite.

Now, we estimate the total amount of secondary paths and rarefactions in terms of the quadratic functionals. We define for \( k = 1, 2, \ldots, \)

\[
Q_k(t) = \sum_{\sigma_i < 0, \sigma_i' < 0, i = 1, 3, \max(k_i, k_i') \geq k} |\sigma_i \sigma_i'| , \quad Q_{2,k}(t) = \sum_{(\sigma_2, \sigma_1) \in A, i = 1, 3, k_i \geq k} |\sigma_2| \cdot |\sigma_1| ,
\]

\[
Q_k(t) = KQ_k(t) + K_2Q_{2,k}(t) , \quad \tilde{Q}_k^\pm(t) = \sum_{0 < \tau < t} [\Delta Q_k(\tau)]^\pm , \quad (11.6)
\]

where \( k_i = k_{\sigma_i} \), and \( k_i' = k_{\sigma_i'} \) are the generation orders of \( \sigma_i \) and \( \sigma_i' \). Moreover, we also define

\[
\tilde{L} = \sup_{t > 0} L(t-), \quad \tilde{V}_k^{SR} = \sup_{t > 0} V_k^{SR}(t), \quad \tilde{Q}_k^\pm = \sum_{\tau > 0} [\Delta Q_k(\tau)]^\pm , \quad (11.7)
\]
where in the last sum $\tau$ runs over all interaction times; this convention is assumed also in the following. We used the notation $[x]_{\pm}$ to denote the positive and negative parts of the number $x$, so that $x = [x]_{+} - [x]_{-}$. Observe that

$$\tilde{Q}_k^+(t) - \tilde{Q}_k^-(t) = \sum_{0<\tau \leq t} \{[[\Delta Q_k(\tau)]_+ - [\Delta Q_k(\tau)]_-\} = Q_k(t) \geq 0$$

for $k \geq 2$ and then

$$\tilde{Q}_k^-(t) \leq \tilde{Q}_k^+(t).$$

**Lemma 11.3.** Assume that at time $\tau$ a wave $\varepsilon_\ast$ of order $l \geq 2$ is generated, which is either a secondary wave or a reflected rarefaction as in cases (i), (iv). Then

$$|\varepsilon_\ast| \leq [\Delta Q_{l-1}(\tau)]_-. \quad (11.10)$$

**Proof.** First, a secondary wave is generated in cases (ii), (iii), (iv) and (4). Observe that $\Delta Q_{l-1}(\tau) = \Delta Q(\tau)$; moreover, because of (8.6), if $\Delta L \geq 0$, then $\Delta L \leq [\Delta Q]_-$. Refer to Propositions 7.1 and 5.7. In case (ii) we have $\Delta L(\tau) = |\varepsilon_j| = |\varepsilon_\ast|$. In case (iii) we have $\varepsilon_\ast = \varepsilon_j$ and $\Delta L(\tau) = -|\delta_i - \varepsilon_i| + |\varepsilon_j| \geq 0$, because of (8.17). Notice that the estimate for $\Delta L$ in (7.1) was obtained from that for $|\varepsilon_j|$ and then $|\varepsilon_j| + \Delta Q(\tau) \leq 0$. In case (iv) we have $0 \leq \Delta L = |\varepsilon_i| - |\delta_i| = |\delta_i - \varepsilon_i| = |\varepsilon_\ast|$. In case (4), we have $\Delta L = |\varepsilon_i| - |\delta_i| - |\delta_i| = |\varepsilon_\ast| \geq 0$. This proves (11.10) in the case that $\varepsilon_\ast$ is a secondary shock.

Second, in the case that $\varepsilon_\ast = \varepsilon_j$ is a rarefaction, the proof goes on as follows. In case (i), $\Delta L = \Delta Q = 0$, $\Delta Q_2 = -|\delta_2\delta_i| + (|\varepsilon_i| - |\delta_i|)L_2^{rl} + |\varepsilon_j|L_2^{r, l} \leq 0$; we have to prove that $\varepsilon_j + K_2\Delta Q_2 \leq 0$. Since $\varepsilon_j = |\delta_2\delta_i|/2$, the above estimate holds if $K_2 > 1/(2 - L_2)$. This last inequality is satisfied because of (8.16) and (8.1). In case (iv), $0 < \Delta L(\tau) = |\varepsilon_i| - |\delta_i| = k_{a_j}|\varepsilon_j|$. However, we have on $\varepsilon_j$ the same estimate given on $\Delta L$ in Proposition 7.1 and then (11.10) holds again. \(\blacksquare\)

**Proposition 11.4.** We have for $k \geq 2$,

$$V_k^{SR}(t) \leq 2d_s \left( c^{k-1} \frac{1}{1-c} L(0) + \sum_{h=0}^{k-2} c^h \tilde{Q}_k^{h-1-h}(t) \right). \quad (11.11)$$

**Proof.** We discuss separately the contribution to $V_k^{SR}(t)$ of secondary paths and rarifications.

(I) Suppose that, at time $\tau < t$, a secondary path of order $l$ is generated with a wave $\varepsilon_\ast$. We claim that this path contributes to $V_k^{SR}(t)$, as a path, by less than

$$\begin{cases} c^h[\Delta Q_{k-h}(\tau)]_- & \text{if } l = k - h \leq k, \\ [\Delta Q_{k-h-1}(\tau)]_- & \text{if } l \geq k. \end{cases} \quad (11.12)$$

Indeed, if $l \leq k$, then $l = k - h$ for some $0 \leq h \leq k - 2$. Then, the path contributes to $V_k^{SR}(t)$, as a path, if it is continued in the time interval $(\tau, t)$ through at least $h$ interactions of types (2) and (3) (and possibly other interactions of types (iii), (iv), (2), (4)). Therefore we obtain the first line of (11.12) by (10.1) and (11.10).

If $l > k$ the secondary path contributes to $V_k^{SR}(t)$ of a term less than $[\Delta Q_{l-1}(\tau)]_- = [\Delta Q_{k-1}(\tau)]_-$, again by (11.10), and this proves (11.12).
As a conclusion, the contribution of secondary paths to $V_{SR}^k(t)$ is bounded by

$$
\sum_{h=0}^{k-2} \sum_{0<\tau<t}^{'} c^h[\Delta Q_{k-h-1}(\tau)]_-, \quad (11.13)
$$

where the second sum is done on interaction times $\tau$ at which a secondary shock is generated.

(II) Now, consider the contribution of rarefactions. In this case we must recall that once a rarefaction is generated (by interactions, because here $k \geq 2$; see Proposition 10.5 case (B)) it can increase its strength of the factor $d_*$ (see Proposition 10.5 case (A)).

Suppose that at time $\tau < t$ a reflected rarefaction wave $\varepsilon_j$ of order $l$ is generated as in cases (i), (iv), (4); see Proposition 10.5, case (B). This wave contributes to $V_{SR}^k(t)$ if and only if $l \geq k$.

In cases (i) and (iv) by (11.10) we have the estimate

$$
\varepsilon_j \leq [\Delta Q_{l-1}(\tau)]_- \leq [\Delta Q_{k-1}(\tau)]_- . \quad (11.14)
$$

In case (4), Lemma 11.3 does not apply and we argue as follows; let $\delta_i$ be the incoming shock with higher order, i.e., $l - 1$.

If $\delta_i$ is primary, we estimate $\varepsilon_j \leq c|\delta_i|$ by (5.26); then, because of (10.6), a bound for the total contribution to $V_{SR}^k(t)$ of the rarefactions generated in this case is given by

$$
\frac{c^{k-1}}{1-c} L(0) . \quad (11.15)
$$

In the case that $\delta_i$ is secondary, we exploit the estimate (11.12) with $k - 1$ replacing there $k$, because $l - 1 \geq k - 1$. Therefore, also taking into account (5.26), the total amount of rarefactions generated in this case is bounded by

$$
e^3 \sum_{h=0}^{k-3} \sum_{0<\tau<t}^{'} c^h[\Delta Q_{k-h-2}(\tau)]_- = \sum_{h=1}^{k-2} \sum_{0<\tau<t}^{'} c^h[\Delta Q_{k-h-1}(\tau)]_- . \quad (11.16)
$$

Above, the second sum is performed on interaction times $\tau$ at which a rarefaction is generated. By (11.14)–(11.16) and (10.8) the total contribution of rarefactions to $V_{SR}^k(t)$ is less than

$$
d_* \left( \frac{c^{k-1}}{1-c} L(0) + \sum_{h=0}^{k-2} \sum_{0<\tau<t}^{'} c^h[\Delta Q_{k-h-1}(\tau)]_- \right) . \quad (11.17)
$$

This concludes item (II).

In conclusion, by (11.13) and (11.17) we obtain

$$
V_{SR}^k(t) \leq 2d_* \left( \frac{c^{k-1}}{1-c} L(0) + \sum_{h=0}^{k-2} c^h \tilde{Q}_{k-h-1}(t) \right),
$$

whence (11.11) by (11.9). □

Next, we study the variations of the quadratic functionals. For $k \geq 1$ let $I_k$ denote the set of times where one of the following three interaction patterns occurs:

- $W^kC_2$: a wave of order $k$ and a contact discontinuity,
- $S^k_iR_i$: a shock wave of order $k$ and a rarefaction wave of the same family,
\( S_{i}^{k_{i}}(S_{i}')^{k_{i}'}\): two shock waves of the same family having orders \( k_{i}, k_{i}' \) and such that \( \max \{k_{i}, k_{i}'\} = k \).

**Lemma 11.5.** We have the following estimates:

\[
\Delta Q_{k}(t) = \begin{cases} 
K \{ V_{k}^{SR}(t) + \frac{\epsilon^{k-1}}{1-c} L(0) \} \{ -\Delta Q(t) + |\epsilon^*| \}, & \text{if } t \in I_1 \cup \cdots \cup I_{k-2}, k \geq 3, \\
KL(t) + K_{2}L_{2} \{-\Delta Q_{k-1}(t) + K_{0}|\delta\delta'| + |\epsilon^*| \}, & \text{if } t \in I_{k-1}, k \geq 2, \\
KL(t) + K_{2}L_{2} \{|\epsilon^*|, & \text{if } t \in I_{k} \cup I_{k+1} \cup \ldots, k \geq 1.
\end{cases}
\tag{11.18}
\]

Above, \( \delta \) and \( \delta' \) are the strengths of two shock waves of the same family interacting at time \( t \), while \( \epsilon^* \) is the strength of the reflected shock wave generated by an \( SR \) interaction at time \( t \) of two waves of the same family.

**Proof.** In the following argument, we use Propositions 5.2 and 5.4 several times. Below, \( \delta \) denotes the strength of a shock interacting with a wave of the same family; with a slight abuse of notation, in the case \( WC_2 \) of the proof below (and only there) we denote by \( \delta_i \) any wave, \( i = 1, 3 \). In particular, in the case \( S_{i}R_{i} \), the strength \( \epsilon^* = \epsilon_{j} \) satisfies 5.23.

If \( t \in I_{1} \cup \cdots \cup I_{k-2}, k \geq 3 \), by (10.6) and Proposition 8.4 we have

\[
\Delta Q_{k}(t) \leq \begin{cases} 
\frac{1}{2} \frac{1}{1-|a|} \frac{\delta_{2} || \delta_{i} || L(t) - L(0)}{1-c} & : WC_2 \\
|\epsilon^*| \left( V_{k}^{SR}(t) + \frac{\epsilon^{k-1}}{1-c} L(0) \right) & : S_{i}R_{i} \\
[\tilde{a}]_{s} K_{0} |\delta_{i} | L(t) & : S_{i}S_{i}
\end{cases}
\]

\[
\Delta Q_{k}(t) \leq \begin{cases} 
\frac{1}{2} \frac{1}{1-|a|} \frac{\delta_{2} || \delta_{i} || L(t) - L(0)}{1-c} & : WC_2 \\
|\epsilon^*| L(t) & : S_{i}R_{i} \\
[\tilde{a}]_{s} K_{0} |\delta_{i} | L(t) & : S_{i}S_{i}
\end{cases}
\]

\[
\Delta Q_{k}(t) \leq \begin{cases} 
\frac{1}{2} \frac{1}{1-|a|} \frac{\delta_{2} || \delta_{i} || L_{2}}{1-c} & : WC_2 \\
|\epsilon^*| L_{2} & : S_{i}R_{i} \\
[\tilde{a}]_{s} K_{0} |\delta_{i} | L_{2} + K_{0} |\delta_{i} | L_{2} & : S_{i}S_{i}
\end{cases}
\]

Here above, the letters \( l \) and \( r \) refer to the case \( i = 1 \); in proving the two final estimates we argued as in the proofs of Propositions 7.1, 7.2 and 8.4. Notice the term \([\tilde{a}]_{s} K_{0} |\delta_{i} | L_{2}\).
appearing in the case $S_i S_i$ of the estimate of $\Delta Q_{2,k}(t)$, which is due to the secondary shock of order $k$ produced by the interaction.

Hence, the second line in (11.18) follows. Obviously, in that estimate, either the term $K_0|\delta \delta'|$ or the term $|\varepsilon^*|$ appears; both can be missing.

Finally, if $t \in I_k \cup I_{k+1} \cup \ldots $, $k \geq 1$, then

$$
\Delta Q_k(t) \leq \left\{ \begin{array}{l}
\frac{1}{2} \frac{1}{1 - |a|} |\delta_2| |\delta_i| L(t^-) & : WC_2 \\
|\varepsilon^*| L(t^-) & : S_i R_i \\
-|\delta_2| |\delta_i| + \frac{1}{2} \frac{1}{1 - |a|} |\delta_2| |\delta_i| L_2 & : WC_2 \\
|\varepsilon^*| L_2 & : S_i R_i \\
[\hat{a}]_s K_0 |\delta_i| L_2 + K_0 |\delta_i| L_2^\ell \leq K_0 |\delta_i| L_2 & : S_i S_i \\
- \left(1 - \frac{1}{2} \frac{1}{1 - |a|} L_2 \right) |\delta_2| |\delta_i| + K_0 |\delta_i| L_2 + |\varepsilon^*| L_2.
\end{array} \right.
$$

As above, the letters $l$ and $r$ refer to the case $i = 1$. Differently than in the previous case, we can now absorb the term $K_0|\delta_i| L_2$. Indeed,

$$
\Delta Q_k(t) \leq - \{K \left(1 - K_0 [\hat{a}]/L(t^-) \right) - K_0 K_2 L_2 \} |\delta, \delta_i'| \\
\frac{1}{2} \frac{1}{1 - |a|} \left\{ K_2 \left(2(1 - [\hat{a}]) - L_2 \right) - K L(t^-) \right\} |\delta_2| |\delta_i| \\
+ |\varepsilon^*| \left\{ KL(t^-) + K_2 L_2 \right\}.
$$

By (8.12) and (8.7), the proof of (11.18) is complete. \qed

Now, we carry out the estimates of the quadratic waves by using Lemma 11.5. We denote

$$
\kappa_1 = \sqrt{K L} + K_2 L_2. 
$$

PROPOSITION 11.6. Fix $k \geq 2$; denote $\bar{L} \doteq I_1 \cup \cdots \cup I_{k-2}$ and $\bar{T} \doteq I_{k-1} \cup I_k \cup \cdots$. Then

$$
\bar{Q}_k^+ \leq \kappa_1 \bar{Q}_{k-1}^+ + K F(0) \left( \frac{c^{k-1}}{1 - c} L(0) + \bar{V}_k^{SR} \right) \\
+ \kappa_1 \left( \frac{K_0 F(0)}{2} + \frac{c}{1 - c} \right) \left( \frac{c^{k-2}}{1 - c} L(0) + \bar{V}_k^{SR} \right). 
$$

Proof. Let $\tau$ be an interaction time. By considering the possible signs of $\Delta Q_k(\tau)$, it follows from (11.18) (writing $\delta, \delta_i$, instead of $\delta, \delta_i$, and so on) that, for $k \geq 2$,

$$
\bar{Q}_k^+ \leq K \left( \bar{V}_k^{SR} + \frac{c^{k-1}}{1 - c} L(0) \right) \sum_{\bar{L}} \left\{ -\Delta Q(\tau) + |\varepsilon^*| \right\} \\
+ \kappa_1 \left( K_0 \sum_{I_k^{SS}} |\delta, \delta_i'| + \sum_{\bar{T}} \left\{ [\Delta Q_{k-1}(\tau)]_+ + |\varepsilon^*| \right\} \right).
$$

The summations above are made on shock waves $\delta$, $\delta_i$ of the same family interacting at time $\tau$ and on shock waves $\varepsilon^*$ generated through an $SR$ interaction at time $\tau$. We have
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that

\[ \sum_{I} \{-\Delta Q(\tau)\} \leq Q(0) \quad \text{and} \quad \sum_{I} [\Delta Q_{k-1}(\tau)]_{-} \leq \sum_{I} [\Delta Q_{k-1}(\tau)]_{+} \leq \tilde{Q}_{k-1}^{+}, \]

by (11.8). Therefore it follows that

\[ \tilde{Q}_{k}^{+} \leq K \left( \tilde{V}_{k}^{SR} + \frac{c^{k-1}}{1-c} L(0) \right) \left( Q(0) + \sum_{I} |\varepsilon_{\tau}^{*}| \right) + \kappa_{1} \left( \tilde{Q}_{k-1}^{+} + K_{0} \sum_{I \in \bar{I}_{k-1}} |\delta_{\tau}^{*} \delta_{\tau}'| + \sum_{I} |\varepsilon_{\tau}^{*}| \right). \]  

(11.21)

Now, we estimate the sums appearing in (11.21). We claim that

\[ \sum_{I_{1} \cup \cdots \cup I_{k-2}} |\varepsilon_{\tau}^{*}| \leq \frac{c}{1-c} \left( L(0) + Q(0) \right), \]  

(11.22)

\[ \sum_{I_{k-1} \cup I_{k} \cup \cdots} |\varepsilon_{\tau}^{*}| \leq \frac{c}{1-c} \left( c^{k-2} L(0) + \tilde{V}_{k-1}^{SR} \right), \]  

(11.23)

\[ \sum_{I_{\ell}^{SS}_{k-1}} |\delta_{\tau}^{*} \delta_{\tau}'| \leq \frac{1}{2} \left( L(0) + Q(0) \right) \left( c^{k-2} L(0) + \tilde{V}_{k-1}^{SR} \right). \]  

(11.24)

First, recall that we assumed that at each interaction time there is precisely one interaction; therefore, interaction times \( \tau \) correspond uniquely to interaction points \( P_{\tau} \). With a slight abuse of notation we understand \( \alpha_{\Gamma} \) and \( k_{\Gamma} \) as functions of the point \( P \) belonging to the path \( \Gamma \). Under this notation, then, at an interaction time \( \tau \) we have \( \alpha_{\Gamma}(\tau) = \alpha_{\Gamma}(\tau+) = \alpha_{\Gamma}(P_{\tau}) \) and analogously for \( k_{\Gamma} \). We define

\[ I_{h} \doteq \{ P_{\tau} : \tau \in I_{h} \} \]

and, as above, \( \bar{I} \doteq I_{1} \cup \cdots \cup I_{k-2}, \bar{I} \doteq I_{k-1} \cup I_{k} \cup \cdots \). Consider first (11.22). We have

\[ \sum_{I} |\varepsilon_{\tau}^{*}| \leq \sum_{P \in \bar{I}} \sum_{\Gamma \in \mathcal{P}(P)} \alpha_{\Gamma}(P) \leq \sum_{\Gamma \in \mathcal{P}} \sum_{P \in \Gamma \cap \bar{I}} c^{k_{\Gamma} - k_{\Gamma}(P_{0,0})} \alpha_{\Gamma}(P_{0,\Gamma}) \]  

by changing the order of summation. In the last estimate we used (10.3). Clearly, the number \( m_{\Gamma} \) of points \( P \in \Gamma \cap \bar{I} \) is less than \( k-2 \); then for every \( \Gamma \) we have

\[ \sum_{P \in \Gamma \cap \bar{I}} c^{k_{\Gamma}(P) - k_{\Gamma}(P_{0,0})} \leq m_{\Gamma} \leq \frac{c}{1-c}. \]

Moreover, notice that by (10.4), (10.5) and (11.1) it follows that

\[ \sum_{\Gamma \in \mathcal{P}} \alpha_{\Gamma}(t_{0,\Gamma}) \leq L(0) + Q(0) . \]
From the inequalities above we deduce (11.22). The proof of (11.23) is analogous; however, we estimate the term analogous to the right-hand term in (11.25) as follows:

\[
\sum_{\Gamma \in \Gamma_c} \sum_{P \in \Gamma_c \cap \mathbb{Z}} c^{k \Gamma(P) - k \Gamma(P_0, r)} \alpha_{\Gamma}(P_0, \Gamma) \\
\leq \left( \sum_{\Gamma \in \Gamma_c} \sum_{\Gamma_c} \sum_{P \in \Gamma_c \cap \mathbb{Z}} c^{k \Gamma(P) - k \Gamma(P_0, r)} \alpha_{\Gamma}(P_0, \Gamma) \right) \\
\leq \frac{c}{1-c} \left( e^{k-2}L(0) + \tilde{V}_{k-1}^{SR} \right) .
\]  

(11.26)

Here we used (10.4), (10.5) and the notation (11.7); the estimate (11.23) then follows.

At last we prove the estimate (11.24). Under the notation above we have

\[
\sum_{P \in I_{k-1}^{SS}} |\delta(P)\delta'(P)| \leq \frac{1}{2} \sum_{\Gamma \in \Gamma_c} \sum_{P \in \Gamma_c \cap I_{k-1}^{SS}} \alpha_{\Gamma}(P) \sum_{\Gamma' \in \Gamma_c \setminus \Gamma} \alpha_{\Gamma'}(P) \\
\leq \frac{1}{2} \sum_{\Gamma \in \Gamma_c} \sum_{\Gamma' \in \Gamma_c} \sum_{P \in \Gamma_c \cap \Gamma' \cap I_{k-1}^{SS}} \alpha_{\Gamma}(P) \alpha_{\Gamma'}(P) \\
\leq \frac{1}{2} (L(0) + Q(0)) \left( \sum_{\Gamma \in \Gamma_c} \sum_{\Gamma_c} \sum_{P \in \Gamma_c \cap I_{k-1}^{SS}} \alpha_{\Gamma}(P) \right) \\
\leq \frac{1}{2} (L(0) + Q(0)) \left( e^{k-2}L(0) + \tilde{V}_{k-1}^{SR} \right) ,
\]

by arguing as in proving (11.26). This proves (11.24). The estimate (11.20) then follows by (11.21)–(11.24).

Now, we write the estimate (11.20) in a simpler way. We denote

\[
b \doteq 2d_\ast \left( \frac{K_0 \kappa_1}{1-c} + \frac{K_0 \kappa_1}{2c} \right) F(0) + \frac{2d_\ast}{1-c} \kappa_1 \doteq b_1 + b_2 ,
\]

(11.27)

\[
C \doteq \left\{ \frac{cK F(0)}{(1-c)^2} (1+2d_\ast) + \kappa_1 \left( \frac{K_0 F(0)}{2} + \frac{c}{1-c} \right) \left( 1 + \frac{2d_\ast}{1-c} \right) \right\} L(0) .
\]

COROLLARY 11.7. For \( k \geq 2 \) we have

\[
\tilde{Q}_k^+ \leq \left( \tilde{Q}_1^+ + \frac{C}{b} \right) (b+c)^{k-1} ,
\]

(11.28)

\[
\tilde{V}_{k-1}^{SR} \leq 2d_\ast \left( \frac{L(0)}{1-c} + \tilde{Q}_1^+ + \frac{C}{b} \right) (b+c)^{k-1} .
\]

(11.29)

**Proof.** First we prove (11.28) by applying (11.11) to (11.20). In the resulting formula we collect all terms containing \( L(0) \); the coefficient of the term with \( \tilde{Q}_{k-1}^+ \) is bounded by \( b \) while all the other terms \( c^h \tilde{Q}_{k-h}^+ \), for \( 0 \leq h \leq k-3 \) have just \( b \) as coefficient. Then,

\[
\tilde{Q}_k^+ \leq b \sum_{h=0}^{k-2} c^h \tilde{Q}_{k-1-h}^+ + C c^{k-2} .
\]

(11.30)

Denote \( W_k \doteq \tilde{Q}_k^+ + c \tilde{Q}_{k-1}^+ + \cdots + c^{k-1} \tilde{Q}_1^+ \), so that \( \tilde{Q}_k^+ = W_k - cW_{k-1} \). By (11.30) we deduce

\[
W_k \leq (b+c)W_{k-1} + C c^{k-2} 
\]

(11.31)
and then, by recursion,

\[ W_k \leq (b + c)^{k-1} W_1 + C c^{k-2} \sum_{h=0}^{k-2} \left( \frac{b + c}{c} \right)^h \leq (b + c)^{k-1} W_1 + \frac{C}{b} (b + c)^{k-1}. \]  

(11.32)

This proves (11.28), because \( \tilde{Q}_k^+ \leq \tilde{W}_k \) and \( \tilde{Q}_1^+ = W_1 \). At last, (11.29) follows by (11.11) and (11.32) with \( k - 1 \) replacing \( k \).

As a consequence of (11.28), if \( b + c < 1 \) (11.33) holds, then \( \tilde{Q}_k^+ \to 0 \) and \( \tilde{V}_{SR}^k \to 0 \) as \( k \to \infty \). Condition (2.6) is just required to prove (11.33).

**Proposition 11.8.** Assume (2.6) and that \( L_2 L_{tot}(0) \) is sufficiently small. Then condition (11.33) holds.

**Proof.** First, observe that, by (8.16), condition (2.6) is equivalent to

\[ 2 d_* K_2 L_2 = 2 e^{\frac{1}{2} - \frac{L_0}{2 |\bar{a}|_*}} K_2 L_2 < (1 - c)^2. \]  

(11.34)

On the one hand, condition (11.34) implies the inequality \( K_2 L_2 < 1 - c \) that we previously obtained as a consequence of (8.1) and (8.16). Indeed, in the proof of Proposition 8.1 see (8.11), we essentially required the condition

\[ KL(0) + K_2 L_2 \leq 1 - c. \]  

(11.35)

The condition (11.35) implies that

\[ Q(0) \leq KL(0)^2 + K_2 L_2 (L(0) + L^+(0)) \leq (KL(0) + K_2 L_2) (L(0) + L^+(0)) \leq (1 - c) L_{tot}(0) \]  

(11.36)

and then

\[ \kappa_1 \leq K (L(0) + Q(0)) + K_2 L_2 \leq K(2 - c) L_{tot}(0) + K_2 L_2, \]  

(11.37)

because we have \( \tilde{L} \leq F(0) \) by Corollary 8.3.

On the other hand, consider (11.27); the estimate (11.37) and (8.16) imply

\[ b_2 \leq d_* K_0 \frac{(2 - c)^2}{1 - c} (L_2 + 2 |\bar{a}|_*) \cdot L_{tot}(0) + \frac{2 d_*}{1 - c} K_2 L_2 \geq b_{2,1} + b_{2,2}. \]

Now, condition (11.33) also reads \( b_1 + b_2 < 1 - c \). By (11.34), we have \( b_{2,2} < 1 - c \). By (6.4) and (11.37), we claim that

\[ b_{2,1} + b_{2,2} = O(1) L_2 L_{tot}(0). \]  

(11.38)

Once we prove this claim, the condition (11.33) shall hold if \( L_2 L_{tot}(0) \) is sufficiently small.

To prove the claim, notice that (11.36) and the expression of the many constants implies that

\[ F(0) \leq (2 - c) L_{tot}(0), \]

\[ \kappa_1 \leq (2 - c) L_2 \left( \frac{2 - c}{4 |\bar{a}|_*} L_{tot}(0) + \frac{1}{2(1 - |\bar{a}|_*)} \right). \]
We use \( L_2 + 2|\bar{a}|_* \leq 2L_2 \), see (6.3), and make use of the two estimates above to obtain
\[
b_1 + b_{2,1} \leq \frac{d_s(2 - c)^2}{|\bar{a}|_*} \left( 1 + \frac{1 - c}{8c} \left( \frac{2 - c}{2|\bar{a}|_*} L_{\text{tot}}(0) + \frac{1}{1 - |\bar{a}|_*} \right) \right) L_2 L_{\text{tot}}(0),
\]
whence (11.38).

\( \square \)

**Remark 11.9.** We can make precise how small must be the product \( \text{WTV}(\bar{a}) \cdot \text{TV}(\bar{v}, \bar{u}) \) in order that Theorem 2.1 holds. A first condition comes from the proof of Proposition 11.8 from (11.39) we must require
\[
\frac{d_s(2 - c)^2}{2|\bar{a}|_*} \left( 1 + \frac{1 - c}{8c} \left( \frac{2 - c}{2|\bar{a}|_*} L_{\text{tot}}(0) + \frac{1}{1 - |\bar{a}|_*} \right) \right) L_2 L_{\text{tot}}(0) < \frac{1}{2} \frac{(1 - c)^2}{2 - c} - \langle \bar{a} \rangle e(\bar{a}).
\]

A second condition comes from (8.17), namely
\[
L_{\text{tot}}(0) < \frac{2(1 - |\bar{a}|_*)(1 - c) - (2 - c)L_2}{K_0(2 - c)^2(1 - |\bar{a}|_*)(L_2 + 2|\bar{a}|_*)}.
\]

By (6.4) we have \( L_2 + 2|\bar{a}|_* \leq 2L_2 \) and then
\[
\frac{2(1 - |\bar{a}|_*)(1 - c) - (2 - c)L_2}{K_0(2 - c)^2(1 - |\bar{a}|_*)(L_2 + 2|\bar{a}|_*)} \geq \frac{2|\bar{a}|_*}{2(1 - |\bar{a}|_*)(2 - c)L_2}.
\]

Therefore, if
\[
L_2 L_{\text{tot}}(0) < 2|\bar{a}|_* \frac{2(1 - |\bar{a}|_*)(1 - c) - (2 - c)L_2}{(2 - c)^2(1 - |\bar{a}|_*)},
\]
in particular if \( L_2 L_{\text{tot}}(0) \) is small, then (11.41) holds. Conditions (11.40) and (11.42) together make precise the smallness of \( \text{WTV}(\bar{a}) \cdot \text{TV}(\bar{v}, \bar{u}) \).

Finally we show how to choose a constant \( M \), as a function of the initial data, in order that (5.22) holds. We define, using the notation introduced in (8.19),
\[
M = 2|\bar{v}_{+\infty}, \bar{u}_{+\infty} - (\bar{v}_{-\infty}, \bar{u}_{-\infty})| + \frac{24}{1 - |\bar{a}|_*} \text{TV}(\bar{v}, \bar{u})
\]

The quantity \( c = c(M, \bar{a}_*, \bar{a}_*) \) is fixed consequently. In turn, this choice fixes the constants \( K \) and \( K_2 \) in (8.16) and then the functional \( F \) in (6.3). Denote
\[
\bar{r}_{-\infty} = r(\bar{v}_{-\infty}, \bar{u}_{-\infty}), \quad \bar{s}_{-\infty} = s(\bar{v}_{-\infty}, \bar{u}_{-\infty}).
\]

At last, let \( S_q ((\bar{r}_{-\infty}, \bar{s}_{-\infty}), M) \) denote the square in the \((r, s)\) plane whose sides, of length \( M \), are parallel to the \( r \) or \( s \) axes and whose center is the point \((\bar{r}_{-\infty}, \bar{s}_{-\infty})\).

**Proposition 11.10.** Let \( M \) be as in (11.43). Then, every wave interaction involves values of \( r \) and \( s \) lying within the square \( S_q ((\bar{r}_{-\infty}, \bar{s}_{-\infty}), M) \) in the \((r, s)\) plane.

**Proof.** We obviously have
\[
|(\bar{v}(x), \bar{u}(x)) - (\bar{v}_{-\infty}, \bar{u}_{-\infty})| \leq \text{TV}(\bar{v}, \bar{u}) \leq \frac{24}{1 - |\bar{a}|_*} \text{TV}(\bar{v}, \bar{u}).
\]

This means both that \( \text{TV}(\bar{v}, \bar{u}) \leq M \) and that the initial data are confined in the square \( S_q ((\bar{r}_{-\infty}, \bar{s}_{-\infty}), M) \).
By (11.4) we deduce
\[ |\varepsilon_1| + |\varepsilon_3| \leq \frac{2}{1 - |\bar{a}|_*} (|r_R - r_L| + |s_R - s_L|). \] (11.45)

Therefore the strength of every wave at time \(0^+\) is less than \(\frac{4}{1 - |\bar{a}|_*} \text{TV}(\bar{v}, \bar{u}) \leq M\). By (11.36) and (11.45) we deduce
\[ F(0^+) \leq L(0^+) + (1 - c) L_{\text{tot}}(0^+) \leq \frac{8}{1 - |\bar{a}|_*} \text{TV}(\bar{v}, \bar{u}). \] (11.46)

By (11.43) we conclude that \(\text{TV}(v(x, t_{n^+}), u(x, t_{n^+})) \leq M\) and, as a consequence, that \((v(x, t_{n^+}), u(x, t_{n^+}))\) belongs to \(S_q((\bar{r}_{-\infty}, \bar{s}_{-\infty}), M)\). We now iterate the procedure. Suppose that
\[ |(v(x, t_n^-), u(x, t_n^-)) - (\bar{v}_{-\infty}, \bar{u}_{-\infty})| \leq M. \]

By the same argument as above we conclude that the strength of any interacting wave at \(t = t_{n^+}\) is less than \(M\), and so on. This concludes the proof. \(\square\)

Estimates of physical waves are obtained by (10.6) and (11.29). Now, we shall briefly carry out the estimates of nonphysical waves, relying on [7], [9]. Note that only the simplified Riemann solver generates a nonphysical wave and nonphysical waves do not interact with each other. The strength of a nonphysical wave is defined as in [7].

**Proposition 11.11.** Let \(\varepsilon\) denote the strength of a nonphysical wave. Then
\[ |\varepsilon| \leq C_1 \rho, \] (11.47)
\[ \sum_{\varepsilon \in \mathcal{N}_P, k \geq k} |\varepsilon| \leq C_2 \sup_{t > 0} \{ V_k^P(t) + V_k^{SR}(t) \}, \] (11.48)

for some constants \(C_1\) and \(C_2\). Moreover, for any given \(h > 0\), there exists a threshold \(\rho_h > 0\) so that the approximate solution constructed by the front-tracking scheme satisfies
\[ \sum_{\varepsilon \in \mathcal{N}_P} |\varepsilon| \leq h. \] (11.49)

**Proof.** The estimate (11.47) comes from the local interaction estimates. Since the amount of nonphysical waves generated at \(I_k\) is \(O(1) \cdot (V_k^P(t) + V_k^{SR}(t))\), we obtain (11.48).
Let $N_0$ be the number of shock waves at $t = 0$. Then there exists a polynomial $P$ such that

$$
\sum_{\varepsilon \in \mathbb{N}^P} |\varepsilon| = \sum_{\varepsilon \in \mathbb{N}^P} |\varepsilon| + \sum_{k \leq k-1} \sum_{\varepsilon \in \mathbb{N}^P} |\varepsilon|
\leq O(1) P(N_0, h^{-1}) \rho + O(1) \sup_{t > 0} \left( V^{P}_k(t) + V^{SR}_k(t) \right)
= O(1) P(N_0, h^{-1}) \rho + O(1) (b + c)^{k-1},
$$

because of (10.6) and (11.29). By (11.33) we can choose $k$ such that $O(1) (b + c)^{k-1} \leq \frac{h}{2}$ and then $\rho$ so that (11.49) holds.

Now, we show how to choose the parameters introduced in Section 6.

Proposition 11.10 implies that the sequences $\{r_\nu\}$ and $\{s_\nu\}$ are bounded; then also $\{v_\nu\}$ is uniformly bounded, both from above and away from 0, because $v = a(\lambda) \exp(\frac{r - s^2}{2a^*})$ by (3.2). As a consequence, both characteristic speeds $e_1$ and $e_3$ are bounded and we can choose a suitable speed $\hat{s}$ for the nonphysical waves. Next, consider any sequence $\eta = \eta_\nu > 0$ that vanishes as $\nu \to \infty$. Proposition 11.11 provides us with a sequence $\rho = \rho_1/\nu$ that makes the total strength of nonphysical waves less than $1/\nu$.

The proof of Theorem 2.1 is then completed by following the standard arguments in [7], [9].

Appendix A. On the metric defined by the Riemann invariants. In this appendix we provide some technical results on bounds of states by involving the metric introduced first in (3.3).

Let $w_j(U)$, $1 \leq j \leq N$, be independent Riemann invariants defined in the state space $\Omega \subset \mathbb{R}^N$. Observe, however, that we merely need that the map $w : \Omega \to \mathbb{R}^N$ is injective.

A metric in $\Omega$ is defined by

$$
|U_B - U_A| = \max_{1 \leq j \leq N} |w_j(U_B) - w_j(U_A)|.
$$

As above, with a slight abuse of notation we use the symbol $|\cdot|$ to denote both the metric (in $\mathbb{R}^N$) and the absolute value (in $\mathbb{R}$). Let $\Delta : a = x_0 \leq x_1 \leq \cdots \leq x_n = b$ be an arbitrary partition of an interval $[a, b]$. For $U(x) : \mathbb{R} \to \Omega$, its total variation is defined by

$$
TV_{[a, b]} U = \sup_{\Delta} \sum_{1 \leq l \leq n} |U(x_l) - U(x_{l-1})|.
$$

PROPOSITION A.1. Consider a function $U : \mathbb{R} \to \Omega \subset \mathbb{R}^N$ and real numbers $a < b$. Then

$$
|U(b) - U(a)| \leq TV_{[a, b]} U.
$$

Proof. Let $\Delta : a = x_0 \leq x_1 \leq \cdots \leq x_n = b$ be an arbitrary partition of the interval $[a, b]$. By definition we have, for some $j_0$,
Now, we study the positive and negative variations. We use the notation
\[ |U(b) - U(a)| = |w_{j_0}(U(b)) - w_{j_0}(U(a))| \leq \sum_{1 \leq t \leq n} |w_{j_0}(U(x_t)) - w_{j_0}(U(x_{t-1}))| \]
\[ \leq \sum_{1 \leq t \leq n} |U(x_t) - U(x_{t-1})| \leq TV_{[a,b]}U. \]

\[ \square \]

Now, we study the positive and negative variations. We use the notation
\[ [F(x)]_+ = \max\{F(x), 0\}, \quad [F(x)]_- = \max\{-F(x), 0\}. \]

**Lemma A.2.** Consider a function \( U : \mathbb{R} \to \Omega \subset \mathbb{R}^N \) and a partition \( \Delta : a = x_0 \leq x_1 \leq \cdots \leq x_n = b \) of the interval \([a, b]\). For every \( 1 \leq j \leq N \) we have
\[
\sum_{1 \leq l \leq n} [w_j(U(x_l)) - w_j(U(x_{l-1}))]_+ \geq |U(b) - U(a)| + \sum_{1 \leq l \leq n} [w_j(U(x_l)) - w_j(U(x_{l-1}))]_-.
\]

**Proof.** Note that for all \( 1 \leq j \leq N \) we have
\[
w_j(U(b)) - w_j(U(a)) = \sum_{1 \leq l \leq N} [w_j(U(x_l)) - w_j(U(x_{l-1}))]_+ - \sum_{1 \leq l \leq N} [w_j(U(x_l)) - w_j(U(x_{l-1}))]_-.
\]

As a consequence,
\[
\sum_{1 \leq l \leq N} [w_j(U(x_l)) - w_j(U(x_{l-1}))]_+ = w_j(U(b)) - w_j(U(a)) + \sum_{1 \leq l \leq N} [w_j(U(x_l)) - w_j(U(x_{l-1}))]_-
\]
\[ \leq |w_j(U(b)) - w_j(U(a))| + \sum_{1 \leq l \leq N} [w_j(U(x_l)) - w_j(U(x_{l-1}))]_-
\]
\[ \leq |U(b) - U(a)| + \sum_{1 \leq l \leq N} [w_j(U(x_l)) - w_j(U(x_{l-1}))]_-.
\]

\[ \square \]

From now on we consider the case \( N = 2 \). This is the case, for instance, of isothermal (isentropic) gas dynamics. However, our case also falls into this framework, as far as the component \( \tilde{U} = (v, u) \) of \((v, u, \lambda)\) is concerned, if we choose
\[ w_1 = r(\tilde{U}), \quad w_2 = s(\tilde{U}). \]

In fact, the Riemann invariants \( r \) and \( s \), referred to \( a(0) \), are constants across the jumps of \( \lambda \).

Consider a sequence of states
\[ U_{-\infty} = U_0, \quad U_1, \quad U_2, \ldots, \quad U_n = U_{\infty}, \quad \text{in } \Omega \subset \mathbb{R}^2, \quad (A.2) \]
connected by $j$-waves $(1 \leq j \leq 2)$ and define

$$
\mathcal{L}^+_j = \{ l : w_j(U_l) \geq w_j(U_{l-1}), \ 1 \leq l \leq n \},
$$

$$
\mathcal{L}^-_j = \{ l : w_j(U_l) < w_j(U_{l-1}), \ 1 \leq l \leq n \}.
$$

**Lemma A.3.** For any sequence of states as in (A.2) and every $j = 1, 2$, we have

$$
\sum_{l \in \mathcal{L}^+_j} (w_j(U_l) - w_j(U_{l-1}))_+ \leq |U_\infty - U_-\infty| + \sum_{l \in \mathcal{L}^-_j} (w_j(U_l) - w_j(U_{l-1}))_-.
$$

**Proof.** If $U_{l-1}$ and $U_l$ are connected by a $j$-rarefaction curve, then it follows from Figure 1 that

$$
w_j(U_l) > w_j(U_{l-1}), \ w_j^*(U_l) > w_j^*(U_{l-1}),
$$

where $j^* = 2$ for $j = 1$ and $j^* = 1$ for $j = 2$. Similarly, if $U_{l-1}$ and $U_l$ are connected by a $j$-shock curve, then

$$
w_j(U_l) < w_j(U_{l-1}), \ w_j^*(U_l) < w_j^*(U_{l-1}).
$$

Moreover, for both cases we have

$$
|w_j^*(U_l) - w_j^*(U_{l-1})| < |w_j(U_l) - w_j(U_{l-1})|.
$$

By Lemma A.2 together with the above observation, we obtain (A.3). □

We can now prove our main result. First, for a sequence of states as in (A.2), define

$$
\mathcal{L}^- = \{ l ; \ 1 \leq l \leq n, \ U_{l-1} \text{ and } U_l \text{ are connected by a shock curve} \}.
$$

**Theorem A.4.** Consider a sequence of states as in (A.2) connected by $j$-waves $(j = 1, 2)$. Then

$$
\sum_{1 \leq l \leq n} |U_l - U_{l-1}| \leq 2|U_\infty - U_-\infty| + 3 \sum_{l \in \mathcal{L}^-} |U_l - U_{l-1}|.
$$

**Proof.** Let us define the index $j(l)$ so that

$$
|U_l - U_{l-1}| = |w_{j(l)}(U_l) - w_{j(l)}(U_{l-1})|.
$$

We find by (A.4) that $j(l)$ is well defined. It follows by Lemma A.3 that

$$
\sum_{1 \leq l \leq n} |U_l - U_{l-1}| = \sum_{1 \leq l \leq n} |w_{j(l)}(U_l) - w_{j(l)}(U_{l-1})|
$$

$$
= \sum_{j' = 1, 2} \sum_{j(l) = j'} \sum_{l \in \mathcal{L}^+_j} (w_{j'}(U_l) - w_{j'}(U_{l-1}))_+ + \sum_{j' = 1, 2} \sum_{j(l) = j'} \sum_{l \in \mathcal{L}^-_j} (w_{j'}(U_l) - w_{j'}(U_{l-1}))_-
$$

$$
\leq 2|U_\infty - U_-\infty| + \sum_{j' = 1, 2} \sum_{l \in \mathcal{L}^-_j} (w_{j'}(U_l) - w_{j'}(U_{l-1}))_-
$$

$$
+ \sum_{j' = 1, 2} \sum_{j(l) = j'} \sum_{l \in \mathcal{L}^-_j} (w_{j'}(U_l) - w_{j'}(U_{l-1}))_-. 
$$

If $j' \neq j(l)$, then $j' = j(l)^*$. By using (A.4), we have, if $j' \neq j(l)$,

$$
[w_{j'}(U_l) - w_{j'}(U_{l-1})]_- < [w_{j(l)}(U_l) - w_{j(l)}(U_{l-1})]_-.
$$
Thus
\[
\sum_{j'=1,2} \sum_{l \in \mathcal{L}_{j'}} [w_{j'}(U_l) - w_{j'}(U_{l-1})]_+ \leq 2 \sum_{j'=1,2} \sum_{l \in \mathcal{L}_{j'}} [w_{j'}(U_l) - w_{j'}(U_{l-1})]_-
\]
\[= 2 \sum_{l \in \mathcal{L}^-} |U_l - U_{l-1}|.\]

This proves the theorem. □
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