SPECTRAL THEORY OF OPERATOR MEASURES IN HILBERT SPACE
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Abstract. In §2 the spaces $L^2(\Sigma, H)$ are described; this is a solution of a problem posed by M. G. Krein.

In §3 unitary dilations are used to illustrate the techniques of operator measures. In particular, a simple proof of the Naimark dilation theorem is presented, together with an explicit construction of a resolution of the identity. In §4, the multiplicity function $N_\Sigma$ is introduced for an arbitrary (nonorthogonal) operator measure in $H$. The description of $L^2(\Sigma, H)$ is employed to show that this notion is well defined. As a supplement to the Naimark dilation theorem, a criterion is found for an orthogonal measure $E$ to be unitarily equivalent to the minimal (orthogonal) dilation of the measure $\Sigma$.

In §5 it is proved that the set $\Omega_\Sigma$ of all principal vectors of an arbitrary operator measure $\Sigma$ in $H$ is massive, i.e., it is a dense $G_\delta$-set in $H$. In particular, it is shown that the set of principal vectors of a selfadjoint operator is massive in any cyclic subspace.

In §6, the Hellinger types are introduced for an arbitrary operator measure; it is proved that subspaces realizing these types exist and form a massive set.

In §7, a model of a symmetric operator in the space $L^2(\Sigma, H)$ is studied.
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§1. Introduction

The theory of orthogonal operator measures (spectral measures) is exhaustively complete; see [11], [6], [17], [27]. The principal objects studied in this paper are operator measures (not necessarily orthogonal) in a separable Hilbert space $H$.

Operator measures arise naturally in various questions of the spectral theory of selfadjoint operators (with spectrum of finite or infinite multiplicity), in integral representations of operator-valued functions of Herglotz and Nevanlinna classes, in the theory of models for symmetric operators, etc. In [10], operator measures were employed for estimating univalent functions.

2000 Mathematics Subject Classification. Primary 47B15; Secondary 47A10.

©2004 American Mathematical Society
Such measures were also used in an essential way in the quantum measurement theory and quantum statistics; see [32]. For example, from quantum theory it is known [32] that every $\mathbb{R}^n$-measurement (an affine mapping $S \mapsto \mu_S(du)$ of the set of states to the set of probability measures on $\mathbb{R}^n$) is uniquely determined by a generalized (not necessarily orthogonal) resolution $\Sigma$ of the identity in $H$ by the formula
\[
\mu_S(\delta) = \text{Tr}(S \cdot \Sigma(\delta)), \quad \delta \in \mathcal{B}(\mathbb{R}^n),
\]
in which $S$ is a state ($S \in \mathcal{G}_1(H)$, $S \geq 0$, $\text{Tr} S = 1$).

We briefly describe the content of the paper.

Every operator measure $\Sigma$ in $H$ gives rise to a semi-Hilbert space $L^2(\Sigma, H)$ (endowed with a seminorm instead of a norm) and to a Hilbert space $L^2(\Sigma, H)$. We remind the reader that $L^2(\Sigma, H)$ is defined as follows. Consider the space $C_{00}(H)$ of $H$-valued strongly continuous functions with compact support and taking values in finite-dimensional subspaces of $H$. Then $L^2(\Sigma, H)$ is the completion of $C_{00}(H)$ with respect to the seminorm
\[
\|f\|^2_{L^2(\Sigma, H)} := \langle f, f \rangle_{L^2(\Sigma, H)} = \int_{\mathbb{R}} (d\Sigma(t)) f(t), f(t) \rangle_H.
\]
The integral in (1.1) is understood as the limit of the Riemann–Stieltjes sums. Furthermore, the Hilbert space $L^2(\Sigma, H)$ is the quotient of $\tilde{L}^2(\Sigma, H)$ over the kernel of the seminorm (1.1):
\[
L^2(\Sigma, H) = \tilde{L}^2(\Sigma, H)/\{ f \in \tilde{L}^2(\Sigma, H) : \| f \|_{L^2(\Sigma, H)} = 0 \}.
\]

The problem of an intrinsic description (in function theory terms) of the spaces $\tilde{L}^2(\Sigma, H)$ and $L^2(\Sigma, H)$ was posed by M. G. Krein [23].

In the case where $\dim H < \infty$, this problem was solved by I. S. Kats [20] (see also [1], [17]). In §2 (see Theorem 2.14) we present a solution of this problem in the case of infinite dimension.

Both in the proof of Theorem 2.14 and in subsequent constructions, a crucial role is played by the Berezanski–Gelfand–Kostyuchenko theorem (BGK-theorem) about the differentiability of an operator measure; see [2], [3], [13], [12].

We note also that the descriptions of the space $L^2(\Sigma, H)$ for $\dim H < \infty$ and for $\dim H = \infty$ differ in principle. If $\dim H < \infty$, the space $\tilde{L}^2(\Sigma, H)$ identifies with a certain space of $\rho$-measurable $H$-valued functions, but if $\dim H = \infty$, this is not so even in simplest cases. For instance, let $0 < K \in \mathcal{G}_\infty$, and let $\Sigma(t) = 0$ for $t \leq t_0$, $\Sigma(t) = K$ for $t > t_0$. Then $L^2(\Sigma, H) = H_\Sigma$, where $H_\Sigma$ is the completion of $H$ with respect to the negative norm $\| f \|_- = \| \Sigma_{1/2} f \|$.

Moreover (see Proposition 2.2), not all strongly continuous vector-valued functions with compact support belong to $L^2(\Sigma, H)$ if the variation of $\Sigma$ is not bounded.

Also in §2, we present a new proof of the Kats theorem; this proof is much simpler than other known proofs. Next, Theorem 2.14 is applied to the study of the existence of the Riemann–Stieltjes integral in (1.1).

In §3, from Theorem 2.14 we deduce the well-known Naǐmark dilation theorem in an easy way. Specifically, it turns out that the resolution $E(t)$ of the identity for the operator $Q$ of multiplication by $t$ in $L^2(\Sigma, H)$ is a minimal (orthogonal) dilation of a generalized resolution $\Sigma(t)$ of the identity, i.e., $\Sigma(t) = P_t E(t)H$. However (see Theorem 3.3), we give quite an elementary proof of this fact; the argument only involves the definition of $L^2(\Sigma, H)$ and does not refer to the description of this space in Theorem 2.14.

Next, in §3 we use the Naǐmark theorem to deduce the Sz.-Nagy–Foiaş theorem [29] about the existence of a $\rho$-unitary dilation for an arbitrary operator $T$ belonging to the class $C_{\rho}(H)$. In the same section, with the help of a result due to T. Kato about $U$-smooth
operators ($U$ is unitary), we prove the known result about the absolute continuity of the spectrum of the unitary dilation $U$ for simple operators $T \in \mathcal{C}_\rho(H)$.

In §4, starting with an arbitrary orthonormal basis $\{e_i\}_1^\infty$ in $H$ and an arbitrary scalar measure $\rho$ equivalent to $\Sigma$ ($\rho \sim \Sigma$), we introduce the multiplicity function $N_\Sigma(t)$ of the operator measure $\Sigma$. Specifically, putting $\sigma_{ij}(t) := (\Sigma(t)e_i, e_j)$, we set

$$N_\Sigma(t) = \text{rank}(d\sigma_{ij}(t)/d\rho(t))_{i,j=1}^\infty \quad (\rho\text{-a.e.}).$$

The definition itself of the multiplicity function $N_\Sigma$ is quite elementary (and does not refer to Theorem 2.14); however, the proofs of the fact that $N_\Sigma$ does not depend on the basis $\{e_i\}_1^\infty$ and of the fact that the new definition coincides with the classical one in the case of a spectral measure $\Sigma = \mathcal{E}$ involve Theorem 2.4 and Theorem 3.3 (about the existence of a unitary dilation) in an essential way.

The multiplicity function plays a crucial role in the subsequent discussion. With the help of this function, in §4 we introduce the notion of spectral subordination: a measure $\Sigma_1$ is said to be subordinate to a measure $\Sigma_2$ ($\Sigma_1 \ll \Sigma_2$) if $\Sigma_1$ is absolutely continuous with respect to $\Sigma_2$ and $N_{\Sigma_1}(t) \leq N_{\Sigma_2}(t)$. Two measures $\Sigma_1$ and $\Sigma_2$ are said to be spectrally equivalent if $\Sigma_1 \ll \Sigma_2$ and $\Sigma_2 \ll \Sigma_1$.

This notion allows us to supplement Naĭmark’s well-known theorem in the following way: a spectral measure $\mathcal{E}$ is isomorphic (unitarily equivalent) to the minimal orthogonal dilation of a generalized resolution $\Sigma$ of the identity if and only if $\mathcal{E}$ and $\Sigma$ are spectrally equivalent. Theorem 4.15 describes a criterion for $\mathcal{E}$ and $\Sigma$ to be spectrally equivalent, which is expressed in terms of cyclic subspaces of $\mathcal{E}$.

As an application of the function $N_\Sigma$, in Proposition 4.19 we calculate the multiplicity function for the $\rho$-unitary dilation of an operator $T \in \mathcal{C}_\rho(H)$ with $r(T) < 1$.

Next, in §5 we study the set

$$\Omega_\Sigma := \{f \in H : \Sigma \sim \mu_f, \mu_f : \delta \rightarrow \langle \Sigma(\delta)f, f \rangle, \delta \in \mathcal{B}_0(\mathbb{R})\}$$

of principal vectors for a nonorthogonal measure $\Sigma$. Two approaches to this problem will be proposed. The first approach is new even for the orthogonal measures and allows us to prove that $\Omega_\Sigma$ is dense in $H$ and also to explicitly indicate a part of the set $\Omega_\Sigma$.

The second approach is a development of a well-known method (see [1], [6]) that yields the nonemptiness of $\Omega_\mathcal{E}$ in the case where the measure $\mathcal{E}$ is orthogonal. With the help of it, in Theorem 5.10 we show that $\Omega_{\Sigma_2}$ is a dense $G_\delta$-set of second category in $H$. By the Naĭmark theorem, this result implies (among other things) that for every cyclic subspace $L \subset H$ of an orthogonal measure $\mathcal{E}$ in $H$ ($L \in \text{Cyc} \mathcal{E}$) the set $\Omega_{\mathcal{E}} \cap L$ is dense in $L$ and of type $G_\delta$ and, consequently, of second category. Apparently, this is new even for $L = H$.

In the same §5 we characterize the subspaces $L \subset H$ for which $\Omega_{\Sigma_2} \cap L \neq \emptyset$. It turns out that either $\Omega_{\Sigma_2} \cap L = \emptyset$, or “almost all” vectors in $L$ (in the measure-theoretic and in the Baire category sense) are principal.

In §6 we develop the theory of Hellinger types for a nonorthogonal measure $\Sigma$. It is the multiplicity function $N_\Sigma$ that will allow us to introduce the Hellinger types $\Gamma_i(\Sigma)$ precisely as in the case of an orthogonal measure (cf. [6]):

$$\Gamma_i(\Sigma) = \{t \in \mathbb{R} : N_\Sigma(t) \geq i\}, \quad i \in \{1, \ldots, m(\Sigma)\}.$$ 

(1.2)

Next, if $\rho$ is a scalar measure equivalent to $\Sigma$, $\rho \sim \Sigma$, then the $i$th Hellinger type is defined to be the type $[\chi_i d\rho]$ of the measure $\chi_i d\rho$, where $\chi_i$ is the indicator of the set $\Gamma_i(\Sigma)$.

In view of this definition, the nonemptiness of the set $\Omega_\Sigma$ means that the 1st Hellinger type is realized by principal vectors in $H$. At the same time, simple examples show
that, generally speaking, “junior” Hellinger types of a nonorthogonal measure \( \Sigma \) are not realized by vectors in \( H \).

However, it turns out that the \( k \)-th type can be realized by \( k \)-vectors, i.e., by elements of the \( k \)-th exterior power \( \wedge^k(H) \) of \( H \), or by \( k \)-dimensional subspaces of \( H \). Motivated by the desire to realize the “junior” Hellinger types, we introduce the notion of Hellinger subspaces.

Specifically, a subspace \( L = L_k \) with \( \dim L_k = k \) is called the \( k \)-th Hellinger subspace of an operator measure \( \Sigma \) in \( H \) (in symbols: \( L_k \in \mathrm{Hel}_k(\Sigma) \) if \( \Gamma_i(P_L \Sigma[L]) = \Gamma_i(\Sigma) \) for all \( i \leq k \) (\( P_L \) is the orthogonal projection onto \( L \)). In Theorems 6.7 and 6.12 we show that for each vector \( h \in \Omega_\Sigma \) there exists a Hellinger chain

\[
(1.3) \quad \{\lambda h\} =: H_1 \subset H_2 \subset \cdots \subset H_k \subset \cdots \subset H_m \subset H, \quad H_k \in \mathrm{Hel}_k(\Sigma),
\]

if \( m \) is finite, and an infinite chain of such subspaces if \( m = \infty \).

Let \( H_1 \subset \cdots \subset H_m \) be a chain of subspaces of the form (1.3), and let \( \{e_i\}_{i=1}^m \) be an orthonormal basis in \( H_m \) such that \( H_k = \mathrm{span}\{e_i\}_{i=k}^m \), \( k \in \{1, \ldots, m\} \). We put \( \sigma_{ij}(t) := (\Sigma(t)e_i, e_j), \psi_{ij}(t) := d\sigma_{ij}(t)/dt \), and \( \Psi_k(t) := (\psi_{ij}(t))_{k,j=1}^k \). Then the chain \( H_1 \subset \cdots \subset H_m \) is Hellinger if and only if

\[
\Gamma_k(\Sigma) = \{t \in \mathbb{R} : \det \Psi(t) \neq 0 \} \pmod{\Sigma}, \quad k \in \{1, \ldots, m\}.
\]

Thus, Theorems 6.7 and 6.12 mean that there exists an orthonormal system \( \{e_i\}_{i=1}^m \) in \( H \) such that the \( k \)-th Hellinger type is realized by the measure \( (\wedge^k \Psi(t)\varphi_k, \varphi_k) d\mu \), where \( \wedge^k \Psi(t) \) is the \( k \)-th exterior power of the operator \( \Psi(t) := d\Sigma(t)/dt \), and \( \varphi_k := e_1 \wedge \cdots \wedge e_k \) is a \( k \)-vector, \( \varphi_k \in \wedge^k(H) \). Theorem 6.7 implies the following statement (compare with Theorem 6.10).

**Corollary 1.1.** Suppose that \( A \) is a selfadjoint operator in \( H \), \( E(t) \) is the resolution of the identity corresponding to \( A \), \( L \in \mathrm{Cyc}(A) \), and \( h \in \Omega_L \cap L \). Then \( L \) contains a Hellinger chain of subspaces of the form (1.3) if \( m \) is finite, and an infinite Hellinger chain if \( m = \infty \).

If the multiplicity \( m = m(E) \) of the measure \( E \) is finite, then \( H_m \in \mathrm{Cyc} A \).

If vectors \( \{e_i\}_{i=1}^m \) are pairwise spectrally orthogonal relative to the measure \( E \) and \( H_k := \mathrm{span}\{e_i\}_{i=k}^m \), then the chain \( H_1 \subset \cdots \subset H_m \) of subspaces is Hellinger if and only if \( e_i \) realizes the \( i \)-th Hellinger type: \( \Gamma(e_i) = \Gamma_i(E), i \leq m \). Corollary 1.1 shows that the Hellinger types of the operator \( A \) (and consequently, a complete sequence of its unitary invariants) can be recovered by an arbitrary cyclic subspace \( L \in \mathrm{Cyc}(A) \). It should be noted that, though \( L \) may fail to possess a spectrally orthogonal sequence of vectors that realize the Hellinger types, these types are realized by some subspaces \( H_k \subset L \) or by \( k \)-vectors \( \varphi_k = e_1 \wedge \cdots \wedge e_k \in \wedge^k(L) \) (see Corollary 1.1).

All results of §§5–6 are new also in the case where \( \dim H < \infty \).

Finally, in §7 we construct a model of a symmetric operator in the space \( L^2(\Sigma, H) \). The description of \( L^2(\Sigma, H) \) in Theorem 2.14 allows us to give a consistent proof of Proposition 5.2 in [18]. In this connection, we mention the recent paper [15], in which a different model of a symmetric operator was studied with the aid of Herglotz functions.

The main results of the paper were announced in [23].

We are grateful to Yu. M. Berezanskiĭ, M. Sh. Birman, and L. L. Oridoroga for useful discussions of the results of the paper. We are particularly thankful to V. I. Vasyunin for careful reading of the first version of the paper, which has led to elimination of several inaccuracies.

**Notation.**

- \( H \) is a separable Hilbert space;
- \( B(H) \) is the algebra of bounded linear operators in \( H \);
\* \( \mathcal{S}_p \) are the Schatten–von Neumann ideals in \( H \) (in particular, \( \mathcal{S}_2 \) is the ideal of Hilbert–Schmidt operators);
\* Let \( T \) is the lattice of invariant subspaces of an operator \( T \in B(H) \);
\* \( \mathcal{D}(T) \) denotes the domain of \( T \);
\* \( \mathcal{R}(T) \) is the range of a closed operator \( T \);
\* \( \sigma(T) \) and \( \rho(T) \) stand for the spectrum and the resolvent set of \( T \);
\* \( r(T) \) is the spectral radius of \( T \);
\* \( H_{ac}(A) \) and \( H_s(A) \) are the absolutely continuous and the singular subspace of a selfadjoint (unitary) operator \( A \) in \( H \);
\* \( \mathcal{B}(X) \) is the Borel \( \sigma \)-algebra generated by the open subsets of a topological space \( X \);
\* \( \mathbb{C} \) is the field of complex numbers;
\* \( \mathbb{D} = \{ z \in \mathbb{C} : |z| < 1 \}; \mathbb{T} = \{ z : |z| = 1 \} \).

\[ \|$2$. Functional description of the space \( L^2(\Sigma, H) \)

2.1. Operator measures. Let \( H \) be a separable Hilbert space, and let \( \{ e_k \} \) be an orthonormal basis in \( H \). We denote by \( \mathcal{B}(\mathbb{R}) \) the Borel \( \sigma \)-algebra of the line \( \mathbb{R} \) and by \( \mathcal{B}_0(\mathbb{R}) \) the algebra of bounded sets in \( \mathcal{B}(\mathbb{R}) \).

**Definition 2.1.** a) A mapping \( \Sigma : \mathcal{B}_0(\mathbb{R}) \to B(H) \) is called an operator measure in \( H \) if it satisfies the following conditions:
\* i) \( \Sigma(\varnothing) = 0 \); ii) \( \Sigma(\delta) \geq 0 \) for \( \delta \in \mathcal{B}_0(\mathbb{R}) \); iii) the function \( \Sigma \) is strongly countably additive, i.e., if \( \delta = \bigcup_{j=1}^\infty \delta_j \) is a disjoint decomposition of a set \( \delta \in \mathcal{B}_0(\mathbb{R}) \) into the union of sets \( \delta_j \), then \( \Sigma(\delta) = \sum_{j=1}^\infty \Sigma(\delta_j) \);
\* b) an operator measure \( \Sigma \) is said to be bounded if it is defined on the \( \sigma \)-algebra \( \mathcal{B}(\mathbb{R}) \) or, which is the same, \( \Sigma(\mathbb{R}) \in B(H) \);
\* c) an operator measure \( \Sigma =: E : \mathcal{B}(\mathbb{R}) \to B(H) \) is said to be spectral or orthogonal if it is projection-valued (\( E(\delta) = E(\delta)^* \) for \( \delta \in \mathcal{B}(\mathbb{R}) \)) and \( E(\mathbb{R}) = I \).

We observe that the strong convergence of the series \( \Sigma(\delta) = \sum_{j=1}^\infty \Sigma(\delta_j) \) in Definition 2.1 is equivalent to weak convergence. Indeed, since the operators \( T_n := \sum_{j=1}^n \Sigma(\delta_j) = \Sigma(\bigcup_{j=1}^n \delta_j) \) form a monotone increasing upper bounded sequence (we have \( T_n \leq \Sigma(\delta) \)), the weak convergence of it implies strong convergence (see \[ 1 \], \[ 6 \]).

Every operator measure \( \Sigma \) in \( H \) generates a monotone nondecreasing and strongly left continuous operator-valued function, called the distribution function:

\[
\Sigma(t) := \begin{cases} 
\Sigma([0, t)), & t > 0, \\
0, & t = 0, \\
-\Sigma([t, 0)), & t < 0.
\end{cases}
\]

If \( \Sigma \) is bounded, then it is often more convenient to define \( \Sigma(t) \) in a different way, namely, \( \Sigma(t) := \Sigma((\infty, t]) \). We show that, conversely, an arbitrary monotone nondecreasing strongly left continuous operator-valued function \( \Sigma(t) \) generates a measure \( \Sigma \). Indeed, fixing \( k \in \mathbb{N} \), we introduce an operator measure \( \Sigma \) on the semiring of intervals \( \{ [a, b] \subset [-n, n] \} \) by putting \( \Sigma([a, b]) = \Sigma(b) - \Sigma(a) \), and extend it to the algebra \( \mathfrak{A} \) generated by this semiring. On \( \mathfrak{A} \), we consider the finite measures \( \mu_f := \mu_{f, f}(\delta) := \langle \Sigma(\delta)f, f \rangle \geq 0 \), \( f \in H \), and \( \rho : \mathfrak{A} \ni \delta \to \sum_{|k|=1} 2^{-k} \langle \Sigma(\delta) e_k, e_k \rangle \) and take their Lebesgue extensions to the entire Borel \( \sigma \)-algebra \( \mathcal{B}([-n, n]) \) generated by \( \mathfrak{A} \). Clearly, these extensions are compatible for different \( n \), so that, in fact, we obtain \( \sigma \)-finite measures on \( \mathcal{B}(\mathbb{R}) \).

By the polarization formula, on the interval \([−k, k]\) the complex measure \( \mu_{f, g}(\delta) := \langle \Sigma(\delta)f, g \rangle \) is expressed as a linear combination of four measures of the form \( \mu_{f, f} \); therefore,
it extends to a complex measure on the algebra \(B_0([-n, n])\). We show that, for fixed \(\delta \in B_0(\mathbb{R})\), the mapping \(\mu(\delta) : H \otimes H \ni \{f, g\} \mapsto \mu_{f,g}(\delta) \in \mathbb{C}\) is bilinear.

For every \(\delta \in B_0(\mathbb{R})\), there exists a sequence \(\{\delta_n\}, \delta_n \in \mathcal{B}\), such that \(\rho(\delta_n, \Delta\delta) \to 0\) as \(n \to \infty\). Then \(\mu_{\lambda_1 f_1 + \lambda_2 f_2, g}(\delta_n) \to \mu_{\lambda_1 f_1 + \lambda_2 f_2, g}(\delta)\) as \(n \to \infty\) for all \(f_1, f_2, g \in H\).

On the other hand,

\[
\mu_{\lambda_1 f_1 + \lambda_2 f_2, g}(\delta_n) = \lambda_1(\Delta(\delta_n)f_1, g) + \lambda_2(\Delta(\delta_n)f_2, g) \to \lambda_1\mu_{f_1, g}(\delta) + \lambda_2\mu_{f_2, g}(\delta),
\]

and we have proved that the mapping \(\mu(\delta)\) is bilinear.

Next, if \(\delta \in B_0(\mathbb{R})\), then \(\delta \subset [-n, n]\) for some \(n\), and by the Cauchy inequality we have

\[
|\mu_{f,g}(\delta)|^2 \leq \mu_{f,f}(\delta)\mu_{g,g}(\delta) \leq (\Sigma_{n} f, f)(\Sigma_{n} g, g) \leq c(n)\|f\|^2\|g\|^2,
\]

where \(\Sigma_n := \Sigma([-n, n])\).

Therefore, the form \(\mu_{f,g}(\delta)\) admits a representation \(\mu_{f,g}(\delta) = (\Sigma f, g)\) with some \(\Sigma(\delta) \in B(H)\). Since \(\mu_{f,g}(\delta) = \mu_{g,f}(\delta)\), we have \(\Sigma(\delta) = \Sigma(\delta)^* \geq 0\).

This is the required extension.

**Definition 2.2.** a) An operator measure \(\Sigma_1\) is said to be absolutely continuous with respect to an operator measure \(\Sigma_2\) (in symbols: \(\Sigma_1 \prec \Sigma_2\)) if \(\Sigma_1(\delta) = 0\) whenever \(\Sigma_2(\delta) = 0\) for \(\delta \in \mathcal{B}(\mathbb{R})\).

b) Two operator measures \(\Sigma_i\) in \(H\) \((i = 1, 2)\) are said to be equivalent \((\Sigma_1 \sim \Sigma_2)\) if \(\Sigma_1 \prec \Sigma_2\) and \(\Sigma_2 \prec \Sigma_1\).

**2.2. The space \(L^2(\Sigma, H)\).** We recall the definition of the space \(L^2(\Sigma, H)\) as it was given in the book [3]. Let \(C_{00}(H)\) be the set of strongly continuous functions \(f\) with values in a finite-dimensional subspace of \(H\) depending on \(f\). On the set \(C_{00}(H)\), consider the seminormal product

\[
(f, g)_{L^2(\Sigma, H)} = \int_{\mathbb{R}} d\Sigma(t)f(t), g(t)\rangle_H = \lim_{\pi_n \to 0} \sum_{k=1}^{n} (\Sigma(\Delta_k)f(\xi_k), g(\xi_k)),
\]

where, as usual, \(\pi_n = \{a = t_0 < t_1 < \cdots < t_n = b\}\) is a partition of a segment \([a, b]\); this segment is chosen so as to include the supports of \(f\) and \(g\). Next, \(\Sigma(\Delta_k) := \Sigma(t_k) - \Sigma(t_{k-1})\), \(\xi_k \in [t_{k-1}, t_k]\), and \(d(\pi_n)\) is the diameter of the partition \(\pi_n\). The limit in (2.2) is understood in the same sense as in the definition of the Riemann-Stieltjes integral, i.e., the particular choice of \(\pi_n\) with a given diameter and of \(\xi_k \in [t_{k-1}, t_k]\) is irrelevant.

The completion of \(C_{00}(H)\) with respect to the seminorm \(p(f) := (f, f)^{1/2}_{L^2(\Sigma, H)}\) is a semi-Hilbert space \(L^2(\Sigma, H)\) (i.e., a complete space with a seminorm in place of a norm). The quotient of \(L^2(\Sigma, H)\) over the kernel \(\text{ker} \ p := \{f \in L^2(\Sigma, H) : p(f) = 0\}\) of the seminorm is the Hilbert space \(L^2(\Sigma, H)\).

**Definition 2.3.** a) A vector-valued function \(f : \mathbb{R} \to H\) is said to have a 1st order discontinuity at a point \(t_0\) if the strong limits

\[
f(t_0 \pm 0) := \text{s-lim}_{\varepsilon \to 0} f(t_0 \pm \varepsilon)
\]

exist and \(f(t_0 + 0) \neq f(t_0 - 0)\).

b) A vector-valued function \(f\) is said to be piecewise continuous if it has at most finitely many 1st order discontinuities and is strongly continuous at the other points.

**Definition 2.4.** An operator measure \(\Sigma\) in \(H\) is said to be of locally bounded variation in the norm \(\| \cdot \|\) \((\Sigma \in BV_{loc}(\mathbb{R}))\) if for every \(\delta \in B_0(\mathbb{R})\) we have

\[
\text{Var}_{\delta}(\Sigma) := \sup \left\{ \sum_{i} \| \Sigma(\delta_i) \| : \delta = \bigcup_{i} \delta_i, \delta_i \cap \delta_j = 0, \delta_i \in B_0(\mathbb{R}) \right\} < \infty,
\]

where the supremum is taken over all disjoint Borel partitions of \(\delta\).
Clearly, $\Sigma \in BV_{loc}(\mathbb{R})$ if $\Sigma$ has locally finite trace: $\text{Var}_\delta(\Sigma) \leq \text{Tr} \Sigma(\delta)$.

The following lemma is quite elementary and its proof is omitted.

**Lemma 2.5.** Let $f$ and $g$ be piecewise continuous $H$-valued functions with compact support, and let $\{t_k^1\}_{k=1}^{n_1}$ and $\{t_k^2\}_{k=1}^{n_2}$ be their respective points of discontinuity. If the distribution function $\Sigma$ is continuous at the points $\{t_k^1\}_{k=1}^{n_1}$ and $\{t_k^2\}_{k=1}^{n_2}$ and is of norm-bounded variation, then

i) the Riemann–Stieltjes integral (2.2) exists;

ii) $f, g \in L^2(\Sigma, H)$;

iii) we have

$$
(f, g)_{L^2(\Sigma, H)} = \int_\mathbb{R} (d\Sigma(t)f(t), g(t)).
$$

**Corollary 2.6.** Suppose that all assumptions of Lemma 2.5 but the last are fulfilled, i.e., the measure $\Sigma$ is not necessarily of bounded variation. If $f$ and $g$ take their values in a finite-dimensional subspace $L(\subset H)$, then the conclusions of Lemma 2.5 are true.

The next statement shows that the boundedness of the variation of $\Sigma$ is essential in Lemma 2.5.

**Proposition 2.7.** Let $t_k \in (a, b)$ for $k \in \mathbb{N}$, and let $\lim_{k \to \infty} t_k =: t_0$. Suppose that $\Sigma$ is the discrete measure of bounded variation with jumps $A_k > 0$ at the points $t_k$, i.e.,

$$
\Sigma(t) = \sum_{t_k < t} A_k, \quad \sum_k ||A_k|| = \infty.
$$

Then there exist strongly continuous vector-valued functions $f : [a, b] \to H$ such that the Riemann–Stieltjes integral (2.2) diverges for $g = f$.

**Proof.** There is no loss of generality in assuming that $t_0 = a$ and $t_k \downarrow a$. Indeed, the case of $t_0 = b$ is treated similarly, and the case of $t_0 \in (a, b)$ reduces to one of the preceding cases because the integral (2.2) is finitely additive if it exists on $[a, b]$.

We fix an arbitrary summable numerical sequence $a_k$, $0 \leq a_k < ||A_k||$, and choose $g_k \in H$ in such a way that $||g_k|| = 1$ and $(A_k g_k, g_k) \geq ||A_k|| - a_k$. Next, we put

$$
f_k := s_k^{-1/2} g_k \quad \text{with} \quad s_k := \sum_{j=1}^{k} (||A_j|| - a_j), \quad k \in \mathbb{N}.
$$

Now, we define a piecewise-linear function $f(t)$ by setting $f(a) = f(b) = 0$, $f(t_k) = f_k$ for $k \in \mathbb{N}$, and by making it linear on the segments $[t_k, t_{k+1}]$, $k \in \mathbb{N}$, and on $[t_1, b]$. Since $\lim_{k \to \infty} f(t_k) = \lim_{k \to \infty} f_k = 0 = f(a)$, the function $f$ is continuous on $[a, b]$.

Consider a partition $\pi_n = \{a < t_n < t_{n-1} < \cdots < t_1 < b\}$. Taking $\xi_k = t_k$, we form the integral sum corresponding to $\pi_n$:

$$
\sum_{k=1}^{n} (\Delta \Sigma_k f(\xi_k), f(\xi_k)) = \sum_{k=1}^{n} (A_k f_k, f_k) = \sum_{k=1}^{n} s_k^{-1} (A_k g_k, g_k) \geq \sum_{k=1}^{n} s_k^{-1} (||A_k|| - a_k).
$$

From the second identity in (2.5) and the definition (2.6) of the sequence $s_k$, we deduce that these integral sums are unbounded as $n \to \infty$.

Thus, the Riemann–Stieltjes integral (2.2) with $f = g$ does not exist and $||f||_{L^2(\Sigma, H)}^2 = \sum_{k \in \mathbb{N}} (A_k f(t_k), f(t_k)) = \sum_{k \in \mathbb{N}} s_k^{-1} (A_k g_k, g_k) = \infty$. \hfill $\Box$

In conclusion, we give an explicit example of a measure $\Sigma$ and a continuous function $f$ not belonging to $L^2(\Sigma, H)$. 

Example 2.8. Let \( \{e_k\}_1^\infty \) be an orthonormal basis in \( H \), let \( P_k = (.,e_k)e_k \) be the orthogonal projection to \( e_k \), and let \( \Sigma(t) := \sum_{1/k < t} P_k \) be the orthogonal resolution of the identity with jumps \( P_k \) at the points \( 1/k, k \in \mathbb{N} \). It is easily seen that \( \text{Var}_{[0,1]}(\Sigma) = \sum_{k\in\mathbb{N}} \|P_k\| = \infty \). We define a vector-valued function \( f : [0,1] \to H \) by putting

\[
f(t) = \left( e_k \sqrt{\frac{1}{k}} \left( t - \frac{1}{k+1} \right) + e_{k+1} \sqrt{\frac{1}{k+1}} \left( \frac{1}{k+1} - t \right) \right) k(k+1), \quad t \in [1/(k+1), 1/k].
\]

Then \( f(1/k) = \frac{e_k}{\sqrt{k}} \), and \( f \) is strongly \( C^0 \) continuous on \( [0,1] \).

Consider the partition \( \pi_n = \{0 < n^{-1} < (n-1)^{-1} < \cdots < 1 \} \) of \( [0,1] \). Taking \( \xi_k = 1/k \), we calculate the corresponding integral sum related to \( \pi_n \):

\[
\sum_{k=1}^n (\Delta \Sigma_k f(\xi_k), f(\xi_k)) = \sum_{k=1}^n (P_k f(\xi_k), f(\xi_k)) = \sum_{k=1}^n \frac{1}{k} (P_k e_k, e_k) = \sum_{k=1}^n \frac{1}{k} \sim \ln n.
\]

Since the integral sums are unbounded as \( n \to \infty \), the Riemann–Stieltjes integral (2.2) does not exist, and \( \|f\|_2^2 G(\Sigma,H) = \sum_{k\in\mathbb{N}} \langle P_k f(1/k), f(1/k) \rangle = \sum_{k\in\mathbb{N}} 1/k = \infty \).

At the 11th Summer Meeting in Mathematical Analysis in St. Petersburg (August, 2002) V. I. Vasyunin and N. K. Nikol’skiĭ informed us that they also knew examples of continuous functions \( f : [a,b] \to \mathbb{R} \) not belonging to \( L^2(\Sigma,H) \); see \[10\].

2.3. Direct integral of Hilbert spaces. Following the pattern of \[6\], we recall some notions related to the definition of the direct integral and required in the sequel. Concerning the properties of the direct integral and its applications, we refer the reader to \[6\], \[12\], \[28\], \[27\].

Definition 2.9 (see \[4\]). a) Let \( (Y, \mathcal{A}, \mu) \) be a separable space with \( \sigma \)-finite measure. Suppose that for \( \mu \)-a.e. \( y \in Y \) some Hilbert space \( G(y) \) is given in such a way that the dimension function \( N(y) = \dim G(y) \) is \( \mu \)-measurable. An at most countable set \( \Omega_0 \) of vector-valued functions \( g \) with \( g(y) \in G(y) \) is called a measurable base if it satisfies the following conditions:

(2.8)

\[
\text{span}{g(y) : g \in \Omega_0} = G(y) \quad \text{for } \mu \text{-a.e. } y \in Y;
\]

\[
(g_1(y), g_2(y))_{G(y)} \quad \text{is a } \mu \text{-measurable function for every } g_1, g_2 \in \Omega_0.
\]

b) If a measurable base \( \Omega_0 \) is fixed, then a vector-valued function \( h \) with \( h(y) \in G(y) \) is said to be measurable (with respect to \( \Omega_0 \)) if for every \( g \in \Omega_0 \) the scalar function \( y \mapsto \langle h(y), g(y) \rangle_{G(y)} \) is \( \mu \)-measurable. The set of all such vector-valued functions \( h(y) \) is denoted by \( \widehat{\Omega}_0 \). Clearly, \( \Omega = \widehat{\Omega}_0 \) is a linear space, and \( \Omega \supset \Omega_0 \). The family \( G(y) \) of Hilbert spaces together with the measurable structure \( \Omega \) is called a measurable Hilbert family and is denoted by \( (G(\cdot), \Omega) \).

c) A measurable base \( \Omega_1 = \{e_i(y)\}_1^\infty \) is said to be orthogonal if the vectors \( \{e_i(y)\}_1^N(y) \) form an orthonormal basis in \( G(y) \) for \( \mu \)-a.e. \( y \in Y \) and \( e_j(y) = 0 \) for \( j \geq N(y) \).

It is known (see \[5\]) that for every measurable base \( \Omega_0 \) there exists an orthogonal measurable base \( \Omega_1 \) such that \( \Omega_1 \subset \Omega \) and \( \widehat{\Omega}_1 = \Omega \), and that the function \( (f(y), g(y))_{G(y)} \) is \( \mu \)-measurable for \( f, g \in \Omega \).

Definition 2.10. Let \( (G(y), \Omega) \) be a measurable Hilbert family on a separable space \( (Y, \mathcal{A}, \mu) \) with \( \sigma \)-finite measure. On the set \( \mathfrak{F} \) of vector-valued functions \( h(y) \in \Omega \) for which \( \|h\|^2 := \int_Y \|h(y)\|^2_{G(y)} \, d\mu(y) < \infty \), we introduce the semiscalar product

(2.9)

\[
(h_1(y), h_2(y)) = \int_Y (h_1(y), h_2(y))_{G(y)} \, d\mu(y).
\]
The space obtained from \( \tilde{\mathcal{H}} \) after factorization by the kernel of the seminorm is called the direct integral of Hilbert spaces and is denoted by \( \mathcal{H} = \int_Y \oplus G(y) \, d\mu(y) \).

The space \( \mathcal{H} \) is complete (see [6]), and so it is a Hilbert space. It is customary not to specify the measurable structure explicitly and not to reflect the dependence on \( \Omega \) in the notation. Therefore, we shall write \( \mathcal{H} = \int_Y \oplus G(y) \, d\mu(y) \).

### 2.4. The Kats theorem

The problem of an intrinsic functional description of \( L^2(\Sigma; H) \) was posed by M. G. Kreĭn [22] and, in the case where \( \dim H = n < \infty \), was solved completely by Kats [20] (see also [1] and [17]). Here we present a simple proof of that result.

Let \( \Sigma = (\sigma_{ij})_{i,j=1}^n \) be a matrix measure with values in \( \mathbb{C}^{n \times n} \), and let \( \sigma = \sum \sigma_{ii} \). Since the measure \( \Sigma \) is absolutely continuous with respect to \( \sigma \), by the Radon–Nikodym theorem there exists a \( \sigma \)-measurable matrix density \( \Psi = (\psi_{ij})_{i,j=1}^n \) satisfying

\[
(2.10) \quad \Sigma(\Delta) = \int_{Y} \Psi(t) \, d\sigma(t), \quad \Psi(t) := (\psi_{ij})_{i,j=1}^n = (d\sigma_{ij}/d\sigma)_{i,j=1}^n.
\]

Let \( \tilde{L}_0^2(\Sigma; \mathbb{C}^n) \) be the set of \( \sigma \)-measurable vector-valued functions \( f : \mathbb{R} \to \mathbb{C}^n \) such that

\[
(2.11) \quad \| f \|_{\tilde{L}_0^2(\Sigma; \mathbb{C}^n)}^2 := \int_{\mathbb{R}} (\Psi(t)f(t), f(t)) \, d\sigma(t) < \infty.
\]

**Theorem 2.11** (see [20]). The spaces \( \tilde{L}^2(\Sigma; \mathbb{C}^n) \) and \( L^2(\Sigma; \mathbb{C}^n) \) are identified isometrically with the spaces \( \tilde{L}_0^2(\Sigma; \mathbb{C}^n) \) and \( L_0^2(\Sigma; \mathbb{C}^n) := \tilde{L}_0^2(\Sigma; \mathbb{C}^n)/N_0 \), respectively, where \( N_0 = \{ f \in \tilde{L}_0^2(\Sigma; \mathbb{C}^n) : \| f \|_{\tilde{L}_0^2(\Sigma; \mathbb{C}^n)} = 0 \} \) is the kernel of the seminorm. Therefore, a vector-valued function \( f \) belongs to \( L^2(\Sigma; \mathbb{C}^n) \) if and only if \( f \) is \( \sigma \)-measurable and the norm (2.11) is finite.

**Proof.** Let \( \tilde{G}(t) \) be the \( n \)-dimensional Euclidean space with the semiscalar product \( (f,g) := (\Psi(t)f,g) \). Putting \( N_0(t) := \{ f \in \tilde{G}(t) : (\Psi(t)f,f) = 0 \} \) and \( G(t) := \tilde{G}(t)/N_0(t) \), we obtain a \( k \)-dimensional Euclidean space, where \( k = \text{rank} \Psi(t) \leq n \). Comparing (2.10) and (2.9), we arrive at the relations

\[
(2.12) \quad \tilde{L}_0^2(\Sigma; \mathbb{C}^n) = \int_{\mathbb{R}} \oplus \tilde{G}(t) \, d\sigma(t) =: \tilde{\mathcal{H}}, \quad L_0^2(\Sigma; \mathbb{C}^n) = \int_{\mathbb{R}} \oplus G(t) \, d\sigma(t) =: \mathcal{H}.
\]

By (2.12), the completeness of \( \tilde{L}_0^2(\Sigma; \mathbb{C}^n) \) and \( L_0^2(\Sigma; \mathbb{C}^n) \) follows from that of \( \tilde{\mathcal{H}} \) and \( \mathcal{H} \).

Let \( f = \Sigma \chi_{\Delta_k}, h_k \) be a vector-valued step function, where \( \Delta_k = [a_k, a_{k+1}) \), \( h_k \in \mathbb{C}^n \), and \( \Sigma \) is continuous at the points \( \{ a_k \} \). Then by (2.10) and Lemma 2.5 the seminorms (2.2) and (2.11) coincide for such functions \( f \) and, consequently, for \( f \in C_{00}(\mathbb{C}^n) \) (by approximation). Since \( C_{00}(\mathbb{C}^n) \) is dense in \( \tilde{L}^2(\Sigma, \mathbb{C}^n) \), the spaces \( \tilde{L}^2(\Sigma, \mathbb{C}^n) \) and \( \tilde{L}_0^2(\Sigma, \mathbb{C}^n) \) coincide isometrically.

**Remark 2.1.** The relationship between direct integrals and the spaces \( \tilde{L}^2(\Sigma, \mathbb{C}^n) \) and \( \tilde{L}_0^2(\Sigma, \mathbb{C}^n) \) (i.e., formulas (2.12)) was not mentioned in [20].

### 2.5. Theorem on the differentiability of an operator measure

In the next subsection we shall give a similar description of the spaces \( \tilde{L}^2(\Sigma; H) \) and \( L^2(\Sigma; H) \) in the case of \( \dim H = \infty \). For this, we need the following theorem due to Berezanskiï [2] and Gelfand and A. G. Kostyuchenko [13]; see also [3] and [12] (the BGK-theorem).

**Theorem 2.12.** Let \( \Sigma \) be an operator measure in \( H \), let \( \rho \) be a scalar measure, and let \( \Sigma < \rho \). Suppose that \( K \in \mathcal{S}_2(H) \), \( \ker K = \ker K^* = \{ 0 \} \), and let \( T := K^{-1} \). Then:
i) there exists a weakly $\rho$-measurable nonnegative operator-valued function (an operator-valued density) $\Psi(t) := \Psi_K(t) \geq 0$ with values in $\mathfrak{S}_1(H)$ and such that

$$
(\Sigma(\delta)f, g) = \int_\delta (\Psi(t)Tf, Tg) \, d\rho(t), \quad f, g \in D(T), \quad \delta \in B_b(\mathbb{R});
$$

(ii) the density $\Psi(t)$ is the weak $\rho$-a.e. limit in $H$ of the sequence $K^*\Sigma(\Delta_n)K/\rho(\Delta_n)$ of operators, where $\Delta_n$ is a sequence of intervals shrinking to $t$, i.e., in the weak sense, we have

$$
w\text{-lim}_{n \to \infty} \frac{K^*\Sigma(\Delta_n)K}{\rho(\Delta_n)} = \frac{dK^*\Sigma K}{d\rho}(t) =: \Psi(t) \quad \rho\text{-a.e.}
$$

Remark 2.2. Since for $\delta \in B_b(\mathbb{R})$ the operator $K^*\Sigma(\delta)K$ is of trace class, we can introduce a scalar $\sigma$-finite measure $\rho \sim \Sigma$ by setting

$$
\rho(\delta) = \text{Tr}(K^*\Sigma(\delta)K), \quad \delta \in B_b(\mathbb{R}).
$$

In the sequel we assume that $\Psi(t)$ exists everywhere, putting (if necessary) $\Psi(t) = 0$ at the points $t$ where the derivative does not exist.

Birman and Entina [7] supplemented Theorem 2.12 for the case of a spectral measure $\Sigma = E$ by proving that the derivative in (2.14) exists in $\mathfrak{S}_1$. Their proof extends easily to the case of nonorthogonal measures $\Sigma$. Specifically, we have the following statement.

**Proposition 2.13** (see [7]). Under the assumptions of Theorem 2.12, the derivative $\Psi(t)$ exists in $\mathfrak{S}_1$.

**Proof.** Clearly, $K$ admits a factorization $K = K_1K_2$ with $K_1 \in \mathfrak{S}_2$ and $K_2 \in \mathfrak{S}_\infty$. Then by Theorem 2.12 the derivative of the operator-valued function $K^*_1\Sigma K_1$ exists in the weak sense. Since $K_2 \in \mathfrak{S}_\infty$, by [6, Lemma 2.1] the derivative also exists in the norm of $\mathfrak{S}_1$. $\square$

### 2.6. Description of the space $L^2(\Sigma, H)$

Passing to the description of the space $L^2(\Sigma, H)$ in the case where $\dim H = \infty$, we mention a fundamental difference from the case of $\dim H < \infty$. Namely, if $H$ is infinite-dimensional, even in the simplest situations the space $L^2(\Sigma, H)$ contains functions some values of which do not belong to $H$.

Indeed, let $\{t_i\}_{i=1}^n$ be a collection of points in $\mathbb{R}$, let $\Sigma_i$ be nonnegative compact operators in $H$, and let $\Sigma(t) := \sum_{t_i < t} \Sigma_i$ be a jump operator-valued function. Then

$$
\|f\|_{L^2(\Sigma, H)}^2 = \sum_{i=1}^n (\Sigma_i f(t_i), f(t_i)) = \sum_{i=1}^n \|\Sigma_i^{1/2} f(t_i)\|^2.
$$

Therefore, $L^2(\Sigma, H) = \oplus_{i=1}^n H_i^{1/2}$, where $H_i^{1/2}$ is the completion of $H$ in the “negative” norm $\|f\|_{i, -} = \|\Sigma_i^{1/2} f\|$ (about spaces with negative norm see, e.g., [3]).

Denote by $\tilde{H}_i$ the semi-Hilbert space obtained by completing the space $D(T) = \mathcal{R}(K)$ with respect to the semiscalar product defined by the formula

$$
(f, g)_{\tilde{H}_i} := (\Psi_K(t)Tf, Tg)_{H_i} = (\Psi_K(t)^{1/2} Tf, \Psi_K(t)^{1/2} Tg)_{H_i}, \quad f, g \in D(T).
$$

Factorization of $\tilde{H}_i$ by the kernel of the seminorm yields a Hilbert space $\tilde{H}_i$. The next theorem is the main result of this section.

**Theorem 2.14.** Let $\Sigma$ be an operator measure in $H$, let $\rho$ be a scalar measure, and let $\Sigma \prec \rho$. Then for every $K \in \mathfrak{S}_2(H)$ with $\ker K = \ker K^* = \{0\}$ the spaces $\bar{L}^2(\Sigma, H)$ and $L^2(\Sigma, H)$ coincide, respectively, with the direct integrals of $\tilde{H}_i$ and $H_i$ against the measure $\rho$: 

$$
\bar{L}^2(\Sigma, H) = \int_\mathbb{R} \oplus_{\tilde{H}_i} d\rho(t) =: \mathfrak{F}, \quad L^2(\Sigma, H) = \int_\mathbb{R} \oplus_{H_i} d\rho(t) =: \mathfrak{F}.
$$
Moreover, for $f$ and $g$ with values in $\tilde{H}_+ := \mathcal{R}(K)$ (such functions form a dense subset of $L_2(\Sigma, H)$) we have

\begin{equation}
(f, g)_{L_2(\Sigma, H)} = \int_{\mathbb{R}} (\Psi_K(t)^{1/2}K^{-1}f(t), \Psi_K(t)^{1/2}K^{-1}g(t))_H \, dp(t).
\end{equation}

Furthermore, the expansions (2.17) do not depend on the choice of a measure $\rho$ ($\sim \Sigma$) and an operator $K \in \mathcal{G}_2(H)$. In particular, $\tilde{H}_l \supset H$ for $\rho$-a.e. $t \in \mathbb{R}$.

Proof. It suffices to verify the first identity in (2.17).

i) Let $\{e_i\}_{i=1}^\infty$ be an orthonormal basis in $H$, and let $g_i := Ke_i$. We show that the system $\{g_i\}_{i=1}^\infty$ is complete in $\tilde{H}_i$. Let $T := K^{-1}$, and let $f \in \mathcal{D}(T) = \mathcal{R}(K)$. Then for every $\varepsilon > 0$ there exist $n \in \mathbb{N}$ and $\alpha_i \in \mathbb{C}$, $1 \leq i \leq n$, such that

\[ \|Tf - (\alpha_1e_1 + \cdots + \alpha_ne_n)\| \leq \varepsilon. \]

Consequently,

\begin{equation}
\left\| (f - \sum_i \alpha_ig_i) \right\|_{\tilde{H}_i}^2 = \left( \Psi(t)T \left( f - \sum_i \alpha_ig_i \right), T \left( f - \sum_i \alpha_ig_i \right) \right) \\
\leq \left\| \Psi(t) \right\| \cdot \left\| T \left( f - \sum_i \alpha_ig_i \right) \right\|^2 = \left\| \Psi(t) \right\| \cdot \left\| Tf - \sum_i \alpha_ie_i \right\|^2 \\
\leq \left\| \Psi(t) \right\| \varepsilon^2.
\end{equation}

Therefore, the system $\{g_i\}_{i=1}^\infty$ of constant vector-valued functions constitutes a measurable base for the space $\tilde{H} = \int_{\mathbb{R}} \oplus H \, dp(t)$. We put

\begin{equation}
\text{Int}_c := \{\Delta = [\alpha, \beta] : \alpha, \beta \in \mathbb{R} \text{ and the function } \Sigma(t) \text{ is continuous at } \alpha \text{ and } \beta\}.
\end{equation}

Since the set of discontinuity points for $\Sigma(t)$ is at most countable, the minimal $\sigma$-algebra generated by $\text{Int}_c$ coincides with $\mathcal{B}(\mathbb{R})$. Using this, we prove in an elementary way (compare with the proof of Lemma 7.1.5 in [6]) that the set

\begin{equation}
S'_\Sigma := \{h_j, \Delta := \chi_\Delta(t)g_j : \Delta \in \text{Int}_c, j \in \mathbb{N}\}
\end{equation}

of vector-valued functions is dense in $\tilde{\Sigma}$.

ii) We show that the vector-valued functions $\chi_\delta(t)g$ belong to the space $\tilde{L}^2(\Sigma, H)$ for every $\delta \in \mathcal{B}_0(\mathbb{R})$ and every $g \in H$.

Indeed, let $\tilde{C}_0(\mathbb{R})$ be the set of continuous scalar functions on $\mathbb{R}$ with compact support, let $\varphi \in \tilde{C}_0(\mathbb{R})$, and let $g \in H$. By the definition of $\tilde{L}^2(\Sigma, H)$, the vector-valued function $\varphi(t)g$ belongs to $\tilde{L}^2(\Sigma, H)$ and

\begin{equation}
\|\varphi(t)g\|_{\tilde{L}^2(\Sigma, H)}^2 = \int_{\mathbb{R}} |\varphi(t)|^2 \, d(\Sigma(t)g, g).
\end{equation}

We put $\Sigma_g(t) := (\Sigma(t)g, g)$. By (2.22), the operator

\begin{equation}
\tilde{j}_g : \tilde{C}_0(\mathbb{R}) \to \tilde{L}^2(\Sigma, H), \quad \tilde{j}_g \varphi(t) = \psi(t)g
\end{equation}

(defined initially on $\mathcal{D}(\tilde{j}_g) := \tilde{C}_0(\mathbb{R})$) is an isometry. Since the set $\tilde{C}_0(\mathbb{R})$ is dense in $\tilde{L}^2(\Sigma_g) := \tilde{L}^2(\Sigma_g, \mathbb{R})$, the mapping $\tilde{j}_g$ extends by continuity to an isometric embedding $j_g : \tilde{L}^2(\Sigma_g) \to \tilde{L}^2(\Sigma, H)$ (this embedding acts in accordance with the same formula (2.23)). Therefore, $\chi_\delta(t)g \in \tilde{L}^2(\Sigma, H)$ for all $g \in H$ and all $\delta \in \mathcal{B}_0(\mathbb{R})$.

iii) At this stage we prove that the set of step functions

\begin{equation}
S_\Sigma := \left\{ f = \sum_{j=1}^n \chi_\Delta_j f_j : f_j \in H, \Delta_j \in \text{Int}_c, \Delta_i \cap \Delta_j = \emptyset \text{ for } i \neq j, n \in \mathbb{Z}_+ \right\}
\end{equation}
is dense in $\widetilde{L}^2(\Sigma, H)$. It suffices to show that $S_\Sigma$ is dense in $C_{00}(H)$.

Suppose $f \in C_{00}(H)$ and supp $f \subset [a, b]$. Since $f$ is strongly continuous, for every $\varepsilon > 0$ there exists $\varepsilon_1 > 0$ such that $\|f(t) - f(s)\| < \varepsilon$ as soon as $|t - s| < \varepsilon_1$. Let $\pi = \{a = t_0 < t_1 < \cdots < t_n = b\}$ be a partition of $[a, b]$ such that $|t_j - t_{j-1}| < \varepsilon_1$ and $\Delta_j = [t_j, t_{j-1}) \in \text{Int}_c$. By Corollary 2.6, the vector-valued function $f_\varepsilon(t) := \sum_{j=1}^n \chi_{\Delta_j}(t)f(t_j)$ belongs to $\widetilde{L}^2(\Sigma, H)$, and we have

$$
\|f(t) - f_\varepsilon(t)\|_{L^2(\Sigma, H)}^2 = \int_{\mathbb{R}} (d \Sigma(t)(f(t) - f_\varepsilon(t)), f(t) - f_\varepsilon(t)) \leq \sum_{j=1}^n \int_{t_{j-1}}^{t_j} (d \Sigma(t)(f(t) - f(t_j)), f(t) - f(t_j)).
$$

We estimate the norm of each summand in (2.25). Since $f$ belongs to $C_{00}(H)$, this function takes values in some finite-dimensional subspace $H_f \subset H$.

Let $P := P_{H_f}$ be the orthogonal projection of $H$ onto $H_f$, and let $\Sigma_f := P \Sigma|_{H_f}$. Next, let $\pi_{jm} = \{t_j = t_{j0} < t_{j1} < \cdots < t_{jm} = t_{j+1}\}$ be a partition of $[t_j, t_{j+1}]$, and let $\Delta_{jk} := [t_{j(k-1)}, t_{jk}) \in \text{Int}_c$. Then

$$
\lim_{d(\pi_{jm}) \to 0} \sum_{k=1}^m \|\Sigma_f(\Delta_{jk})(f - f(t_j)), f - f(t_j)\|_H \leq \lim_{d(\pi_{jm}) \to 0} \sum_{k=1}^m \text{Tr} \Sigma_f(\Delta_{jk}) \cdot \varepsilon^2 \leq \varepsilon^2 \cdot \text{Tr} \Sigma_f(\Delta_j).
$$

Combining this estimate with (2.25), we arrive at the inequality

$$
\|f(t) - f_\varepsilon(t)\|_{L^2(\Sigma, H)}^2 \leq \sum_{j=1}^n \text{Tr} \Sigma_f(\Delta_j) \varepsilon^2 = \text{Tr} \Sigma_f([a, b]) \varepsilon^2,
$$

which proves that the family $S_\Sigma$ defined in (2.24) is dense in $\widetilde{L}^2(\Sigma, H)$.

iv) Now, we show that the spaces $\widetilde{L}^2(\Sigma, H)$ and $\widetilde{S}$ coincide isometrically. Let $\Delta_i = \left[\alpha_i, \beta_i\right] \in \text{Int}_c \ (i = 1, 2)$, let $a = \min \alpha_i, b = \max \beta_i$, and let $h_{\Delta_i} := \chi_\Delta g_k$, where $g_k = K e_k$ ($i = 1, 2$).

If $\tau_n = \{a = t_0^{(n)} < t_1^{(n)} < \cdots < t_n^{(n)} = b\}$ is a sequence of partitions of $[a, b]$ and $

\Delta_{kn} := [t_{k1}, t_{k2})$, by Lemma 5 and formulas (2.4) and (2.13) we obtain

$$
\int_{\Delta_i \Delta_2} \langle \Phi(t)Tg_i, Tg_j \rangle_H \, d\rho(t) = \int_{\mathbb{R}} \langle \chi_{\Delta_i}(t)\Phi(t)Tg_i, \chi_{\Delta_2}(t)Tg_j \rangle_H \, d\rho(t)
$$

(2.27)

$$
= \int_{\Delta_1 \Delta_2} \langle \Phi(t)Tg_i, Tg_j \rangle_H \, d\rho(t) = \int_{\Delta_1 \Delta_2} \langle \chi_{\Delta_1}(t)g_i, \chi_{\Delta_2}(t)g_j \rangle_H \, d\rho(t) = \langle h_{\Delta_1}, h_{\Delta_2} \rangle_{\widetilde{S}}.
$$
By linearity, (2.27) extends to the vector-valued functions $f \in S_2$ of the form (2.24) with $f_j = \sum_{i=1}^{n_0} \alpha_i g_i$, $\alpha_i \in \mathbb{C}$. Next, since $\ker K^* = \{0\}$, the system $\{g_i\}_{i=1}^{\infty}$ is complete in $H$. Thus, each vector $f \in H$ can be approximated by finite linear combinations of the vectors $\{g_i\}_{i=1}^{\infty}$ and, consequently, the system $S'_2$ of the form (2.21) is dense in $\tilde{L}^2(\Sigma, H)$. Now, by continuity, (2.27) implies that the semi-Hilbert spaces $\tilde{S}$ and $\tilde{L}^2(\Sigma, H)$ coincide isometrically.

v) We prove the uniqueness of the expansion (2.17). Let $K_1 \in \mathcal{S}_2$ with $\ker K_1 = \ker K_1^* = \{0\}$, let $\rho_1 \sim \Sigma$ be a scalar measure, and let $\Psi_1 := \Psi_{K_1}$ be the density of the form (2.14) constructed by $K_1$ and $\rho_1$. Starting with $\Psi_1$, we define the subspaces $H^1_t$ and $K^1_t$ of the form (2.16). By the statements already proved, along with (2.17) we have the expansion $L^2(\Sigma, H) = \int_\delta \oplus H^1_t d\rho_1(t) =: \tilde{S}_1$. Since $\tilde{S}_1 \equiv \delta_1 \equiv L^2(\Sigma, H)$ and $\rho \sim \rho_1$, by Theorem 7.2.2 in [6] the identity mapping $I_{\tilde{S}_1}$ of the space $\tilde{S}_1$ expands in a “direct integral” of the mappings $p(t)v(t): H_t \to H^1_t$, i.e., $(I_{\tilde{S}_1}h)(t) = p(t)v(t)h(t)$, where $p = \sqrt{d\rho/d\rho_1}$, and $v(t)$ is a measurable operator-valued function that maps $H_t$ onto $H^1_t$ unitarily. It follows that $v(t) = p(t)^{-1}I_{H_t}$, and $H^1_t = H_t$ for $\rho$-a.e. $t \in \mathbb{R}$.

Now it is clear that $H_t \supset H$ because for every $h \in H$ there exists an operator $K = K^* \in \mathcal{S}_2$ (ker $K = \{0\}$) such that $h \in \mathcal{D}(K^{-1})$.

**Remark 2.3.** If $\Sigma = E$ is a resolution of the identity in $H$ and $f = E(\delta)h$, where $h \in H_+ := \mathcal{D}(T)$ and $\delta \in \mathcal{B}_0(\mathbb{R})$, then (2.18) takes the form

$$
(E(\delta)h, h) = \|f(t)\|^2_{L^2(E, H)} = \int_\delta \|\Psi_K(t)^{1/2}Th\|^2_H d\rho(t).
$$

This is equivalent to the BGK-theorem for $E$ (in the form of a direct integral; see [3]).

**2.7. An application of Theorem 2.14.** The following analog of the BGK-theorem is true; see [3].

**Proposition 2.15.** Let $\Sigma$ be an operator measure in $H$ with norm locally bounded variation ($\Sigma \in BV_{loc}(\mathbb{R})$), and let $\rho$ be a scalar measure, $\rho \sim \Sigma$. Then:

i) the measure $\Sigma$ is differentiable in the weak sense with respect to $\rho$ and its derivative $\Psi(t) = d\Sigma(t)/d\rho$ takes values in $B(H)$ for $\rho$-a.e. $t$;

ii) we have

$$
\Sigma(\delta) = \int_\delta \Psi(t) d\rho(t) \quad \text{and} \quad \text{Var}_\delta(\Sigma) = \int_\delta \|\Psi(t)\| d\rho(t);
$$

moreover, the first integral in (2.28) is a Bochner integral convergent in the norm of $B(H)$.

Proposition 2.15 allows us to refine Theorem 2.14 for the measures $\Sigma \in BV_{loc}(\mathbb{R})$.

**Theorem 2.16.** Let $\Sigma, \rho$, and $\Psi$ be the same as in Proposition 2.15. Then for the spaces $\tilde{L}^2(\Sigma, H)$ and $L^2(\Sigma, H)$ the expansions (2.17) are valid in which $H_t$ is the semi-Hilbert space obtained by completion of $H$ with respect to the seminorm $p$ ($p(f) := \|f\|_{H_t} := \|\Psi(t)^{1/2}f\|$), and $H_t := \tilde{H}_t/\ker p$.

**Proposition 2.17.** Let $\Sigma$ be an operator measure in $H$ with $\Sigma \in BV_{loc}(\mathbb{R})$, and let $\Psi = (\Sigma/d\rho)$ be its density. Next, let $f$ be a bounded $H$-valued function with compact support that is continuous a.e. with respect to $\Sigma$. Then the Riemann–Stieltjes integral (2.2) exists, $f \in \tilde{L}^2(\Sigma, H)$, and

$$
\int_{\mathbb{R}} (d\Sigma(t)f(t), f(t)) = \|f\|^2_{\tilde{L}^2(\Sigma, H)}.
$$
Proof. Suppose supp \( f \subset [a, b] \). Let \( \pi_n = \{a = t_0^{(n)} < t_1^{(n)} < \cdots < t_n^{(n)} = b\} \) be a sequence of partitions of \([a, b]\) such that \( \pi_n \subset \pi_{n+1} \) and \( d(\pi_n) \to 0 \) as \( n \to \infty \). It is easily seen that \( f \) is continuous at a point \( x_0 \) if and only if the sequence of the step functions

\[
S_n(t) = \sum_{j=1}^{n} \chi_{\Delta_{jn}} f(\xi_j) \quad \text{with} \quad \Delta_{jn} = [t_{j-1}^{(n)}, t_j^{(n)}], \quad \xi_j \in \Delta_j, \tag{3.30}
\]

converges strongly to \( f \) at \( x_0 \) as \( d(\pi_n) \to 0 \): \( \|S_n(x_0) - f(x_0)\| \to 0 \) as \( n \to \infty \).

Indeed, if \( \Delta_j \in \text{Int}_c \) (see (2.20)) for \( j \in \{1, \ldots, n\} \), then this identity follows from Lemma 2.5. The general case is obtained by passage to the limit.

On the other hand, by Theorem 2.16 we have

\[
\|S_n - S_m\|_{L^2(\Sigma, H)}^2 = \int_a^b \|\Psi^{1/2}(t)(S_n(t) - S_m(t))\|_H^2 \, d\rho(t), \tag{3.32}
\]

where \( \Psi = \frac{d\rho}{d\mu} \). Since \( f \) is continuous \( \rho \)-a.e., we see that \( \lim_{n \to \infty} \|f(t) - S_m(t)\|_H = 0 \) for \( \rho \)-a.e. \( t \). Therefore,

\[
\lim_{m,n \to \infty} \|\Psi^{1/2}(t)(S_n(t) - S_m(t))\|_H^2 = 0 \quad \text{for} \quad \rho \text{-a.e.} \ t \in [a, b]. \tag{3.33}
\]

Moreover, the relations \( \|S_n(t) - S_m(t)\|_H \leq 2\|f(t)\| \leq 2c \) and \( \|\Psi^{1/2}\|_L^2[a, b] \) show that the integrable function \( c^2\|\Psi^{1/2}(t)\|_H^2 \) majorizes the integrand in (3.32). By the Lebesgue dominated convergence theorem, (3.32) and (3.33) imply that

\[
\lim_{m,n \to \infty} (\|S_n\|_{L^2(\Sigma, H)})^2 - (\|S_m\|_{L^2(\Sigma, H)})^2 \leq \lim_{m,n \to \infty} \|S_n - S_m\|_{L^2(\Sigma, H)}^2 = 0;
\]

consequently, the limit \( \lim_{m,n \to \infty} \|S_n\|_{L^2(\Sigma, H)} \) exists.

To complete the proof, it remains to observe that, by (3.31), the norm \( \|S_n\|_{L^2(\Sigma, H)}^2 \) coincides with the Riemann–Stieltjes sum constructed by means of the function \( f \) and partition \( \pi_n \). By (3.32), the limit is independent of the choice of a sequence \( S_n \). \( \square \)

§3. The Naimark theorem and \( \rho \)-unitary dilations

3.1. Orthogonal dilations. In this subsection we use the definition of the space \( L^2(\Sigma, H) \) to give a short proof of the Naimark dilation theorem and also to supplement that statement. We recall the following definition.

Definition 3.1 (see [1]). A monotone nondecreasing operator function \( \Sigma = \Sigma^\star : \mathbb{R} \to B(H) \) is called a generalized resolution of the identity if it is left strongly continuous and

\[
\Sigma(-\infty) := \text{s-lim}_{t \to -\infty} \Sigma(t) = 0, \quad \Sigma(+\infty) := \text{s-lim}_{t \to +\infty} \Sigma(t) = I. \tag{3.1}
\]

The well-known Naimark theorem [25 29] makes the following definition natural.

Definition 3.2. a) Let \( \Sigma(t) \) be a generalized resolution of the identity in \( H \). A left continuous resolution \( E(t) \) of the identity in a Hilbert space \( \tilde{H} \supset H \) is called an orthogonal dilation of \( \Sigma(t) \) if

\[
\Sigma(t) = P_H E(t)[H], \quad t \in \mathbb{R}, \tag{3.2}
\]

where \( P_H \) is the orthogonal projection of \( \tilde{H} \) onto \( H \);

b) the above \( E(t) \) is called a minimal orthogonal dilation for \( \Sigma(t) \) if

\[
\tilde{H} = \text{span}\{E(\delta)H : \delta \in \mathcal{B}(\mathbb{R})\} = \text{span}\{E(\Delta)H : \Delta \in \text{Int}_c\}. \tag{3.3}
\]
We recall that \( C_{00}(H) \) is the set of strongly continuous functions \( f \) with compact support and with values in finite-dimensional subspaces of \( H \) depending on \( f \), and that \( C_{00}(H) \) is dense in \( H \).

**Theorem 3.3.** Let \( \Sigma \) be a generalized resolution of the identity in \( H \), and let \( E_0(x) \) be the family of operators in \( H = L^2(\Sigma, H) \) defined by

\[
E_0(x) : C_{00}(H) \to H, \quad E_0(x) : h(t) \mapsto \chi_\Delta(t) h(t), \quad \Delta = (-\infty, x).
\]

Then:

i) the family \( E_0(x) \) is well defined and extends up to a continuous resolution \( E(x) \) of the identity in \( H \);

ii) \( E(x) \) is a minimal (orthogonal) dilation for \( \Sigma(x) \);

iii) the operator

\[
Q : f(t) \mapsto tf(t), \quad D(Q) = \{ f(t) \in L^2(\Sigma, H) : tf(t) \in L^2(\Sigma, H) \},
\]

is selfadjoint in \( H \), and \( E(x) \) is its resolution of the identity, furthermore, the corresponding (orthogonal) spectral measure \( E \) has the form

\[
\delta \mapsto E(\delta), \quad E(\delta) : h(t) \mapsto \chi_\delta(t) h(t), \quad \delta \in B(\mathbb{R}).
\]

**Proof.** i) First, let \( x \) be a continuity point for \( \Sigma \). By Corollary 2.6, the operator \( E_0(x) \) is well defined on the vector-valued functions \( h \in C_{00}(H) \), i.e., \( \chi_\Delta h \in L^2(\Sigma, H) \) for \( \Delta = (-\infty, x) \) and, moreover, \( \chi_\Delta h \) is Riemann–Stieltjes integrable. Inspection of the integral sums yields

\[
\| \chi_\Delta h \|_{L^2(\Sigma)}^2 = \int_\mathbb{R} (d\Sigma(t) \chi_\Delta(t) h(t), \chi_\Delta(t) h(t)) \leq \int_\mathbb{R} (d\Sigma(t) h(t), h(t)) = \| h \|_{L^2(\Sigma)}^2.
\]

This means that \( E_0(x) \) is a contraction. Since \( E_0(x) \) is a symmetric operator on \( C_{00}(H) \) (which also follows from the inspection of the integral sums), we see that \( E_0(x) \) extends by continuity to the entire space \( H \), becoming a selfadjoint contraction \( E(x) \). Since \( \chi_\Delta^2(t) = \chi_\Delta(t) \), \( E(x) \) is an orthogonal projection, \( E(x) = E(x)^* = E(x)^2 \). Moreover, from the definition of \( L^2(\Sigma, H) \) it easily follows that \( E(x) \) extends from \( C_{00}(H) \) to \( H \) in accordance with the same formula (3.4).

Now, if \( x_1 < x_2 \) are points of continuity for \( \Sigma \) and \( \Delta_i := (-\infty, x_i) \), then, by analogy with (3.6), we obtain the inequality

\[
\| E(x_1) h \|_2^2 = \| \chi_\Delta h \|_{L^2(\Sigma,H)}^2 \leq \| \chi_\Delta h \|_{L^2(\Sigma,H)}^2 = \| E(x_2) h \|_2^2, \quad h \in C_{00}(H).
\]

Consequently, \( E(x_1) \leq E(x_2) \). This inequality permits us to extend the projection-valued function \( E(x) \) to all discontinuity points \( \{ t_j \} \) \((N \leq \infty) \) of \( \Sigma \). Namely, we put \( E(t_j) = \sup \{ E(x) : x < t_j, \Sigma(x) = \Sigma(x + 0) \} \). It is easily seen that for every \( j \leq N \) the operators \( E(t_j) \) also act on \( C_{00}(H) \) in accordance with (3.4).

Now it is clear that the projection-valued function \( E(x) \) is monotone nondecreasing on \( \mathbb{R} \).

Next, the definition (3.4) implies the relations

\[
E(x - 0) h = E(x) h, \quad \lim_{x \uparrow \infty} E(x) h = h, \quad \lim_{x \downarrow -\infty} E(x) h = 0, \quad h \in C_{00}(H).
\]

Since \( C_{00}(H) \) is a dense subset of \( H \), we see that the function \( E \) is left continuous and that the completeness relations \( s\text{-}\lim_{x \uparrow \infty} E(x) = I, \ s\text{-}\lim_{x \downarrow -\infty} E(x) = 0 \) are fulfilled. Thus, \( E \) is a resolution of the identity.

ii) Consider the trivial embedding \( j : H \to H \) defined by the formula

\[
j h = h =: h(t)^t, \quad t \in \mathbb{R},
\]
i.e., \( h \) is identified with a constant vector-valued function. Clearly,

\[
(3.8) \quad (jh,jh)_{\mathcal{H}} = \int_{\mathbb{R}} (d\Sigma(h,h) = (\Sigma(+\infty)h,h) - (\Sigma(-\infty)h,h) = (h,h)_H;
\]

therefore, \( j \) is an isometry. This enables us to view \( H \) as a subspace of \( \mathcal{H} \). Let \( P := P_H \) be the orthogonal projection of \( \mathcal{H} \) onto \( H \). We show that \( \Sigma(x) = PE(x)|H \) for every \( x \in \mathbb{R} \). Indeed, since \( \Sigma(-\infty) = 0 \) (see (3.1)), it follows that

\[
(3.9) \quad ((PE(x)|H)h,h) = (E(x)h,h)_{L^2(\Sigma,H)} = \int_{\mathbb{R}} (d\Sigma(t)\chi(t)h,h) = (\Sigma(x)h,h)
\]

for every \( h \in H \), where \( \Delta = (-\infty,x) \). So, \( E \) is a dilation of \( \Sigma \).

\( E \) is a minimal dilation because the set \( S_{\Sigma} \) of step functions defined in (2.24) is dense in \( L^2(\Sigma,H) \); see item iii) of the proof of Theorem 2.14.

iii) By Theorem 2.14, the space \( L^2(\Sigma,H) \) is a direct integral of Hilbert spaces. Therefore, by Theorem 6.2.1 in [6], the operator \( Q \) is selfadjoint and \( E \) is its spectral measure.

In particular, statements i) and ii) of Theorem 3.3 imply the Naimark theorem [25].

**Theorem 3.4 (Naimark dilation theorem).** Let \( \Sigma(t) \) be a generalized resolution of the identity in \( H \). Then:

i) \( \Sigma(t) \) has an orthogonal dilation \( E(t) \) in a Hilbert space \( \tilde{H} \supset H \);

ii) the dilation \( E \) can be taken minimal;

iii) every two minimal dilations for \( \Sigma \) are unitarily equivalent;

iv) if \( E \) is a minimal dilation for \( \Sigma \), then \( \Sigma \sim E \).

**Proof.** Statements i) and ii) follow from Theorem 3.3.

iii) For \( k = 1,2 \), let \( E_k \) be a minimal dilation of \( \Sigma \) in the space \( \tilde{H}_k \supset H \) \((k = 1,2)\). Then for every \( \delta_i \in \mathcal{B}(\mathbb{R}) \) and every \( h_i \in H \) \((1 \leq i \leq n, n \in \mathbb{N}) \) we have

\[
\left\| \sum_i E_1(\delta_i)h_i \right\|^2 = \sum_{i,j} (E_1(\delta_i)h_i,E_1(\delta_j)h_j) = \sum_{i,j} (\Sigma(\delta_i \cap \delta_j)h_i,h_j) = \left\| \sum_i E_2(\delta_i)h_i \right\|^2.
\]

Therefore, the operator \( U \) defined on the linear space \( \{ \sum_i E_1(\delta_i)h_i \} \) by the formula

\[
U(\sum_i E_1(\delta_i)h_i) = \sum_i E_2(\delta_i)h_i \text{ is an isometry. Since the dilations } E_1 \text{ and } E_2 \text{ are minimal, from (3.3) it follows that the operator } U \text{ extends by continuity to a unitary operator from } \tilde{H}_1 \text{ onto } \tilde{H}_2, U : \tilde{H}_1 \rightarrow \tilde{H}_2.
\]

Taking \( n = 1 \) and \( \delta_1 = \mathbb{R} \) in the definition of \( U \), we see that \( U \) is the identity on \( H \) \((Uh = h, h \in H)\). Now, the relation \( UE_1 = E_2U \) is obvious.

iv) By (3.2), \( \Sigma(\delta) = PH E(\delta)|H, \delta \in \mathcal{B}(\mathbb{R}) \). Consequently, \( \Sigma(\delta) = 0 \) if \( E(\delta) = 0 \).

Conversely, if \( \Sigma(\delta) = 0 \), then by (3.2) we obtain \( \|E(\delta)h\| = (E(\delta)h,h)^{1/2} = 0 \) for \( h \in H \), i.e., \( E(\delta)H = 0 \). Therefore, \( E(\delta)E(\Delta)H = 0 \) for all \( \Delta \). But then \( E(\delta)\tilde{H} = 0 \) by (3.3), i.e., \( E(\delta) = 0 \).

Naimark’s Theorem 3.4 extends easily to the case of an arbitrary bounded operator measure; see [8]. We present an analog of Theorem 3.3 for that case.

**Theorem 3.5.** Let \( \Sigma \) be a bounded monotone nondecreasing operator-valued function in \( H \) satisfying the conditions \( \Sigma(-\infty) = 0 \) and \( \Sigma(+\infty) = K \geq 0 \), let \( \mathcal{H} := L^2(\Sigma,H) \), and let \( E(t) \) be defined by (3.4) and (3.5). Then:

i) \( E(t) \) is a resolution of the identity in \( \mathcal{H} \) that satisfies the minimality condition (3.3) with \( \tilde{H} = \mathcal{H} \);

ii) there exists a bounded operator \( T : H \rightarrow L^2(\Sigma,H) \) such that

\[
(3.10) \quad \Sigma(t) = T^* E(t) \quad T^* T = K;
\]

iii) the spectral measure \( E \) is equivalent to \( \Sigma \), \( E \sim \Sigma \).
Proof. Statements i) and iii) were proved in Theorem 3.3, because the arguments given there are applicable to arbitrary (even not necessarily bounded) measures.

ii) In the present setting, the embedding (3.7) is no longer an isometry because now we have \((jh, jh)_{\mathfrak{g}} = (Kh, h)_H\) in place of (3.8), i.e., \(j^*j = K\). Putting \(T = j\) and taking relation (3.9) with \(T^* = j^*\) into account, we get the required result. \(\square\)

Remark 3.1. a) Statement i) of Theorem 3.3 is covered by statement iii). However, we have presented an elementary proof not involving Theorem 2.14 because, in passing, we have obtained also an elementary proof of the Naïmark theorem.

b) Statement iv) of Theorem 3.4 is known to experts, though in the literature only the weaker equivalence \(\Sigma(t_1) = \Sigma(t_2) \iff E(t_1) = E(t_2)\) can be found; see [3].

3.2. Unitary \(\rho\)-dilations.

Definition 3.6 (see [29]). a) An operator \(T \in B(H)\) is attributed to the class \(\mathfrak{C}_\rho(H)\) if there exists a unitary operator \(U\) in a Hilbert space \(\tilde{H} \supset H\) such that

\[
(\rho - 2)\| (1 - zT)h \|^2 + 2 \text{Re}((I - zT)h, h) \geq 0, \quad z \in \mathbb{D}.
\]

In particular, every contraction \(T \in B(H)\) has a unitary dilation.

Proof. From (3.12) it easily follows that \(\sigma(T) \subset \mathbb{D}\) (see [29]).

Put \(\Phi(z) := I - 2\rho^{-1} + 2\rho^{-1}(I - zT)^{-1}\). Then by (3.12) we have

\[
2^{-1} \rho |\Phi(z) + \Phi^*(z)| = (\rho - 2)I + 2 \text{Re}(I - zT)^{-1} \geq 0, \quad z \in \mathbb{D}.
\]

By the Herglotz theorem (see [11]: its extension to operator-valued functions can be found, e.g., in [3]), \(\Phi(z)\) has an integral representation of the form

\[
\Phi(z) = iK + \int_0^{2\pi} \frac{e^{it} + z}{e^{it} - z} d\Sigma(t), \quad |z| < 1,
\]

in which \(K = K^*\) and \(\Sigma(t)\) is a monotone nondecreasing \(B(H)\)-valued function such that \(\Sigma(0) = 0\). Since \(\Phi(0) = I\), we have \(K = 0\) and \(\Sigma(2\pi) = \text{Re} \Phi(0) = I\). By (3.14) and the definition of \(\Phi\), we obtain

\[
\frac{2}{\rho} (I - zT)^{-1} = \frac{2}{\rho} - 2 + \int_0^{2\pi} \frac{2e^{it} d\Sigma(t)}{e^{it} - z} = \frac{2}{\rho} - 2 + 2 \int_0^{2\pi} \frac{d\Sigma(t)}{1 - ze^{-it}}, \quad z \in \mathbb{D}.
\]

By the Naïmark theorem, there exists a Hilbert space \(\tilde{H} \supset H\) and a resolution \(E(t)\) of the identity in \(\tilde{H}\) such that \(\Sigma(t) = E(t) |H\). Putting \(U = \int_0^{2\pi} e^{-it} dE(t)\), we rewrite (3.15) in the form \((I - zT)^{-1} = (1 - \rho)I + \rho P_H (I - zU)^{-1}|H, z \in \mathbb{D}\), which means that \(U\) is a unitary \(\rho\)-dilation for \(T\). \(\square\)
Remark 3.2. For \( \rho = 1 \) condition (3.12) means that \( T \) is a contraction, and Theorem 3.7 coincides with the well-known Szőkefalvi-Nagy theorem. For \( \rho = 2 \) condition (3.12) means that the numerical radius \( w(T) := \sup\{|(Th, h)| : h \in H, ||h|| \leq 1\} \) of \( T \) does not exceed 1. In this case, Theorem 3.7 was proved by Berger [5] and Halmos (see [30]). The general case of \( \rho > 0 \) was studied by Szőkefalvi-Nagy and Foias [30].

Corollary 3.8. Suppose \( T \in \mathcal{C}_\rho \) and \( \rho(T) < 1 \). Then

\[
T^n = \rho \int_0^{2\pi} e^{int} d\Sigma(t), \quad n \in \mathbb{N},
\]

where \( \Sigma \) is the spectral measure of \( T \) defined by

\[
\Sigma(t) = \frac{1}{2\pi\rho} \int_0^t \left[(I - e^{is}T)^{-1} + (I - e^{-is}T^*)^{-1} + \rho - 2\right] ds.
\]

The proof follows from (3.15) and the Stieltjes inversion formula.

For the study of the spectral function of the unitary \( \rho \)-dilation, we recall the following definition due to T. Kato [19].

**Definition 3.9** (see [19]). Let \( U \) be a unitary operator in a Hilbert space \( H \). An operator \( A \in B(H) \) is said to be \( U \)-smooth if

\[
\int_0^{2\pi} \|A(I - re^{it}U)^{-1}f\|^2 dt \leq c\|f\|^2 \quad \text{for } r \neq 1
\]

with a constant \( c \) independent of \( f \) and \( r \).

Clearly, the \( U \)-smoothness of an operator \( A \) is equivalent to its \( U^{-1} \)-smoothness.

We begin with the following statement.

**Proposition 3.10.** Let \( T \) be a contraction in \( H \), let \( U \) be the unitary dilation of \( T \) in \( \bar{H} \supset H \), and let \( D_T = (I - T^*T)^{1/2} \) is the defect operator of \( T \). Then the operators \( D_T P_H \) and \( D_T P_H \) are \( U \)-smooth, where \( P_H \) is the orthogonal projection of \( \bar{H} \) onto \( H \). 

**Proof.** Let \( 0 \leq r < 1 \). By the Parseval identity, we have

\[
\frac{1}{2\pi} \int_0^{2\pi} \|D_T P_H (I - re^{it}U)^{-1}f\|^2 dt = \frac{1}{2\pi} \int_0^{2\pi} \|D_T (I - re^{it}T)^{-1}f\|^2 dt
\]

\[
= \sum_{n=0}^\infty r^{2n} \|D_T T^n f\|^2 = \sum_{n=0}^\infty r^{2n} \|(I - T^*T)T^n f, T^n f\|
\]

\[
= \sum_{n=0}^\infty r^{2n} \|T^n f\|^2 - \sum_{n=0}^\infty r^{2n} \|T^{n+1} f\|^2 = \|f\|^2 - (1 - r^2) \sum_{n=0}^\infty r^{2n} \|T^{n+1} f\|^2
\]

\[\leq \|f\|^2.
\]
Moreover, by Lemma 3.12, we have $\frac{1}{2\pi} \int_0^{2\pi} \|D_T P_H (I - r^{-1}e^{it}U)^{-1} f\|^2 dt = \frac{1}{2\pi} \int_0^{2\pi} \|D_T P_H re^{-it}U^* (re^{-it}U^* - I)^{-1} f\|^2 dt = \frac{1}{2\pi} \int_0^{2\pi} \|D_T T^* (re^{-it}T^* - I)^{-1} f\|^2 dt = \frac{r}{2} \frac{1}{2\pi} \int_0^{2\pi} \|TT^* (re^{-it}T^* - I)^{-1} f\|^2 dt \leq \|T^*\|^2 \frac{1}{2\pi} \int_0^{2\pi} \|D_T (re^{-it}T^* - I)^{-1} f\|^2 dt \leq \|T^*\|^2 \|f\|^2$.

Combining (3.19) and (3.20), we conclude that $D_T P_H$ is $U$-smooth.

In a similar way it is proved that $D_T P_H$ is $U$-smooth.

Definition 3.11. A contraction $T$ in a Hilbert space $H$ is said to be simple (completely nonunitary) if there is no invariant (equivalently, reducing) subspace $L \in \text{Lat} T$ such that $T|L$ is a unitary operator.

We need the following known fact.

Lemma 3.12. Let $T$ be a completely nonunitary contraction in $H$, and $U$ its minimal unitary dilation in $\tilde{H}$. Then

$$\text{span}\{U^n(I - TT^*)H, U^{-n}(I - T^*T)H\}_{n=-\infty}^{+\infty} = \tilde{H}.$$ (3.21)

We pass to the proof of the well-known theorem due to B. Szőkefalvi-Nagy and C. Foiaș.

Theorem 3.13 (see [29]). Let $T$ be a simple contraction in $H$. Then the spectral measure $E_U$ of its minimal unitary dilation is equivalent to the Lebesgue measure $m$, $E_U \sim m$. Moreover, the scalar measure $\mu_f := (E_U f, f)$ is equivalent to $m$ for every $f \in \tilde{H}$.

Proof. i) By Proposition 3.10, the operators $D_T P_H$ and $D_T - P_H$ are $U$-smooth. Therefore, by the Kato theorem [18], we have $\mathcal{R}((D_T P_H)^*) \subset \mathcal{H}_{ac}(U) = \mathcal{H}_{ac}(U)$. But $(D_T P_H)^* = D_T P_T$, and consequently, $\mathcal{R}(I - T^*T), \mathcal{R}(I - TT^*) \subset \mathcal{H}_{ac}(U)$.

By Lemma 3.12, we have $\tilde{H} = \mathcal{H}_{ac}(U)$, whence $E_U \prec m$.

ii) We show that $E_U \sim m$. If $E_U$ is not equivalent to $m$ ($E_U \sim m$), then $\delta := \mathcal{T} \setminus \sigma(U) \neq \emptyset$, whence it follows that $m(\delta) > 0$ but $E(\delta) = 0$. But the operator $U^{-1}$ can be approximated uniformly by polynomials in $U$, $\|U^{-1} - p_n(U)\| \to 0$ as $n \to \infty$; therefore, $\text{Lat} U \subset \text{Lat} U^*$. However, for every $f \in H$ the subspace $L_f := \text{span}\{U^n f : n \geq 0\}$ is an element of $\text{Lat} U$, but $L_f \notin \text{Lat} U^*$. Indeed, if $L_f$ is a reducing subspace for $U$, then $T^n f = P_H U^n f = U^n f$. The latter means that $L_f \in \text{Lat} T$, so that $T|L_f = U|L_f$, which is impossible because $T$ is simple.

\section{The multiplicity function of a measure \( \Sigma \)}

4.1. Cyclic subspaces and the multiplicity function of an operator measure.

We recall a series of well-known definitions and facts.
Definition 4.1. Let $A$ be a selfadjoint operator in $H$, let $E$ be its resolution of the identity, and let $L$ be a linear subset of $H$ (closed or not). We denote by $H_L$ the minimal $A$-invariant subspace in $H$ containing $L$, i.e.,
\begin{equation}
H_L := H_L^A := \text{span}\{E(\delta)L : \delta \in \mathcal{B}(\mathbb{R})\} = \text{span}\{(A - \lambda)^{-1}L : \lambda \in \mathbb{C} \setminus \mathbb{R}\}.
\end{equation}
If $A$ is bounded, then $H_L = \text{span}\{A^nL : n \geq 0\}$. If $L = \text{span}\{g_1, \ldots, g_n\}$, we put $H_{(g_1, \ldots, g_n)} := H_L$. In particular, $H_g = H_L$, where $L = \{\lambda g : \lambda \in \mathbb{C}\}$.

Definition 4.2. i) A linear set $L \subset H$ is said to be cyclic for $A$ (for $E$) if $H_L = H$. The set of all cyclic subspaces of an operator $A$ (a measure $E$) is denoted by $\text{Cyc}(A)$ (Cyc($E$)). The number
\begin{equation}
n(A) := \min\{\dim L : L \in \text{Cyc}(A)\} =: n(E)
\end{equation}
is called the total multiplicity of the spectrum of $A$ (of $E$).

ii) The multiplicity of the spectrum of $A$ (of $E$) at a point $t \in \mathbb{R}$ is defined as follows:
\begin{equation}
n_A(t) := \inf_{\Delta} \{n(A[\Delta(t)H]) : \Delta(t) = nE(t)\}.
\end{equation}

In the sequel, the spectral theorem will be used repeatedly in the following form (see [4], [12], [28]).

Theorem 4.3. Let $A$ be a selfadjoint operator in $H$, let $E := E_A$ be its spectral measure, and let $\rho$ be a scalar Borel measure on $\mathbb{R}$ equivalent to $E$. Then the following statements are true.

i) $A$ is unitarily equivalent to the operator $Q$ of multiplication by $t$ in some direct integral $\mathfrak{H} = \int_\mathbb{R} \otimes G(t) \, d\rho(t)$ of Hilbert spaces:
\begin{equation}
Q : f(t) \mapsto tf(t), \quad \mathcal{D}(Q) = \{f(t) \in \mathfrak{H} : tf(t) \in \mathfrak{H}\}.
\end{equation}

ii) Two operators $Q_1$ of multiplication by $t$ in two distinct direct integrals $\int \otimes G_i(t) \, d\rho_i(t)$ ($i = 1, 2$) are unitarily equivalent if and only if
\begin{equation}
\rho_1 \sim \rho_2 \quad \text{and} \quad \dim G_1(t) = \dim G_2(t) \quad (\text{mod } \rho_1).
\end{equation}

Corollary 4.4. The equivalence class $E$ of the measure $E = E_A$ and the multiplicity function
\begin{equation}
\widetilde{N}_A(t) := \dim G(t) \pmod{\rho} =: \widetilde{N}_E(t)
\end{equation}
form a complete system of unitary invariants of the operator $A$ (the measure $E$).

In other words, two selfadjoint operators $A_i$ in $H_i$ ($i = 1, 2$) are unitarily equivalent if and only if $[E_{A_i}] \sim [E_{A_2}]$ and $\widetilde{N}_{A_1}(t) = \widetilde{N}_{A_2}(t) \pmod{E_{A_1}}$.

It can easily be shown that
\begin{equation}
n_A(t) = \widetilde{N}_A(t) \quad (E\text{-a.e.}) \quad \text{and} \quad n(A) = \text{ess sup}_{t \in \mathbb{R}} \widetilde{N}_A(t) \pmod{\rho},
\end{equation}
i.e., $\widetilde{N}_A(t)$ coincides $E$-a.e. with the multiplicity $n_A(t)$ of the spectrum of $A$ at the point $t$.

4.2. The multiplicity function of a nonorthogonal measure. The following definition plays a crucial role in the sequel.

Definition 4.5. Suppose $\Sigma$ is an operator measure in $H$, $\rho$ is a scalar measure with $\Sigma \prec \rho$, and $e := \{e_j\}_{j=1}^\infty$ is an orthonormal basis in $H$. Let
\begin{equation}
\sigma_{ij}(t) := \langle \Sigma(t)e_i, e_j \rangle, \quad \psi_{ij}(t) := d\sigma_{ij}(t)/d\rho, \quad \Psi_{ij}(t) := (\psi_{ij}(t))_{i,j=1}^n, \quad \Psi^e(t) := (\psi_{ij}(t))_{i,j=1}^\infty.
\end{equation}
The multiplicity function \( N_S := N_S^e \) and the total multiplicity \( m := m(\Sigma) := m^e(\Sigma) \) of \( \Sigma \) are defined by the formulas
\[
(4.8) \quad N_S^e(t) := \text{rank } \Psi^e(t) := \sup_{n \geq 1} \text{rank } \Psi_n(t), \quad m^e := \text{ess } \sup_{t \in \mathbb{R}} N_S(t) \quad (\text{mod } \rho).
\]

Remark 4.1. a) Denote by \( M_n(\Psi^e) \) the collection of all principal (not necessarily corner) submatrices of \( \Psi^e \) of size \( n \times n \). It is easily seen that
\[
\text{rank } \Psi^e(t) := \sup \{ \text{rank } \Psi_n^e(t) : \Psi_n^e \in M_n(\Psi^e), n \geq 1 \}.
\]
b) It should be noted that the functions \( \psi_{ij} \) and the density \( \Psi^e \) are defined only \( \rho \)-a.e.

At each point where \( \Psi^e \) exists, we have
\[
(4.9) \quad \text{rank } \Psi^e(t) \leq \inf_n \text{rank } \Sigma(\Delta_n), \quad \Delta_n = (t - 1/n, t + 1/n).
\]
Furthermore, inequality (4.9) may be strict even if \( \dim H < \infty \). For instance, let \( \{ f_j \}_1^n \) be a system of continuous linearly independent functions on \([0, 1]\) such that \( \Pi_1^n f_j(t) \neq 0 \) for \( t \in [0, 1] \). Putting
\[
\Psi(t) = \Psi_n(t) := (f_i(t)f_j(t))_{i,j=1}^n \quad \text{and} \quad \Sigma(t) = \int_0^t \Psi(s) \, ds,
\]
we see that \( \text{rank } \Psi(t) = 1 \) for \( t \in [0, 1] \), though \( \text{rank } \Sigma(\Delta) = n \) for every interval \( \Delta = (a, b] \subset [0, 1] \).

Among other things, the following statement shows that Definition 4.5 does not depend of the choice of the basis \( e \).

**Proposition 4.6.** Suppose \( \Sigma \) is an operator measure in \( H, \rho \) is a scalar measure with \( \Sigma \prec \rho \), and \( L^2(\Sigma, H) = \int \oplus H \, dp(t) \) is the expansion (2.17) of the space \( L^2(\Sigma, H) \) in a direct integral. Then for every orthonormal basis \( e := \{ e_j \}_1^\infty \) in \( H \) we have
\[
(4.10) \quad N_S^e(t) = \dim H_t \, (\text{mod } \rho).
\]
In particular, the definition (4.8) does not depend on the choice of an orthonormal basis.

**Proof.** We introduce a diagonal operator \( K \) by putting \( Ke_j = e_j / j \). Clearly, \( K = K^* \in \mathfrak{S}_2 \). Next, let \( \Psi_K(t) = dK^* \Sigma(t)K/\rho \) be the density of the form (2.14), and let the \( H_t \) be the Hilbert spaces constructed in Theorem 2.14 starting with \( \Psi_K \) (see (2.16)). It is easily seen that \( \Psi_K \) is related to the density \( \Psi^e \) of the form (4.7) as follows:
\[
(4.11) \quad (\Psi_K(t) e_i, e_j)_{i,j=1}^\infty = K \Psi^e(t) K = (i^{-1} j^{-1} \psi_{ij}(t))_{i,j=1}^\infty.
\]
This yields
\[
(4.12) \quad N_S^e(t) := \text{rank } \Psi^e(t) = \text{rank } \Psi_K(t) = \dim H_t =: N_S^K(t) \, (\text{mod } \rho).
\]
But, by Theorem 2.14, the expansion (2.17) does not depend on the choice of \( K \). Therefore, by (4.12), \( N_S^e \) does not depend on the choice of the basis \( e \). \( \square \)

Proposition 4.6 allows us to omit the index \( e \) in the definition (4.8). So, in what follows we write \( N_S(t) := N_S^e(t) \) and \( m := m^e \).

**Corollary 4.7.** Let \( \Sigma \) and \( \rho \) be the same as in Proposition 4.6. Suppose \( K \in \mathfrak{S}_2 \) and \( \ker K = \ker K^* = \{ 0 \} \). Denote by \( \Psi_K(t) := dK^* \Sigma(t)K/\rho \) the density of the form (2.14). Then
\[
N_S(t) = \text{rank } \Psi_K(t) =: N_S^K(t) \, (\text{mod } \rho).
\]
Remark 4.2. It can be shown that the total multiplicity \( n(\Sigma) \) of the spectral measure \( \Sigma \) of the contraction \( T = \int_0^{2\pi} e^{it} d\Sigma(t) \) coincides with the multiplicity \( n(T) \) of \( T \), \( n(T) := \min\{\dim L : L \in \text{Cyc}(T)\} \).

We note also that in [33], for an arbitrary linear operator \( T \) (in particular, for an arbitrary contraction), the so-called local spectral multiplicity function \( mt_{\lambda}(z) \) with respect to a measure \( \mu \) was introduced. That function vanishes off the spectrum \( \sigma(T) \). If \( \sigma(T) \) is a subset of the unit circle, the relationship between \( N_\Sigma(t) \) and \( mt_{\lambda}(z) \) is unclear.

However, if \( T \) is a strict contraction, these functions are in no way related to each other: \( mt_{\lambda}(e^{it}) = 0 \) for \( t \in [0, 2\pi] \), but the function \( N_\Sigma \) is defined only on the unit circle.

The multiplicity function allows us to introduce the following definition.

Definition 4.8. i) An operator measure \( \Sigma_1 \) is said to be \textit{spectrally subordinate} to an operator measure \( \Sigma_2 \) (in symbols: \( \Sigma_1 < \Sigma_2 \)) if \( \Sigma_1 < \Sigma_2 \) and \( N_{\Sigma_2}(t) \leq N_{\Sigma_1}(t) \) (\( \Sigma_2 \)-a.e.).

ii) Two measures \( \Sigma_1 \) and \( \Sigma_2 \) are said to be \textit{spectrally equivalent} if \( \Sigma_1 \sim \Sigma_2 \) and \( N_{\Sigma_1} = N_{\Sigma_2} \) (\( \Sigma_1 \)-a.e.).

We show that for an orthogonal measure \( E \) the new definition of the multiplicity function coincides with the classical definition (4.5).

Proposition 4.9. i) Let \( E \) be an orthogonal measure in \( H \), and let \( N_E \) be its multiplicity function in the sense of Definition 4.5. Then
\[
N_E(t) = N_E(t) \quad (E\text{-a.e.}) \quad \text{and} \quad n(E) = m(E),
\]
where \( N_E(t) \), \( n(E) \), and \( m(E) \) are defined by (4.5), (4.2), and (4.8).

ii) Let \( \Sigma \) be a generalized resolution of the identity, and let \( E \) be its minimal orthogonal dilation. Then \( \Sigma \) and \( E \) are spectrally equivalent, in particular,
\[
N_\Sigma(t) = N_E(t) = N_E(t) \quad (E\text{-a.e.}) \quad \text{and} \quad m(\Sigma) = m(E).
\]

Proof. Since \( E \) coincides with its minimal orthogonal dilation, it suffices to prove ii).

But by Theorem 3.3 the dilation \( E \) is unitarily equivalent to the resolution \( E_Q \) of the identity for the operator \( Q \) of multiplication by \( t \) in \( L^2(\Sigma, H) \). Consequently, the corresponding multiplicity functions coincide: \( \tilde{N}_E = \tilde{N}_{E_Q} \). On the other hand, by Theorem 2.14 we have \( \tilde{N}_Q(t) = \dim H_t \). Comparing this with (4.5), we obtain
\[
\tilde{N}_Q(t) = \dim H_t = \text{rank } \Psi(t) = N_\Sigma(t) \quad (\Sigma\text{-a.e.}).
\]

It remains to observe that \( \tilde{N}_Q(t) = \tilde{N}_{E_Q}(t) \) by \( \square \)

Corollary 4.10. Two multiplication operators \( Q_i : f \mapsto tf \) in the spaces \( L^2(\Sigma_i, H_i) \) \((i = 1, 2)\) are unitarily equivalent if and only if \( \Sigma_1 \) and \( \Sigma_2 \) are spectrally equivalent.

To state another corollary, we recall the following definitions.

Let \( \rho \) be a scalar measure, \( \rho \sim \Sigma \), and let \( \rho = \rho_{ac} + \rho_{sc} + \rho_d \) be the Lebesgue decomposition of \( \rho \) into absolutely continuous, singular continuous and discrete parts. Let \( \Delta_{ac}, \Delta_{sc}, \) and \( \Delta_d \) be mutually disjoint (not necessarily topological) supports of \( \rho_{ac}, \rho_{sc}, \) and \( \rho_d \), respectively. Then, putting
\[
\Sigma_{ac}(\delta) := \Sigma(\delta \cap \Delta_{ac}), \quad \Sigma_{sc}(\delta) := \Sigma(\delta \cap \Delta_{sc}), \quad \Sigma_d(\delta) := \Sigma(\delta \cap \Delta_d),
\]
we obtain the Lebesgue decomposition of \( \Sigma \).

Corollary 4.11. Let \( \Sigma = \Sigma_{ac} + \Sigma_{sc} + \Sigma_d \) be the Lebesgue decomposition of the measure \( \Sigma \), and let \( \overline{\Sigma} := \Sigma_{ac} \oplus \Sigma_{sc} \oplus \Sigma_d \). Then the operator measures \( \Sigma \) and \( \overline{\Sigma} \) are spectrally equivalent.
Proof. Consider the operator
\[ V : L^2(\Sigma, H) \to L^2(\overline{\Sigma}, H), \quad V : f \mapsto \{f\chi_{\Delta_{H}}, f\chi_{\Delta_{ac}}, f\chi_{\Delta_{d}}\}. \]
Since the supports of the measures \( \Delta_{H}, \Delta_{ac}, \) and \( \Delta_{d} \) are pairwise disjoint, we have
\[ \|f\|_{L^2(\Sigma, H)}^2 = \|f\|_{L^2(\overline{\Sigma}, H)}^2 + \|f\|_{L^2(\Sigma_{ac}, H)}^2 + \|f\|_{L^2(\Sigma_{d}, H)}^2 = \|f\|_{L^2(\overline{\Sigma}, H)}^2, \]
and \( V \) maps \( L^2(\Sigma, H) \) onto \( L^2(\overline{\Sigma}, H) \) isometrically. Clearly, \( V \) intertwines the operators \( Q_1 \) and \( Q_2 \) of multiplication by \( t \) in these spaces: \( VQ_1 = Q_2V \). By Corollary 4.10, the measures \( \Sigma \) and \( \overline{\Sigma} \) are spectrally equivalent. \( \square \)

In conclusion of this subsection, we present yet another criterion of spectral equivalence for two operator measures.

**Proposition 4.12.** Suppose \( \Sigma_1 \) and \( \Sigma_2 \) are two operator measures in \( H \), \( \rho \) is a scalar measure, \( \Sigma_1 + \Sigma_2 < \infty \), and \( \Psi_j = dK_j^*\Sigma_j K_j/d\rho \) is the operator density of \( \Sigma_j \) calculated in accordance with relation (2.14), in which \( K \) is replaced by \( K_j \). Then:

i) if there exists a \( \rho \)-measurable operator-valued function \( C(\cdot) : \mathbb{R} \to B(H) \) such that the densities \( \Psi_1 \) and \( \Psi_2 \) obey the relations
\[
(4.15) \quad \Psi_2(t) = C^*(t) \Psi_1(t) C(t) \pmod{\rho}, \quad \ker C(t) = \{0\} \pmod{\rho},
\]
then \( \Sigma_1 \) and \( \Sigma_2 \) are spectrally equivalent;

ii) conversely, if \( \Sigma_1 \) and \( \Sigma_2 \) are spectrally equivalent and \( N(t) := N_{\Sigma_1}(t) = N_{\Sigma_2}(t) < \infty \pmod{\rho} \), then there exists a \( \rho \)-measurable operator-valued function \( C(\cdot) : \mathbb{R} \to B(H) \) such that \( \Psi_1 \) and \( \Psi_2 \) obey (4.15).

**Proof.**

i) Suppose (4.15) is fulfilled. By Proposition 4.6 and the definition (4.8), we have \( N_{\Sigma_1}(t) = N_{\Sigma_2}(t) \pmod{\rho} \). Next, by (2.13), for every \( j = 1, 2 \) we have the following equivalence:
\[
(4.16) \quad \Sigma_j(\delta) = 0, \delta \in \mathcal{B}(\mathbb{R}) \iff \Psi_j(t) = 0 \text{ for } \rho\text{-a.e. } t \in \delta.
\]
On the other hand, (4.15) implies that \( \Psi_j(t) = 0 \) for \( \rho \)-a.e. \( t \in \delta \) if and only if \( \Psi_2(t) = 0 \) for \( \rho \)-a.e. \( t \in \delta \). By (4.16), this means that the measures \( \Sigma_1 \) and \( \Sigma_2 \) are equivalent.

ii) Let \( E_j(\cdot, t) \) be the resolution of the identity for the operator \( \Psi_j(t) \) \((j = 1, 2)\), and let
\[
(4.17) \quad I - P_j(t) := \ker \Psi_j(t) = E_j(+0, t) - E_j(-0, t) = E_j((-\infty, 0], t), \quad j = 1, 2.
\]
From (4.17) it is clear that \( P_j(\cdot) \) is a \( \rho \)-measurable projection-valued function. Since \( N(t) < \infty \pmod{\rho} \), we have \( H_j(t) := P_j(t)H = \mathcal{R}(\Psi_j(t)) \).

We choose an orthonormal basis \( \{e_k\}_{k=1}^\infty \) in \( H \) and put \( e_{kj}(t) := P_j(t)e_k \) and \( \varphi_{kj}(t) := e_k - e_{kj}(t) \) \((j = 1, 2)\). It is easily seen that \( \Omega_j := \{e_{kj}\}_{k=1}^\infty \) and \( \Omega_j' := \{\varphi_{kj}\}_{k=1}^\infty \) form measurable bases in the families \( H_j(t) \) and \( H_j^(t) \), respectively. This turns \( H_j(t) \) and \( H_j^(t) \) into measurable Hilbert families on the measure space \( \{\mathbb{R}, \mathcal{B}(\mathbb{R}), \rho\} \). By Lemma 7.1.3, there are two operator-valued functions \( U(t) \) and \( V(t) \) that are defined \( \rho \)-a.e. on \( \mathbb{R} \) and take \( H_2(t) \) and \( H_2^(t) \) onto \( H_2(t) \) and \( H_2^(t) \), respectively. Therefore, the operator-valued function \( \tilde{\Psi}_1(t) := (U^*(t) + V^*(t))\Psi_1(t)(U(t) + V(t)) \) is also \( \rho \)-measurable and satisfies the relations
\[
(4.18) \quad \ker \tilde{\Psi}_1(t) = H_2^(t), \quad \mathcal{R}(\tilde{\Psi}_1(t)) = H_2(t) \pmod{\rho}.
\]
By (4.18), the operator-valued function \( C_1(t) := \tilde{\Psi}_1(t)^{-1/2}\tilde{\Psi}_2(t)^{1/2}H_2(t) \) is well defined and takes values in \( B(H_2(t)) \). Putting \( \tilde{C}(t) := C_1(t) \+ I_t \), where \( I_t \) is the identity mapping of \( H_2(t) \), we arrive at the identity \( \tilde{C}^*(t)\tilde{\Psi}_1(t)\tilde{C}(t) = \Psi_2(t) \pmod{\rho} \). Taking
the definition of $\Psi_1$ into account, we conclude that the operator-valued function $C(t) := U(t)C(t)$ satisfies (4.15).

The following example shows that the finite multiplicity condition for $N(t)$ is essential for the validity of statement ii) in Proposition 4.12.

**Example 4.13.** Suppose $T_j = T_j^* \in \Theta_\infty(H)$ and ker $T_j = \{0\}$ $(j = 1, 2)$. Consider two discrete operator measures $\Sigma_1$ and $\Sigma_2$ in $H$ with jumps at some points $t_1$ and $t_2$ that satisfy

\begin{equation}
\Sigma_j(t_1 + 0) - \Sigma_j(t_1 - 0) = T_j^1, \quad \Sigma_j(t_2 + 0) - \Sigma_j(t_2 - 0) = T_2^{3-j} \quad (j = 1, 2).
\end{equation}

It is easily seen that (4.15) with a bounded operator-valued function $C(t)$ is impossible in this case.

### 4.3. A criterion for spectral equivalence, and cyclic subspaces.

We start with the following result.

**Proposition 4.14.** Let $A_i$ be selfadjoint operators in $H_i$, and let $E_i := E_{A_i}$ be their resolutions of the identity. Then $A_2$ is unitarily equivalent to the restriction of $A_1$ to some subspace $L \subseteq \text{Lat } A_1$ if and only if $E_2 \prec \prec E_1$.

**Proof.**

i) Suppose $A_2$ is unitarily equivalent to $A_1[L]$, i.e., there is an isometry $U$ of $L$ onto $H_2$ such that $U^{-1}A_2U = A[L]$. Then $A_i$ reduces $A_1$, we have $E_2(t) = U(E_1(t)|L)U^*$. Consequently, $E_2 \prec E_1$ and $n_{A_2}(t) \leq n_{A_1}(t)$ for all $t \in \mathbb{R}$. Hence $N_{E_2}(t) = n_{A_2}(t) \leq n_{A_1}(t) = N_{E_1}(t)$; consequently, $E_2 \prec \prec E_1$.

ii) Suppose $E_2 \prec \prec E_1$. Let $\rho_i$ be scalar Borel measures on $\mathbb{R}$ with $\rho_i \sim E_i$ $(i = 1, 2)$. By Theorem 4.3, the operators $A_1$ and $A_2$ can be identified with the operators of multiplication by $t$ of the form (4.4) in direct integrals

\begin{equation}
\mathcal{H}_1 = \int_{\mathbb{R}} \oplus G_1(t) \, d\rho_1(t) \quad \text{and} \quad \mathcal{H}_2 = \int_{\mathbb{R}} \oplus G_2(t) \, d\rho_2(t).
\end{equation}

Since $\rho_2 \prec \rho_1$, we have $d\rho_2 = \varphi d\rho_1$ with $\varphi \geq 0$. Therefore, the second direct integral in (4.20) can be written in the form $\mathcal{H}_2 = \int_{\mathbb{R}} \oplus G_2'(t) \, d\rho_1(t)$, where

\[ G'_2(t) := \begin{cases} 
G_2(t) & \text{if } \varphi(t) > 0, \\
0 & \text{if } \varphi(t) = 0.
\end{cases} \]

Next, we choose an arbitrary $\rho_1$-measurable Hilbert family of subspaces $L(t)(\subset G_1(t))$ such that $\dim L(t) = \dim G'_2(t)$, $t \in \mathbb{R}$, $t \in \mathbb{R}$. Then the subspace $L := \int_{\mathbb{R}} \oplus L(t) \, d\rho_1(t)$ is invariant under $A_1 \in \text{Lat } A_1$. By Theorem 7.2.2 in [6], there exists a measurable operator-valued function $U(t) : G'_2(t) \rightarrow L(t)$ that is unitary-valued for $\rho_1$-a.e. $t \in \mathbb{R}$. Then the operator $U := \int_{\mathbb{R}} \oplus U(t) \, d\rho_1(t) : (Uh)(t) = U(t)h(t)$ maps $\mathcal{H}_2$ onto $L$ unitarily, and we have $UA_2U^* = A_1[L]$.$\square$

**Theorem 4.15.** Let $\Sigma$ be a generalized resolution of the identity in a Hilbert space $H_1$, let $A$ be a selfadjoint operator in another Hilbert space $H$, and let $E := E_A$ be its spectral measure. Then the following statements are true.

i) The subordination $\Sigma \prec E$ occurs if and only if there exists a Hilbert space $\tilde{H} \supset H_1$ and a unitary operator $U : H \rightarrow \tilde{H}$ such that

\begin{equation}
\Sigma(t) := P_{H_1}U(E(t)|U^*H_1), \quad t \in \mathbb{R},
\end{equation}

where $P_{H_1}$ is the orthogonal projection of $\tilde{H}$ onto $H_1$.

ii) If $U^*H_1$ is a cyclic subspace for $A$, then the measures $\Sigma$ and $E$ are spectrally equivalent. In particular (for $H = \tilde{H}$ and $U = I$), the measure $\Sigma$ and its minimal (orthogonal) dilation $E$ are spectrally equivalent.
iii) If $\Sigma$ and $E$ are spectrally equivalent and $N_E(t) < \infty$ $E$-a.e. (for example, if $n(A) < \infty$), then the subspace $U^*H_1$ is cyclic for $E$.

**Proof.** i) Clearly, (4.21) implies $\Sigma \prec E$.

Next, choosing an orthonormal basis in $H_1$ and extending it to a basis in $\tilde{H}$, and then applying Definition 4.5 and Proposition 4.9 i), we deduce that $N_{E}(t) \leq N_{E}(t)$ $E$-a.e.

Conversely, suppose $\Sigma \prec E$. Let $E_{\Sigma}$ be a minimal dilation for $\Sigma$ in a space $\tilde{H} \supset H_1$, and let $A_{\Sigma}$ be the selfadjoint operator the spectral measure of which is $E_{\Sigma}$. By Proposition 4.9 ii), the measures $E_{\Sigma}$ and $\Sigma$ are spectrally equivalent, whence $E_{\Sigma} \prec E$. Therefore, by Proposition 4.14, the operator $A_{\Sigma}$ is unitarily equivalent to the restriction of $A$ to some subspace $L \in \text{Lat} A$, $L \subset H$, i.e., $U^*A_{\Sigma}U = A[ L]$, where $U$ maps $L$ onto $\tilde{H}$ unitarily. Consequently, $E_{\Sigma}(t) = U(E(t)[L]U^*$. Together with the obvious inclusion $U^*H_1 \subset L$, this implies the relations

$$
\Sigma(t) = P_{H_1}E_{\Sigma}(t)[H_1 = P_{H_1}(U(E(t)[L]U^*)[H_1 = P_{H_1}U(E(t)[U^*H_1]),
$$

as required.

ii) Suppose $U^*H_1$ is cyclic for $A$ ($U^*H_1 \in \text{Cyc} A$) and (4.21) is fulfilled. Then $UEMU^*$ is a minimal orthogonal dilation for $\Sigma$. By Proposition 4.9 ii), the measures $E$ and $\Sigma$ are spectrally equivalent.

iii) Conversely, suppose that (4.21) is fulfilled, the measures $E$ and $\Sigma$ are spectrally equivalent, and $N_{E}(t) < \infty$ $E$-a.e. We show that $U^*H_1 \in \text{Cyc} A$. For this, we denote by $L$ the minimal $A$-invariant subspace containing $U^*H$, and put $A_1 := A[ L]$. By Theorem 4.3, $A$ is unitarily equivalent to the operator $Q$ of multiplication by $t$ of the form (4.4) in some direct integral $\mathcal{S} = \int_{\mathbb{R}} \oplus G(t) d\rho(t)$ of Hilbert spaces, i.e., $U_1A_1U_1^* = Q$, where $U_1$ is a unitary mapping of $H$ onto $\mathcal{S}$. Then $L_1 := U_1L \in \text{Lat} Q$ and, as is well known (see [3]), we have

$$
L_1 = \int_{\mathbb{R}} \oplus G_1(t) d\rho(t), \quad G_1(t) := \pi(t)G(t),
$$

where $\pi(t)$ is a measurable projection-valued function.

By assumption, the measures $E$ and $\Sigma$ are spectrally equivalent. On the other hand, (4.21) and the condition $U^*H \in \text{Cyc} A$ together mean that the spectral measure $E_{A_1}$ of $A_1$ is an orthogonal dilation of $\Sigma$. By Proposition 4.9, the measures $E_{A_1}$ and $\Sigma$ are also spectrally equivalent.

Consequently, $E$ and $E_{A_1}$ are spectrally equivalent and, in particular, $\tilde{N}_{A_1}(t) = \tilde{N}_{A_1}(t)$. But then

$$
\dim G(t) = \tilde{N}_{A_1}(t) = \tilde{N}_{A_1}(t) = \dim(\pi(t)G(t)) \rho-a.e.
$$

Therefore, $G(t) = G_1(t) = \pi(t)G(t) \rho-a.e.,$ i.e., $\pi(t) = I_{G(t)} \rho-a.e.$ and $\mathcal{S} = L_1$, yielding $L = H$ and $U^*H_1 \in \text{Cyc} A$.

**Corollary 4.16.** Under the assumptions of Theorem 4.15, suppose that $\tilde{N}_{A_1}(t) < \infty$ $E$-a.e. and that (4.21) is fulfilled. Then the operator measures $\Sigma$ and $E$ are spectrally equivalent if and only if $U^*H_1 \in \text{Cyc} A$.

**Remark 4.3.** In Theorem 4.15 and in Corollary 4.16, the condition $N_E(t) < \infty$ $E$-a.e. is essential for the relation $U^*H_1 \in \text{Cyc} A$.

For example, if $A = I$ is the identity operator in $H$, then for every infinite-dimensional subspace $L \subset H$ the spectral measures $E_A[L]$ and $E_A$ are unitarily equivalent (therefore, spectrally equivalent).

In fact, it can be proved that the condition $N_E(t) < \infty$ $E$-a.e. is necessary and sufficient for the validity of condition iii) in Theorem 4.15.
Corollary 4.17. Consider a selfadjoint operator $A$ in $H$ with spectral measure $E_A$. Let $L \in \text{Cyc}(A)$, let $P := P_L$ be the orthogonal projection of $H$ onto $L$, and let $\Sigma := PE[L]$. Then $A$ is unitarily equivalent to the operator $Q$ of multiplication by $t$ of the form (4.4) in the space $L^2(\Sigma, H)$.

Proof. The condition $L \in \text{Cyc} A$ means that $E_A$ is a minimal orthogonal dilation for $\Sigma$. By Theorem 3.3, the spectral measures $E_A$ and $E_Q$ of the operators $A$ and $Q$ are unitarily equivalent. Consequently, $A$ and $Q$ are unitarily equivalent. \hfill \square

In conclusion of this subsection, we present some conditions that guarantee the spectral subordination of measures.

Proposition 4.18. Let $\Sigma_i$ be an operator measure in $H_i$ ($i = 1, 2$). Then:

i) if

\begin{equation}
\Sigma_1(\delta) \leq T^* \Sigma_2(\delta) T, \quad \delta \in B_0(\mathbb{R}),
\end{equation}

for some operator $T \in B(H_1, H_2)$, then $\Sigma_1 \ll \Sigma_2$;

ii) if $\Sigma_2 =: E$ is an orthogonal resolution of the identity, then (4.22) implies the relation $\Sigma_1 = K^* \Sigma_2 K$ with some $K \in B(H_1, H_2)$;

iii) if there exists a nonnegative function $f \in L^\infty(\mathbb{R}, d\Sigma_2)$ with

\begin{equation}
\Sigma_1(\delta) = \int_\delta f(t) d\Sigma_2(t), \quad \delta \in B_0(\mathbb{R})
\end{equation}

(the integral is understood in the weak sense), then $\Sigma_1 \ll \Sigma_2$.

Proof. i) Clearly, (4.22) implies that $\Sigma_1 \ll \Sigma_2$. Let $\rho$ be a scalar measure equivalent to $\Sigma_2$, and let $\Psi_{1n}(t)$ and $\Psi_{2n}(t)$ be principal $(n \times n)$-submatrices of the density matrices $\Psi_1(t)$ and $\Psi_2(t)$ (the latter matrices are constructed starting with $\rho$ and, respectively, $\Sigma_1$ and $\Sigma_2$ in accordance with Definition 4.5). Then

\[ \Psi_{1n}(t) \leq \Psi_{2n}(t) \pmod{\rho} \quad \text{for all } n \geq 1. \]

Therefore, $N_{\Sigma_1}(t) \leq N_{\Sigma_2}(t) \pmod{\rho}$ and, consequently, $\Sigma_1 \ll \Sigma_2$.

ii) The required statement follows from i) and Theorem 4.15 i).

iii) For every $n$, formula (4.23) implies the estimate $\Sigma_1(\delta) \leq C_n \Sigma_2(\delta)$, $\delta \in B([-n, n])$, with a constant $C_n > 0$ independent of $\delta$. It remains to apply i). \hfill \square

4.4. Application to operators of class $\mathcal{C}_\rho(H)$. In this subsection we supplement Theorem 3.7 in the case where $r(T) = 1$ by finding the multiplicity function of the minimal unitary $\rho$-dilation $U$ for an operator $T \in \mathcal{C}_\rho(H)$.

Proposition 4.19. If $T \in \mathcal{C}_\rho(H)$ and $r(T) < 1$, then the minimal unitary $\rho$-dilation $U$ of $T$ is absolutely continuous, and its multiplicity function $N_U$ is given by the formula

\begin{equation}
N_U(t) = \text{rank}[2 \cdot I + (\rho - 2)(I + T^* T) + (1 - \rho) e^{it} T + (1 - \rho) e^{-it} T^*].
\end{equation}

Proof. Since $r(T) < 1$, relation (3.17) is fulfilled, in which $\Sigma$ is a generalized resolution of the identity. On the other hand, from the proof of Theorem 3.7 it follows that the resolution $E(t)$ of identity for the minimal $\rho$-dilation $U$ is a minimal orthogonal dilation for $\Sigma(t)$. By Proposition 4.9, $N_E = N_\Sigma$ $E$-a.e., that is, $N_U = N_E$ coincides $E$-a.e. with the rank of the density $d\Sigma(t)/dt$, i.e.,

\begin{equation}
N_U(t) = \text{rank}[(I - e^{it} T)^{-1} + (I - e^{-it} T^*)^{-1} + (\rho - 2)].
\end{equation}

Combining (4.25) with the obvious identity

\begin{equation}
(I - z T)^{-1} + (I - \bar{z} T^*)^{-1} + (\rho - 2) \cdot I
= (I - \bar{z} T^*)^{-1}[2 \cdot I + (\rho - 2)(I + |z|^2 T^* T) + (1 - \rho) z T + (1 - \rho) \bar{z} T^*](I - z T)^{-1},
\end{equation}


we arrive at the required formula (4.24).

\[ \text{Corollary 4.20. Suppose } T \in B(H) \text{ and } r(T) < 1. \text{ Then} \]

i) if \( T \in \mathcal{C}_2(H) \), i.e., the numerical radius \( \omega(T) \) of \( T \) does not exceed 1, then the multiplicity function \( N_U(t) \) of the 2-unitary dilation \( U \) for \( T \) is given by the formula

\[ N_U(t) = \operatorname{rank}(2 \cdot I - e^{it}T + e^{-it}T^*) ; \]

ii) if \( T \) is a contraction, then the multiplicity function \( N_U(t) \) of its unitary dilation \( U \) is constant and is given by

\[ N_U(t) = \operatorname{rank}(I - T^*T) = \operatorname{rank}(I - TT^*). \]

Remark 4.4. Formula (4.24) shows that, in general, for \( \rho \neq 1 \) the multiplicity function \( N_U(t) \) of the \( \rho \)-unitary dilation \( U \) depends on \( t \).

On the contrary, (4.28) shows that for \( \rho = 1 \) this function does not depend on \( t \).

As in [20], we attribute a contraction \( T \) in \( H \) to the class \( C_0 \). (\( C_0 \)) if \( s-lim_{n \to \infty} T^n = 0 \)

(\( s-lim_{n \to \infty} T^{*n} = 0 \)). Clearly, \( T \in C_0 \cap C_0 \) if \( r(T) < 1 \).

In the following proposition, we supplement Corollary 3.8 and Proposition 4.19 for operators \( T \in C_0 \) by dropping the condition \( r(T) < 1 \).

\[ \text{Proposition 4.21. Let } T \in C_0. \text{ Then:} \]

i) the spectral measure \( \Sigma \) of \( T \) (see the representation (3.15)) has the form

\[ \left( \Sigma(b) - \Sigma(a) \right) f, f ) = \int_a^b \left\| \Psi(e^{it}f) \right\|^2 dt, \quad \delta \in \mathcal{B}([0, 2\pi]), \quad f \in H, \]

where \( \Psi(e^{it}) f := \lim_{r \to 1} \Psi(re^{it}) f \) and \( \Psi(re^{it}) := D_T(I - re^{it}T)^{-1}; \)

ii) \( N_U(t) = N_\Sigma(t) = \operatorname{rank}(I - T^*T) =: \delta_T \) for \( \Sigma \)-a.e. \( t \in [0, 2\pi] \).

Proof. i) By Proposition 3.10 (see relation (3.19)), the vector-valued function \( \Psi(f) := D_T(I - zT)^{-1}f \) belongs to the vector Hardy class \( H^2(\mathbb{D}, H_T) \) for every \( f \in H \) (here \( H_T := \overline{D_TH} \)). Therefore, the boundary values \( \Psi(e^{it}) f \) exist a.e. as well as in \( L^2([0, 2\pi], H_T) : \)

\[ \left\| \Psi(re^{it}) f - \Psi(e^{it}) f \right\|_{L^2} \to 0 \text{ as } r \to 1. \]

Applying the Stieltjes inversion formula to (3.14) and taking (4.26) with \( \rho = 1 \) into account, we obtain

\[ \left( (\Sigma(b) - \Sigma(a)) f, f \right) = \lim_{r \to 1} \int_a^b \left\| (1 - r^2 T^*T)^{1/2} (I - re^{it}T)^{-1} f \right\|^2 dt \]

\[ = \lim_{r \to 1} \frac{1 - r^2}{1 \to 2} \int_a^b \left\| (1 - re^{it}T)^{-1} f \right\|^2 dt + \lim_{r \to 1} r^2 \int_a^b \left\| D_T(I - re^{it}T)^{-1} f \right\|^2 dt. \]

Since \( T \in C_0 \), by the Parseval identity and the Abel theorem we obtain

\[ \lim_{r \to 1} \frac{1 - r^2}{1 \to 2} \int_0^{2\pi} \left\| (1 - re^{it}T)^{-1} f \right\|^2 dt = \lim_{r \to 1} \frac{1 - r^2}{1 \to 2} \sum_{k=1}^\infty r^{2k} \left\| T^k f \right\|^2 \]

\[ = \left\| f \right\|^2 + \lim_{r \to 1} \sum_{k=1}^\infty r^{2k} \left( \left\| T^k f \right\|^2 - \left\| T^{k-1} f \right\|^2 \right) \]

\[ = \left\| f \right\|^2 + \sum_{k=1}^\infty \left( \left\| T^k f \right\|^2 - \left\| T^{k-1} f \right\|^2 \right) = \lim_{k \to \infty} \left\| T^k f \right\|^2 \]

\[ = 0. \]

Combining (4.30) and (4.31), we arrive at (4.29) with \( \Delta = (a, b) \subset [0, 2\pi] \). Now the measure \( \Sigma \) extends to the entire \( \sigma \)-algebra \( \mathcal{B}([0, 2\pi]) \) by formula (4.29).
condition (4.31a) characterizes the singular subspace. To clarify, we mention that if $\delta_T = \infty$, then the basis $\{e_i\}_{i=1}^\infty$ in Definition 4.5 must be taken in the linear space $D((I - e^{-it}T^*)^{-1}D_T)$. □

Remark 4.5. a) Proposition 4.21 gives yet another (and even still more elementary) proof of Theorem 3.13, but only for the operators $T \in C_0$. Moreover, comparison of Proposition 4.21 and Corollary 4.4 gives an elementary proof of the following well-known statement (see [26], [29]): the minimal unitary dilation $U$ of an operator $T \in C_0$, (resp. $C_0$) is the bilateral shift of multiplicity rank $D_T$ (resp. rank $D_T\ast$).

b) Since $T$ is a contraction, the limit $\lim_{k \to \infty} \|T^k f\|$ exists for every $f \in H$. Therefore, by (4.31) and the Abel theorem, we obtain

\begin{equation}
(4.31a) \quad T \in C_0 \iff \lim_{r \uparrow 1} (1 - r^2) \int_0^{2\pi} \| (I - re^{it}T)^{-1} f \|^2 \, dt = 0, \quad f \in H.
\end{equation}

Comparison with the identity

\begin{equation}
(4.31b) \quad \|f\|^2 - \|\theta_T\ast(re^{it}) f\|^2 = (1 - r^2) \| (I - re^{it}T)^{-1} D_T f \|^2 =: \Phi_\ast f(re^{it})
\end{equation}

for the characteristic function $\theta_T\ast$ of $T\ast$ proves the “only if” part of the following well-known (see [26], [29]) equivalence:

\begin{equation}
T \in C_0 \quad \text{(resp. } C_0) \quad \text{if and only if} \quad \theta_T\ast \quad \text{(resp. } \theta_T) \quad \text{is inner.}
\end{equation}

Indeed, since $\theta_T\ast$ has strong radial limits a.e., by (4.31b) the limit $\lim_{r \uparrow 1} \Phi_\ast f(re^{it}) := \Phi_\ast f(e^{it})$ exists. By (4.31a), $\Phi_\ast f(e^{it}) = 0 \ (\text{mod } m)$, i.e., $\theta_T\ast$ is inner.

The proof of the “if” part of the above equivalence (for a simple contraction $T$) is only slightly more difficult.

We note also that the canonical triangulation of $T$ (see [20]) implies that the integral condition (4.31a) characterizes the singular subspace $H_1$ of $T$, i.e., the maximal subspace $H_1 \in \text{Lat } T$ for which $T \mid H_1 \in C_0$.

Theorem 4.22 (see [29]). Suppose $T$ is a completely nonunitary contraction with finite defect numbers $\delta_T = n$ and $\delta_T\ast = m$. Then the multiplicity function $N_U(t)$ of the minimal unitary dilation $U$ of $T$ is computed by the formula

\begin{equation}
(4.32) \quad N_U(t) = m + \text{rank } \Delta_T(t),
\end{equation}

where $\Delta_T(t) := (I - \theta_T\ast(e^{it}) \theta_T(e^{it}))^{1/2}$ and $\theta_T(\lambda)$ is the characteristic function of $T$.

Proof. By the model theorem [29, Theorem 6.3.1], $U$ is unitarily equivalent to the operator of multiplication by $e^{it}$ in the space

\begin{equation}
\mathfrak{H} = L^2_m(0, 2\pi) \ominus \Delta L^2_n(0, 2\pi) =: \mathfrak{H}_1 \oplus \mathfrak{H}_2,
\end{equation}

where $L^2_m(0, 2\pi) = L^2(0, 2\pi) \otimes \mathbb{C}^n$.

Putting $\Sigma(t) := \int_0^t \Delta^2(s) \, ds$, we consider the spaces $\tilde{L}^2(\Sigma, \mathbb{C}^n)$ and $L^2(\Sigma, \mathbb{C}^n)$. Since $0 \leq \Delta(t) \leq I_n$, we have $L^2_n(0, 2\pi) \subset \tilde{L}^2(\Sigma, \mathbb{C}^n)$. Moreover, since the seminorms (2.2) and (2.11) coincide (see the proof of Theorem 2.11), we arrive at the identity

\begin{equation}
(4.34) \quad \| \Delta f \|^2_{L^2_n(0, 2\pi)} = \int_0^{2\pi} \| \Delta(t) f(t) \|^2_{\mathbb{C}^n} \, dt = \| f \|^2_{L^2(\Sigma, \mathbb{C}^n)}, \quad f \in L^2_n(0, 2\pi).
\end{equation}
Therefore, the mapping
\[ \tilde{V} : \mathcal{H}_2 := \Delta L^n_2(0, 2\pi) \rightarrow L^2(\Sigma, \mathbb{C}^n), \quad \tilde{V} : \Delta f \mapsto f, \]
is well defined: if \( \Delta f = 0 \), then the function \( f \) is equivalent to 0 in \( \tilde{L}^2(\Sigma, H) \). Moreover, (4.34) means that the mapping \( V := \pi \cdot \tilde{V} \), where \( \pi \) is the quotient map of \( \tilde{L}^2(\Sigma, H) \) into \( L^2(\Sigma, H) \), is an isometry of \( \mathcal{H}_2 \) into \( L^2(\Sigma, \mathbb{C}^n) \). Since the space \( \tilde{V}(\mathcal{H}_2) = L^2_0(0, 2\pi) \) is dense in \( L^2(\Sigma, \mathbb{C}^n) \), the mapping \( V \) extends by continuity to a unitary operator \( V \) from \( \mathcal{H}_2 \) onto \( L^2(\Sigma, \mathbb{C}^n) \).

Next, clearly, \( U \) is unitarily equivalent to the operator \( Q \) of multiplication by \( e^{it} \) in \( L^2(\Sigma_1, \mathbb{C}^{n+m}) \), where \( \Sigma_1(t) = I_m \oplus \Sigma(t) \), \( t \in [0, 2\pi] \). Consequently, \( N_U(t) = N_Q(t) \). But the second identity in (2.12) yields
\[ N_Q(t) = N_{\Sigma_1}(t) = \text{rank} \left( d\Sigma_1(t)/dt \right) = m + \text{rank} \Delta^2(t) = m + \text{rank} \Delta(t) \text{ a.e.} \]

\[ \square \]

Remark 4.6. Comparison of Theorem 4.22 with Theorem 4.3 shows that \( U \) is unitarily equivalent to the operator of multiplication by \( e^{it} \) on the space \( L^2_0(0, 2\pi) \oplus \bigoplus_{k=1}^{n} L^2(Y_k) \), where \( Y_k := \{ t \in [0, 2\pi] : \text{rank} \Delta(t) \geq k \} \). This result coincides with [29, Theorem 6], where a different proof was given, though the functional model was also involved.

§5. VECTORS OF MAXIMAL TYPE

An arbitrary operator measure \( \Sigma \) in \( H \) generates the family \( \mu_f : \delta \mapsto (\Sigma(\delta)f, f) \) of \( \sigma \)-finite scalar measures on the \( \sigma \)-algebra \( B(\mathbb{R}) \). Clearly, \( \mu_f \preceq \Sigma \) for all \( f \in H \). It is well

known [1, 6] that any orthogonal measure \( E \) in \( H \) possesses elements \( f \) of maximal type (principal vectors), i.e., elements \( f \) with the property \( \mu_f \sim E \).

In this section we study the structure of the set
\[ \Omega_\Sigma := \{ f \in H : \Sigma \sim \mu_f, \mu_f(\delta) := (\Sigma(\delta)f, f), \delta \in B(\mathbb{R}) \} \]
of vectors of maximal type (principal vectors) for a not necessarily orthogonal operator measure \( \Sigma \). In particular, we shall prove that this set is nonempty.

Some of the results are new even for the orthogonal measures.

We present two approaches to the problem, which lead to different results. Each of the methods has its own merits.

5.1. The set \( \Omega_\Sigma \). The first approach. This method is elementary and it is new even for an orthogonal measure. It gives some principal vectors in an “explicit” form.

We need a series of auxiliary lemmas.

Lemma 5.1. Let \( H \) be a separable Hilbert space. There exists a system \( \{ h_\alpha \}_{\alpha \in J}, J = [0, 1] \), of vectors in \( H \) that has the power of the continuum and possesses the property that each countable subsystem of it is complete in \( H \).

Proof. Let \( \{ e_j \}_{j=0}^{\infty} \) be an orthonormal basis in \( H \), and let \( \varepsilon > 0 \). We claim that the formula
\[ f_\alpha := \sum_{j=0}^{\infty} \alpha^j e_j, \quad \alpha \in [0, 1 - \varepsilon], \]
defines a required system, i.e., the system \( \{ f_\alpha \}_{\alpha \geq 0} \) is complete in \( H \) for every collection of pairwise different \( \alpha_i \in [0, 1 - \varepsilon] \). Suppose a vector \( x = \sum_{j=0}^{\infty} x_j e_j \) is orthogonal to the system \( \{ f_\alpha \}_{\alpha \geq 0} \), i.e.,
\[ \sum_{j=0}^{\infty} x_j \alpha_i^j = 0, \quad i \in \mathbb{N}. \]
Since $\sum_{j=1}^{\infty} |x_j|^2 < \infty$, the function $g(z) = \sum_{j=0}^{\infty} x_j z^j$ is analytic in $D = \{ z \in \mathbb{C} : |z| < 1 \}$ (and even $g \in H^2(D)$). Condition (5.3) means that $g(\alpha_i) = 0$, $i \in \mathbb{N}$. Since the sequence $\{\alpha_i\}$ has a limit point $\alpha^0 \in [0, 1 - \varepsilon]$, we have $g = 0$ by the uniqueness theorem. So, $x = 0$, as required.

Originally, the following lemma was proposed by the authors as a conjecture to L. L. Oridoroga, to whom we are indebted for an initial proof of it; see [24].

**Lemma 5.2.** Let $\mu$ be a scalar measure on $\mathbb{R}$, and let $\delta_{\alpha} \in B(\mathbb{R})$ for $\alpha \in I$, where $I$ is an uncountable set. If $0 < \mu(\delta_{\alpha}) < \infty$ for all $\alpha \in I$, then among these sets there is a countable subsystem $\{\delta_{\alpha_j}\}_{j=1}^{\infty}$, $\alpha_j \in I$, such that $\mu(\bigcap_{j=1}^{\infty} \delta_{\alpha_j}) > 0$.

**Proof.** Clearly, $\|\chi_{\delta} - \chi_{\beta}\|_{L_1(\mu, \mathbb{R})} = \mu(\delta \Delta \delta_{\beta})$, where $\chi_{\delta}$ is the indicator of the set $\delta$ and $\Delta$ is the symmetric difference of the sets $\delta$ and $\beta$.

Since the space $L_1(\mu, \mathbb{R})$ is separable, every uncountable subset of it contains a non-isolated point. In particular, the set $\{\chi_{\alpha} := \chi_{\delta_{\alpha}}\}_{\alpha \in I}$ contains a condensation point, say, $\chi_{\beta} := \chi_{\delta_{\beta}}$. Therefore, since $L_1(\mu, \mathbb{R})$ is a metric space, there is a sequence $\alpha_j \in I$ such that $\|\chi_{\delta} - \chi_{\delta_{\beta}}\|_{L_1(\mu, \mathbb{R})} = \mu(\delta \Delta \delta_{\alpha_j}) \to 0$ as $j \to \infty$ $(\chi_{\alpha} := \chi_{\delta_{\alpha}})$.

Passing, if necessary, to a subsequence, we can assume that $\mu(\delta \Delta \delta_{\alpha_j}) \leq 2^{-j-1} \mu(\delta)$. Therefore,

\[
\mu\left(\bigcap_{j=1}^{\infty} \delta_{\alpha_j}\right) \geq \mu\left(\delta \bigcap_{j=1}^{\infty} \delta_{\alpha_j}\right) \\
 \quad \geq \mu(\delta) - \sum_{j=1}^{\infty} \mu(\delta \Delta \delta_{\alpha_j}) \\
 \quad \geq \mu(\delta)\left[1 - \sum_{j=1}^{\infty} 2^{-j-1}\right] = \frac{1}{2} \mu(\delta).
\]

So, $\{\delta_{\alpha_j}\}_{j=1}^{\infty}$ is the required sequence. \qed

**Proposition 5.3.** Suppose $\Sigma$ is an operator measure in $H$ and $\{e_j\}_{j=0}^{\infty}$ is an orthonormal basis in $H$. Then the set $\Omega_\Sigma$ defined by (5.1) contains all vectors of the form (5.2) except for an at most countable subset.

**Proof.** Let $\rho$ be a scalar measure equivalent to $\Sigma$ (see (2.15)).

Denoting by $M$ the set of vectors of the form (5.2), we show that the set $M \setminus \Omega_\Sigma =: \{h_{\alpha}\}_{\alpha \in I}$ is at most countable. Assume the contrary. For every $h_{\alpha} \in M \setminus \Omega_\Sigma$ ($\alpha \in I$), we find a set $\delta_{\alpha} \in B_0$ of positive $\Sigma$-measure $(\Sigma(\delta_{\alpha}) \neq 0)$ such that $\mu_{h}(\delta_{\alpha}) := \langle \Sigma(\delta_{\alpha}) h_{\alpha}, h_{\alpha} \rangle = 0$, i.e., $\Sigma(\delta_{\alpha}) h_{\alpha} = 0$.

Since, by assumption, $M \setminus \Omega_\Sigma$ is uncountable, by Lemma 5.2 there exists a sequence $\alpha_j \in I$ such that $\delta_{0} := \bigcap_{1}^{\infty} \delta_{\alpha_j}$ and $\rho(\delta_{0}) > 0$.

Since $\rho \sim \Sigma$, we have $\Sigma(\delta_{0}) \neq 0$. Next, $\Sigma(\delta_{\alpha_j}) \geq \Sigma(\delta_{0})$ and $\Sigma(\delta_{\alpha_j}) h_{\alpha_j} = 0$. Therefore,

\[
0 \leq \langle \Sigma(\delta_{0}) h_{\alpha_j}, h_{\alpha_j} \rangle \leq \langle \Sigma(\delta_{\alpha_j}) h_{\alpha_j}, h_{\alpha_j} \rangle = 0, \quad j \in \mathbb{N},
\]

whence it follows that $\Sigma(\delta_{0}) h_{\alpha_j} = 0$ for all $j \in \mathbb{N}$. But by Lemma 5.1 the system $\{h_{\alpha_j}\}_{j=1}^{\infty}$ is complete in $H$; consequently, $\Sigma(\delta_{0}) = 0$. This contradicts the fact that $\Sigma(\delta_{0}) \neq 0$. \qed
5.2. The set $\Omega_E$. The case of an orthogonal measure $\Sigma = E$. Our second approach is less elementary, but yields more complete information about the structure of $\Omega_\Sigma$.

We need several easy lemmas.

**Lemma 5.4.** Suppose $\mu$ is a finite Borel measure on $\mathbb{R}$, $X = L^p(\mu, \mathbb{R})$ ($p \in [1, \infty)$), and $L$ is a subspace of $X$. Then for every $a > 0$ the subset
\begin{equation}
S_a(L) := \{ f \in L : \mu(x \in \mathbb{R} : f(x) = 0) \geq a \}
\end{equation}
is closed in $X$.

**Proof.** Assume the contrary. Then there exists a sequence $f_n \in S_a(L)$ with $f_n \to \varphi \in L^p(\mu, \mathbb{R})$ as $n \to \infty$ but $\varphi \notin S_a(L)$. This means that
\[ \mu(K) = \mu(\mathbb{R}) - a + \varepsilon, \]
where $K := \{ x \in \mathbb{R} : \varphi(x) \neq 0 \}$.
Since $\mu(\mathbb{R}) < \infty$, from the Lusin and Egorov theorems we deduce the existence of a closed set $K_1 \subset K$ such that $\mu(K_1) = \mu(\mathbb{R}) - a + \varepsilon/2$, the functions $f_n|K_1$ and $\varphi|K_1$ are continuous, and the sequence $f_n$ converges uniformly on $K_1$. Consequently, there exists a number $N$ such that $f_n(x) \neq 0$ for all $n \geq N$ and all $x \in K_1$. But this contradicts the assumption $f_n \in S_a(L)$ because $\mu(K_1) = \mu(\mathbb{R}) - a + \varepsilon/2$. 

For the spaces $L^p(\mu, \mathbb{R})$ with an infinite measure, Lemma 4.5 is not true in general. The next counterexample was indicated to us by V. I. Vasyunin.

**Example 5.5.** Consider the subspace $L = \text{span}\{\chi_k := \chi_{[k,k+1]} : k \in \mathbb{Z}\}$ of $L^2(m, \mathbb{R})$, where $m$ is the Lebesgue measure and $\chi_k$ is the characteristic function of the segment $[k,k+1]$. Clearly, $L = \{ \sum_{k \in \mathbb{Z}} c_k \chi_k : \sum_{k \in \mathbb{Z}} |c_k|^2 < \infty \}$, and the linear set $L_0 = \{ \sum_m c_k \chi_k : m, n \in \mathbb{Z} \}$ is dense in $L$. At the same time, $S_a(L) \supset L_0$ for every $a > 0$ and, therefore, $S_a(L)$ is not closed.

**Lemma 5.6.** Suppose $\mu$ is a finite Borel measure on $\mathbb{R}$. Let $X = L^p(\mu, \mathbb{R})$, and let $L$ be a subspace of $X$ containing a function $g \neq 0 \pmod{\mu}$. Then the set
\begin{equation}
S(L) := \{ f \in L : \mu(x \in \mathbb{R} : f(x) = 0) > 0 \}
\end{equation}
is of the first category in $L$ and is an $F_\sigma$-set.

**Proof.** Clearly,
\begin{equation}
S(L) = \bigcup_{a \in \mathbb{R}_+} S_a(L) = \bigcup_{n=1}^\infty S_{1/n}(L),
\end{equation}
where the sets $S_a(L)$ were defined in (5.4). Consequently, $S(L)$ is an $F_\sigma$-set.

Next, let $f \in S_a(L)$. Since the measure $\mu$ is finite, the function $f + \varepsilon g = (\varepsilon + f/g)g$ may vanish on a set of positive measure only for at most countably many values of $\varepsilon$. So, $f + \varepsilon g \in S_a(X)$ for at most countably many values of $\varepsilon$. Therefore, $S_a(L)$ is contained in the closure of $L \setminus S_a(L)$. Since the set $S_a(L)$ is closed in $L$, it is nowhere dense in $L$.

By (5.6), $S(L)$ is of the first category in $L$.

Now, we are able to prove the first main result of the present section.

**Theorem 5.7.** For a selfadjoint operator $A$ in $H$, let $E$ be its spectral measure, and let $\Omega_A := \Omega_E$ be the set of principal vectors for $E$. If $L \in \text{Cyc}(A)$, then:

i) $\Omega_A \cap L(= \Omega_E \cap L)$ is a $G_\delta$-subset of the second category and is dense in $L$;

ii) $\omega(\Omega_A \cap L) = 1$ for every Gaussian measure $\omega$ in $L$. 

Proof. We split the proof in several steps, restricting ourselves to the case where \( \dim L = \infty \). The case where \( \dim L < \infty \) is much simpler.

1) At the first step we restate the condition \( f \in \Omega_E \cap L \) in the language of function theory. Let \( \{f_j\}_{j=1}^\infty \) be an orthonormal basis in \( L \).

Putting \( g_1 := f_1 \), we use induction to define a system \( \{g_j\}_{j=1}^{N} \) of pairwise spectrally orthogonal vectors with \( n(A) \leq N \leq \infty \). Specifically, we put \( g_k := I - P_{k-1} f_{n_k} \), where \( n_1 = 1 \) and, for \( k \geq 2 \), \( n_k \) is the minimal natural number satisfying

\[
f_{n_k} \notin \delta_{k-1} := \text{span}\{H_{f_j} : j \in \{n_1, \ldots, n_{k-1}\}\} = \text{span}\{H_{f_j} : 1 \leq j \leq n_{k-1}\},
\]

and \( P_{k-1} \) is the orthogonal projection of \( H \) onto \( \delta_{k-1} \). We recall that

\[
H_f := \text{span}\{(A - \lambda)^{-1} f : \lambda \in \mathbb{C} \setminus \mathbb{R}\}.
\]

It is easily seen that \( g_1 \) and \( g_j \) are spectrally orthogonal if \( i \neq j \), and that the system \( \{g_j\}_{j=1}^{N} \) is equivalent to \( \{f_j\}_{j=1}^{\infty} \), i.e.,

\[
\delta_k = \text{span}\{H_{f_j} : 1 \leq j \leq n_k\} = \bigoplus_{j=1}^{k} H_{g_j}, \quad k \leq N.
\]

Since \( L \in \text{Cyc} \ A \), we have \( H = \bigoplus_{j=1}^{N} H_{g_j} \).

We denote by \( g_{kj} \) the orthogonal projection of \( f_k \) to \( H_{g_j} \), \( 1 \leq j \leq k \) (by definition, \( g_{kj} = 0 \) for \( j > \min\{n_k, N\} \)) and observe that \( g_{n_1, k} = g_k \).

Since \( g_{kj} \in H_{g_j} \), there exists a function \( \varphi_{kj} \in L^2(\mu_j, \mathbb{R}) \) (here \( \mu_j := \mu_{g_j} := (E_{g_j}, g_j) \)) with \( g_{kj} = \varphi_{kj}(A) g_j \) and \( \varphi_{n_1, k} = 1 \). But the system \( \{f_k\}_{k=1}^{\infty} \) is orthonormal, whence we see that the series \( \sum_{k} \lambda_k f_k \) converges in \( H \) if \( \overline{\lambda} = \{\lambda_k\}_{k=1}^{\infty} \in l^2 \). Since \( f_k = \sum_{j=1}^{k} g_{kj} \), we have

\[
f(\overline{\lambda}) := \sum_{k=1}^{\infty} \lambda_k f_k = \sum_{k=1}^{\infty} \lambda_k \left( \sum_{j=1}^{k} g_{kj} \right) = \sum_{j=1}^{\infty} \left( \sum_{k=j}^{\infty} \lambda_k g_{kj} \right) = \sum_{j=1}^{\infty} h_j(\overline{\lambda}), \quad \overline{\lambda} \in l^2,
\]

where

\[
h_j(\overline{\lambda}) := h_j(\overline{\lambda}, \overline{\lambda}) g_j \in H_{g_j}, \quad \text{and} \quad h_j(t, \overline{\lambda}) := \sum_{k=j}^{\infty} \lambda_k \varphi_{kj}(t), \quad j \in \mathbb{N},
\]

and \( \varphi_{n_1, j} = 1 \). Next, let \( \mu \) be a finite Borel measure equivalent to \( E (\mu \sim E \text{ and } \mu(\mathbb{R}) < \infty) \). By the Radon–Nikodym theorem, every measure \( \mu_j \) is of the form \( \mu_j(\delta) = \int_{\delta} p_j \, d\mu \), where \( p_j \geq 0 \) and \( p_j \in L^1(\mu, \mathbb{R}) \). Since the elements \( h_j \) are pairwise spectrally orthogonal for every \( \overline{\lambda} \in l^2 \), from (5.7) it follows that for every \( \delta \in \mathcal{B}(\mathbb{R}) \) and \( h_j(t) := h_j(t, \overline{\lambda}) \),

\[
\mu_f(\delta) = \sum_{j=1}^{\infty} \mu_{h_j}(\delta) = \sum_{j=1}^{\infty} (E(\delta) h_j, h_j)
\]

\[
= \sum_{j=1}^{\infty} \int_{\delta} |h_j(t)|^2 d(E(t) g_j, g_j) = \sum_{j=1}^{\infty} \int_{\delta} |h_j(t)|^2 d\mu_j(t)
\]

\[
= \int_{\delta} \sum_{j=1}^{\infty} |h_j(t)|^2 d\mu_j(t) = 0.
\]

Since \( \mu \sim E \), formula (5.9) implies the required description:

\[
f = \sum_{k=1}^{\infty} \lambda_k f_k \in \Omega_E \cap L \iff \sum_{j=1}^{\infty} |h_j(t, \overline{\lambda})|^2 p_j(t) \neq 0 \pmod{\mu}.
\]
2) Since the mapping $\overline{\lambda} \mapsto \sum \lambda_k f_k$ is an isometry of $l^2$ onto $L$, (5.10) implies that the set $L \setminus \Omega_L$ is isometrically isomorphic to $\Lambda := \bigcup_{a \in \mathbb{R}_+} \Lambda_a$, where
\begin{equation}
\Lambda_a := \left\{ \overline{\lambda} \in l^2 : \mu\left\{ t \in \mathbb{R} : \sum_{j=1}^{\infty} |h_j(t, \overline{\lambda})|^2 p_j(t) = 0 \right\} \geq a \right\}, \quad a \in \mathbb{R}_+.
\end{equation}

We show that the sets $\Lambda_a$ are closed. We consider the nonlinear mapping
\begin{equation}
\Phi : l^2 \rightarrow L_1(\mu, \mathbb{R}), \quad \Phi : \overline{\lambda} \mapsto \sum_{j=1}^{\infty} |h_j(t, \overline{\lambda})|^2 p_j(t)
\end{equation}
and show that it is locally Lipschitz. By (5.7)–(5.9),
\begin{equation}
\|\overline{\lambda} - \overline{\lambda}^0\|_{l^2}^2 = \int_{\mathbb{R}} \sum_{j=1}^{\infty} |h_j(t, \overline{\lambda}) - h_j(t, \overline{\lambda}^0)|^2 p_j(t) d\mu(t), \quad \overline{\lambda}, \overline{\lambda}^0 \in l^2.
\end{equation}

From (5.12), (5.13), and the Cauchy inequality we deduce that
\[
\|\Phi(\overline{\lambda}) - \Phi(\overline{\lambda}^0)\|_{L_1(\mu, \mathbb{R})} \leq \sum_{j=1}^{\infty} \int_{\mathbb{R}} |h_j(t, \overline{\lambda})|^2 - |h_j(t, \overline{\lambda}^0)|^2 |p_j(t)| d\mu
\leq \left( \sum_{j=1}^{\infty} \int_{\mathbb{R}} |h_j(t, \overline{\lambda})| - |h_j(t, \overline{\lambda}^0)| |p_j(t)| d\mu \right)^{1/2}
\cdot \left( \sum_{j=1}^{\infty} \int_{\mathbb{R}} |h_j(t, \overline{\lambda})| + |h_j(t, \overline{\lambda}^0)| |p_j(t)| d\mu \right)^{1/2}
\leq 2\|\overline{\lambda} - \overline{\lambda}^0\|_{l^2} (\|\overline{\lambda}\|_{l^2}^2 + \|\overline{\lambda}^0\|_{l^2}^2)^{1/2}.
\]
So, the mapping $\Phi$ is continuous. By Lemma 5.4, the set $\Lambda_a = \Phi^{-1}(S_a(L_1(\mu, \mathbb{R})))$ is closed.

Now, the identity
\begin{equation}
\Lambda := \bigcup_{a \in \mathbb{R}_+} \Lambda_a = \bigcup_{n=1}^{\infty} \Lambda_{1/n}
\end{equation}
implies that $\Lambda$ is an $F_\sigma$-set.

3) At this step we show that $\Lambda$ is of the first category in $l^2$. Put
\begin{equation}
\Lambda^j_a := \left\{ \overline{\lambda} \in l^2 : \mu\left\{ t \in \mathbb{R} : \sum_{k=j}^{\infty} \lambda_k \varphi_{kj}(t) = 0 \right\} \geq a \right\}, \quad a \in \mathbb{R}_+, \quad j \in N.
\end{equation}

Since the mappings $\Phi_j : \overline{\lambda} \mapsto h_j(t, \overline{\lambda})$ from $l^2$ to $L^2(\mu, \mathbb{R})$ are continuous, the sets $\Lambda^j_a$ are closed by Lemma 5.4. Next, we introduce the vector $\lambda^j := \overline{\lambda} - \lambda_j \epsilon_j \in l^2_j$, where $l^2_j = l^2 \ominus \{ e_j \} = \text{span}\{ e_k : k \neq j \}$. Then the proof of Lemma 5.6 shows that for fixed $\lambda^j$ the one-dimensional section
\begin{equation}
Q^j_a(\lambda^j) := \{ \gamma \in \mathbb{C} : \{ \lambda_k + \gamma \delta_{jk} \}_{k=1}^{\infty} \in \Lambda^j_a \}
\end{equation}
($\delta_{jk}$ is Kronecker’s delta) is at most countable, because $\varphi_{n,j} = 1 \neq 0$ (mod $\mu$). Therefore, this (closed) set is nowhere dense in $l^2$. It follows that the sets
\begin{equation}
\Lambda'(j) := \bigcup_{a>0} \Lambda^j_a = \bigcup_{n=1}^{\infty} \Lambda^j_{1/n} \quad \text{and} \quad \Lambda' := \bigcup_{j=1}^{\infty} \Lambda'(j)
\end{equation}
are of the first category in $l^2$. 

SPECTRAL THEORY OF OPERATOR MEASURES IN HILBERT SPACE 355
Next, it is easily seen that $\Lambda \subset \Lambda'$. Indeed, let $\overline{\Lambda} \in \Lambda$. Then $\overline{\Lambda} \in \Lambda_a$ for some $a > 0$ and, by (5.11), for some $\mu$-measurable set $K$ we have

$$(5.18) \quad |h_j(t, \overline{\Lambda})|^2 p_j(t) = 0 \quad \text{for } t \in K, j \in N, \text{ and } \mu(K) \geq a.$$ 

Since $H = \bigoplus_{j=1}^{N} H_{g_j}$ (the system $\{g_j\}$ is cyclic!), we have $\mu(\bigcup_{j=1}^{N} \{ t : p_j(t) = 0 \}) = 0$. Therefore, some of the sets $K_j := K \cap \{ t \in \mathbb{R} : p_j(t) \neq 0 \}$ (say, $K_i$) is of positive $\mu$-measure, and the $i$th identity in (5.18) takes the form

$$(5.19) \quad h_i(t, \overline{\Lambda}) = 0 \quad \text{for } t \in K_i \text{ and } \mu(K_i) = b > 0.$$ 

By (5.15) and (5.17), identity (5.19) means that $\overline{\Lambda} \in \Lambda_b \subset \Lambda'$, and the inclusion $\Lambda \subset \Lambda'$ is proved. Therefore, $\Lambda$ is of the first category in $L^2$. By (5.14), the set $\Omega_E \cap L^2$ is isomorphic to $L^2 \setminus \Lambda = \bigcap_{n}(L^2 \setminus \Lambda_{1/n})$. Thus, statement i) follows from the Baire category theorem.

4) We prove statement ii). As an orthonormal basis $\{f_j\}_{j=1}^{\infty}$ in $L$, we take the basis of eigenvectors of the correlation operator $B$ of the Gaussian measure $w$ in $L : Bf_j = b_j f_j$, $b_j \geq 0$, $j \in \mathbb{N}$.

Along with $w$, consider the Gaussian measure $w_{g_{\lambda}}$ in $L^2$ with the correlation operator $B_{g_{\lambda}}$. By (5.6), $B_{g_{\lambda}} f_j = b_{j} \lambda_{j}$ $e_{k}$. The isomorphism $\overline{\Lambda} = \{ \lambda k \}_{k=1}^{\infty} \mapsto \sum \lambda f k$ between $L^2$ and $L^2$ shows that $w(L \setminus \Omega_E) = w_{g_{\lambda}}(\Lambda)$ (the sets $L \setminus \Omega_E$ and $\Lambda$ are of type $F_{\sigma}$ and, thus, Borel-measurable). In the basis $\{ e_{k} \}_{k=1}^{\infty}$, the measure $w_{g_{\lambda}}$ is a product measure (see the definitions in [21]); therefore, for every $j \in \mathbb{N}$ it is representable in the form $w^j = w_j \otimes w^j$, where $w_j$ and $w^j$ are the projections of $w^j$ onto $L^2 \otimes l^2_j$ and $l^2_j$, respectively, where $l^2_j = \text{span}\{ e_{k} : k \neq j \}$.

Since for every $\lambda^j := \overline{\lambda} - \lambda_{j} e_{j} \in l^2_j$ the one-dimensional section $Q_{\lambda^j}(\lambda^j)$ of the form (5.16) is at most countable, from (5.17) and the Fubini theorem we obtain

$$w^j(\Lambda^j) = \lim_{n \to \infty} w^j(\Lambda_{1/n}) \leq \sum_{n=1}^{\infty} \int w_j(Q_{\lambda^j}(\lambda^j)) d\lambda^j = 0.$$ 

Therefore, $w(L \setminus \Omega_E) = w^j(\Lambda) \leq w^j(\Lambda^j) \leq \sum_{j=1}^{\infty} w^j(\Lambda^j) = 0$, as required. \hfill \Box

**Example 5.8.** Let $T$ be a contraction in $H$ with simple spectrum, and let $U$ be the minimal unitary dilation of $T$ in $H \supset H$. By Proposition 3.6, $H \in \text{Cyc } E_{U}$. In this case Theorem 3.13 says more than Theorem 5.7: $H \subset \Omega_{E}$.

**Remark 5.1.** a) If $n(A) = 1$, i.e., the operator $A$ is cyclic, then $\Omega_{A} = \{ h : \{ \lambda h \} \in \text{Cyc } A \}$, and by Theorem 5.7, in each subspace $L \in \text{Cyc } A$, the set of all cyclic vectors is dense, of type $G_{\delta}$, etc.

b) The set $\Lambda \setminus \Omega_{E}$ may happen to be everywhere dense in $L$, though it is of the first category in $L$. For example, $H \setminus \Omega_{E}$ is dense in $H := L^2(\mu, \mathbb{R})$, because every $f \in H$ can be approximated by functions of the form $f \chi_{\lambda}$.

c) It can be shown that the sets $\Lambda_{a}$ of the form (5.11) are nowhere dense in $L^2$. Therefore, (5.14) yields a representation of $\Lambda$ as a countable union of closed nowhere dense subsets.

d) Statement ii) in Theorem 5.7 is true for any continuous product measure in $L$. This is clear from the proof. It should also be noted that the main difficulty in the proof of statement ii) is to show that $\Omega_{E}$ (or, which is the same, $\Lambda = L \setminus \Omega_{E}$) is Borel measurable. Moreover, if we already know that $\Omega_{E}$ is a Borel set, then the fact that $L \setminus \Omega_{E}$ is of the first category in $L$ (i.e., a part of statement (i) in Theorem 5.7) is an easy consequence of the following theorem due to Kuratowski and Ulam:

A set $M$ in the Cartesian product $X \times Y$ of two metric spaces $X$ and $Y$ is of the first category if $M$ has the Baire property and all sections $M_{Y}$ are of the first category in $Y$. 


Indeed, since the sections $Q^j_s(\lambda^j)$ are at most countable, from (5.17) it easily follows that the sections of $L \setminus \Omega_E$ are of the first category in $L$.

**Corollary 5.9.** Let $A$ be a selfadjoint operator in $H$, and let $H_+$ be a (nonclosed) linear set in $H$ that is a Hilbert space with respect to a norm $\| \cdot \|_+$ and the embedding $H_+ \rightarrow H$ is continuous; $\| \cdot \|_+ \geq c \| \cdot \|_H$. If the space $H_+$ is cyclic for $E$, then:

i) $\Omega_A \cap H_+$ is a dense $G_\delta$-subset of the second category in $H_+$;

ii) $\omega(\Omega_A \cap H_+) = 1$ for every Gaussian measure $\omega$ in $H_+$.

**Proof.** The arguments differ from the proof of Theorem 5.7 only in certain details. We give the necessary comments only.

As the system $\{f_n\}_{n=1}^{\infty}$ we take an orthonormal basis in $H_+$ (relative to the scalar product $\langle \cdot, \cdot \rangle_+$). Since the identity embedding $J : H_+ \rightarrow H$ is continuous, the series $\sum_k \lambda_k f_k$ converges in $H$ for every $\lambda \in L^2$ because it converges in $H_+$. For the same reason, the mapping $\Phi$ of the form (5.12) remains continuous. Beyond these differences, the proof of Theorem 5.7 applies literally.

**Remark 5.2.** It is well known that every linear space $H_+$ continuously embedded in $H$ is of the form $H_+ = \mathcal{D}(S)$, where $S = S^* \geq \varepsilon I$ is a selfadjoint operator in $Hg := \overline{H}_+$; in this situation we have $\|f\|_+ = \|Sf\|$.

### 5.3. The set $\Omega_\Sigma$. The second approach.

**Theorem 5.10.** Let $\Sigma$ be an operator measure in $H$. Then:

i) $\Omega_\Sigma$ is a dense $G_\delta$-subset of the second category in $H$;

ii) $\omega(\Omega_\Sigma) = 1$ for every Gaussian measure $\omega$ in $H$.

**Proof.** We split the arguments into several steps.

1) First, let $\Sigma(t)$ be a generalized resolution of the identity in $H$ (see (3.1)), i.e., $\Sigma(-\infty) = 0$, $\Sigma(+\infty) = I$. By the Naimark theorem, $\Sigma(t) = \mathcal{F}_H E(t) \mathcal{H}$, where $E$ is a minimal orthogonal dilation for $\Sigma$ in a space $\mathcal{H} \supset H$.

Since $E$ is minimal, we have $\Sigma \sim E$ and $H \in \text{Cyc}(E)$ by (3.3) and (4.1). It remains to apply Theorem 5.7 to the measure $E$ in $\mathcal{H}$ and to the subspace $L = H$.

2) Let $\Sigma(t)$ be a finite operator measure, i.e., $\Sigma(\mathbb{R}) \in B(H)$. In this case the strong limits $\Sigma(\pm \infty) := \text{s-lim}_{t \rightarrow \pm \infty} \Sigma(t)$ exist. We normalize $\Sigma$ by the condition $\Sigma(-\infty) = 0$. Then $\Sigma(+\infty) \geq 0$.

By Theorem 3.5, $\Sigma(t) := T^* E(t) T$ (see (3.10)), where $E(t)$ is a resolution of the identity in $\mathcal{H} (\supset H)$ that satisfies the minimality condition (3.3), and $T$ is a bounded operator from $H$ to $\mathcal{H}$, $T^* T = \Sigma(+\infty)$. For simplicity, we restrict ourselves to the case where ker $T = \{0\}$.

Since $T^{-1}$ is a closed operator, the linear set $H_+ := TH = \mathcal{D}(T^{-1}) (\subset \mathcal{H})$ is a Hilbert space with the scalar product $(f, g)_+ := (T^{-1} f, T^{-1} g)$. Since $T$ is bounded, we have $\|f\|_+ \geq c \|f\|_H$. Therefore, $H_+ \in \text{Cyc} E$ and the embedding $J : H_+ \rightarrow H$ is continuous. By Corollary 5.9, the set $H_+ \setminus \Omega_E$ is of the first category and of type $F_\sigma$ in the Hilbert space $H_+$, and $\omega(H_+ \setminus \Omega_E) = 0$ for every Gaussian measure $\omega$ in $H_+$.

Since $T$ maps $H$ onto $H_+$ isometrically ($\|T h\|_+ = \|h\|, h \in H$), we see that $H \setminus \Omega_\Sigma = T^{-1}(H_+ \setminus \Omega_E)$ is also an $F_\sigma$-set of the first category in $H$, and $\omega(H \setminus \Omega_\Sigma) = 0$ for every Gaussian measure in $H$.

3) Let $\Sigma$ be an arbitrary unbounded measure in $H$. Since $\Sigma$ is defined on $\mathcal{B}(\mathbb{R})$, the measures

$$
(5.20) \quad \Sigma_n : B(\mathbb{R}) \rightarrow B(H), \quad \Sigma_n(\delta) := \Sigma(\delta \cap [-n, n]), \quad \delta \in B(\mathbb{R}), \quad n \in \mathbb{N},
$$

are bounded: $\Sigma_n(\mathbb{R}) \in B(H), n \in \mathbb{N}$. 

Next, clearly, we have $\Omega_\Sigma = \bigcap_{n=1}^{\infty} \Omega_{\Sigma_n}$. Indeed, if $\Sigma(\delta) = 0$, then $\Sigma_n(\delta) = 0$ for all $n \in \mathbb{N}$ by (5.20). Conversely, if $\Sigma_n(\delta) = 0$ for all $n \in \mathbb{N}$, then $\Sigma(\delta) = \text{s-lim}_{n \to \infty} \Sigma_n(\delta) = 0$. Now statements i)–ii) follow from the identity $H \setminus \Omega_\Sigma = \bigcup_{n=1}^{\infty} (H \setminus \Omega_{\Sigma_n})$ and the corresponding statements for the measures $\Sigma_n$ already verified at step 2). 

In conclusion, we give a criterion for a subspace $L \subset H$ to contain a principal vector of an operator measure $\Sigma$, i.e., for $\Omega_\Sigma \cap L \neq \varnothing$.

**Definition 5.11.** A subspace $L \subset H$ is said to be principal for a measure $\Sigma$ if
\[
L \not\subset \ker \Sigma(\delta) \quad \text{for every } \delta \in \mathcal{B}(\mathbb{R}) \text{ with } \Sigma(\delta) \neq \{0\}.
\]

**Proposition 5.12.** Let $\Sigma$ be an operator measure in $H$, and let $L$ be a subspace of $H$. The following statements are equivalent:

i) $L$ is a principal subspace for $\Sigma$;

ii) $\Sigma_L := P_L \Sigma[L \sim \Sigma]$;

iii) $\Omega_\Sigma \cap L \neq \varnothing$;

iv) $\Omega_\Sigma \cap L$ is a dense $G_\delta$-subset in $L$ of the second category;

v) $\omega(\Omega_\Sigma \cap L) = 1$ for every Gaussian measure $\omega$ in $L$.

**Proof.** i) $\iff$ ii). Clearly, $\Sigma_L \prec \Sigma$. If the measures $\Sigma_L$ and $\Sigma$ are not equivalent, then there exists a set $\delta \in \mathcal{B}(\mathbb{R})$ such that $\Sigma_L(\delta) = 0$ and $\Sigma(\delta) \neq 0$. But the first relation shows that $L \in \ker \Sigma(\delta)$. The reverse implication is proved similarly.

ii) $\iff$ iii). Let $\Sigma_L \sim \Sigma$. By Proposition 5.3, $\Omega_{\Sigma_L} \neq \varnothing$, i.e., there exists $f \in L$ such that $\mu_f \sim \Sigma_L$. But then $\mu_f \sim \Sigma$ and $f \in \Omega_\Sigma \cap L$.

Conversely, if $f \in \Omega_\Sigma \cap L (\neq \varnothing)$, then $\mu_f \sim \Sigma$. Since $f \in L$, we have $\mu_f \prec \Sigma_L$, whence $\Sigma \prec \Sigma_L$.

iii) $\iff$ iv) and iii) $\iff$ v). Since $\Omega_\Sigma \cap L \neq \varnothing$, the equivalence i) $\iff$ ii) (already proved) yields $\Sigma_L \sim \Sigma$. Therefore, $\Omega_\Sigma \cap L = \Omega_{\Sigma_L}$. But Theorem 5.10 applied to the measure $\Sigma_L$ in $L$ shows that $\Omega_\Sigma \cap L$ is a $G_\delta$-subset of the second category in $L$, and $\omega(\Omega_\Sigma \cap L) = 1$.

The equivalences iv) $\iff$ i) and v) $\iff$ i) follow from i) $\iff$ iii) and Theorem 5.10.

**Corollary 5.13.** Suppose $A$ is a selfadjoint operator in $H$ and $L$ is a subspace of $H$. Let $E(t)$ be the resolution of the identity for $A$. Then:

1) either $L \cap \Omega_{E} = \varnothing$, or $L$ is a principal subspace and $\Omega_\Sigma \cap L$ is a dense $G_\delta$-subset of $L$ of the second category;

2) if $L \in \text{Cyc} A$, then $L$ is a principal subspace in $H$.

§6. Hellinger types and Hellinger subspaces

6.1. Hellinger subspaces. The first approach. Let $\mu$ be a scalar measure. The class of all measures equivalent to $\mu$ is called the type of $\mu$ and is denoted by $[\mu]$.

**Definition 6.1** (see [8]). a) Let $A = A^*$ be a selfadjoint operator in $H$, and let $E := E_A$ be its spectral measure. For every $g \in H$, the type of the measure $\mu_g$ is called the type of the vector $g$ and is denoted by $[g] := [\mu_g]$. We recall that $\mu_g(\delta) := (E(\delta)g, g)$.

b) Let vectors $\{g_i\}_{i=1}^{m}$ (with $m \leq \infty$) be spectrally orthogonal $(H_{g_i}, \perp H_{g_i})$, and let
\[
H = \bigoplus_{i=1}^{m} H_{g_i}, \quad [g_{i+1}] < [g_i], \quad i < m,
\]

i.e., the types $[g_i]$ decrease monotonically. Then the sequence $\{g_i\}_1^{m}$ is called a Hellinger sequence, and the types $[g_i]$ are called the Hellinger types of the measure $E$. 
In this case, the number \( m \) \((m \leq \infty)\) and the types \([g_i]\) in the decomposition (6.1) are uniquely determined (see [9, 27]) and \( m = n(A) = n(E) \), where \( n(A) \) is defined by (4.2).

The collection of Hellinger types forms a complete system of unitary invariants of a selfadjoint operator \( A \) (equivalently, of the measure \( E \)); see [9, 27].

Let \( \Omega_A := \Omega_E := \{ g \in H : \mu_g \sim E \} \) be the set of vectors of maximal type, and let \( g_1 \in \Omega_E \). Then \( \mu_g \prec \mu_{g_1} := \mu \) for all \( g \in H \) and, consequently, the type \([g]\) is uniquely determined by the set

\[
(6.2) \quad \Gamma(g) := \{ t \in \mathbb{R} : d\mu_g/d\mu > 0 \}.
\]

Since \( \mu_g \prec \mu \), we see that \( \Gamma(g) \) is a (nontopological) support of \( \mu \).

It follows that the Hellinger types are uniquely determined by the senior type \([\mu_{g_1}] = [g_1]\) and by the supports \( \Gamma_i(E) := \Gamma(g_i), i \leq m \).

The sets \( \Gamma_i(E) \) are determined by the multiplicity function \( N_E = N_A \):

\[
(6.3) \quad \Gamma_i(E) := \{ t \in \mathbb{R} : N_E(t) \geq i \}.
\]

Remark 6.1. The Hellinger types can be defined in a different way. For example, let \( \{g_i\}_1^k \) be a system of spectrally orthogonal vectors \((H_{g_i} \perp H_{g_j}, 1 \leq i \neq j \leq k)\) that satisfies the condition \( \Gamma(g_i) = \Gamma_i(E), i \leq k \). Next, putting \( Hg := H \ominus (\bigoplus_{i=1}^k H_{g_i}), \) we take \( g_{k+1} \in Hg \) such that \([g] \prec [g_{k+1}]\) for all \( g \in Hg \) (i.e., \( g_{k+1} \) is a principal vector for \( A[Hg] \)). Then \([g_{k+1}]\) is the \((k+1)\)st Hellinger type for \( E \).

The Hellinger types admit the following invariant description (see [21]):

\[
(6.4) \quad [g_{k+1}] = \min_{g_1, \ldots, g_k} \max_{g \in H \ominus H_{g_1} \ldots \ldots g_k} [g],
\]

where the maximum and minimum are understood in the sense of the partial order \( \prec \). Relation (6.4) can rewritten in terms of the supports \( \Gamma(g) \):

\[
(6.5) \quad \Gamma_{k+1}(E) = \min_{g_1, \ldots, g_k} \max_{g \in H \ominus H_{g_1} \ldots \ldots g_k} \Gamma(g),
\]

where the maximum and minimum are taken in the sense of the partial order \( \subset \). Invoking the multiplicity function \( N_\Sigma \) described in Definition 4.5 (see formula (4.8)), we see that, for an arbitrary (not necessarily orthogonal) operator measure \( \Sigma \), it is natural to define the supports \( \Gamma_i(\Sigma) \) of the Hellinger types by analogy with (6.3):

\[
(6.6) \quad \Gamma_i(\Sigma) = \{ t \in \mathbb{R} : N_\Sigma(t) \geq i \}, \quad i \in \{1, \ldots, m\}.
\]

Next, the \( i \)th Hellinger type of \( \Sigma \) is defined to be the type \([\mu_i]\) of the scalar measure \( d\mu_i := \chi_i d\rho \), where \( \rho \sim \Sigma \) and \( \chi_i \) is the indicator of \( \Gamma_i(\Sigma), 1 \leq i \leq m(\Sigma) \).

By (4.13), the definitions (6.3) and (6.6) coincide for an orthogonal measure \( \Sigma = E \). On the other hand, by Theorem 5.10, \( \Omega_\Sigma \neq \emptyset \) and for every \( g_1 \in \Omega_\Sigma \) we have \( \mu_g \prec \mu_{g_1} := \mu \sim \Sigma \), where \( \mu_{g}(\delta) := (\Sigma(\delta)g, g) \) and \( g \in H \). Therefore, the set \( \Gamma(g) \) defined by\ (6.2) is a (nontopological) support of \( \mu_g \).

It turns out that, although \( \Omega_\Sigma \neq \emptyset \), elements of “junior” types (i.e., vectors \( g \in H \) with \( \Gamma(g) = \Gamma_i(\Sigma) \) for some \( i \geq 2 \)) may be absent in general.

Example 6.2. Let \( \Sigma(t) \) be a \((2 \times 2)\)-matrix-valued discrete measure with jumps at 1, 2, and 3, i.e., \( \Sigma(t) = \sum_{i \leq t} P_i \), where

\[
P_1 = \begin{pmatrix} 1 & 0 \\ 0 & 0 \end{pmatrix}, \quad P_2 = \begin{pmatrix} 0 & 0 \\ 0 & 1 \end{pmatrix}, \quad P_3 = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}.
\]

Clearly,

\[
N_\Sigma(t) = \begin{cases} 1 & \text{if } t = 1, 2, \\ 2 & \text{if } t = 3, \end{cases}
\]

and \( \Gamma_1(\Sigma) = \{1, 2, 3\}, \Gamma_2(\Sigma) = \{3\} \).
Let $h = \{h_1, h_2\}$. If $h_1 h_2 \neq 0$, then $\Gamma(h) := \text{supp}(\Sigma h, h) = \{1, 2, 3\} = \Gamma_1(\Sigma)$. But if $h_1 = 0$, we have $\Gamma(h) := \text{supp}(\Sigma h, h) = \{2, 3\}$, and if $h_2 = 0$, then $\Gamma(h) := \text{supp}(\Sigma h, h) = \{1, 3\}$. Therefore, the relation $\Gamma(h) := \text{supp}(\Sigma h, h) = \{3\} = \Gamma_2(\Sigma)$ is impossible.

The following simple statement will be used below.

**Lemma 6.3.** If $\delta \in \Gamma_n(\Sigma), \delta \in B(\mathbb{R})$, and $\Sigma(\delta) \neq 0$, then $\text{rank}(\Sigma(\delta)) \geq n$.

**Proof.** Assume the contrary. Let $\mathcal{H} := \mathcal{R}(\Sigma(\delta))$ with $\dim \mathcal{H} = \text{rank}(\Sigma(\delta)) = n_1 < n$. We choose an orthonormal basis $\{e_j\}_{j=1}^n$ in $H$ in such a way that $\{e_j\}_{j=n_1}^n$ is a basis in $\mathcal{H}$, and $\{e_j\}_{j>n_1}$ is a basis in $\mathcal{H}^\perp$. Next, we introduce a diagonal operator $K = K^* \in \mathfrak{S}_2$ by putting $Ke_j = e_j/j, j \in \mathbb{N}$. If $\rho \sim \Sigma$ and $\Psi_K := dK^* \Sigma K/d\rho$, then

$$K^* \Sigma(\delta) K = \int_\delta \Psi_K(t) \, d\rho(t)$$

by Theorem 2.12. Since $K^* \Sigma(\delta) Ke_j = 0$ for $j > n_1$, by (6.7) there exists a set $\delta_1 \subset \delta$, $\delta_1 \in B(\mathbb{R})$, such that

$$\Psi_K(t)e_j = 0, \quad t \in \delta_1, \quad j > n_1, \quad \rho(\delta \setminus \delta_1) = 0.$$  

Consequently, $\mathcal{R}(\Psi_K(t)) \subset \mathcal{H}$ for $t \in \delta_1$, and $N_{\Sigma}(t) = \text{rank}(\Psi_K(t)) \leq n_1$ for $t \in \delta_1$ by Corollary 4.7, which contradicts the definition of $\Gamma_n(\Sigma)$. \qed

We denote by $G_k(H)$ the collection of all $k$-dimensional subspaces of $H$ (a “Grassmann manifold”).

An operator measure $\Sigma$ in $H$ generates the family of $(k \times k)$-matrix-valued measures of the form $P_L\Sigma[L]$, where $L \in G_k(H)$. Clearly, we have $P_L\Sigma[L] \ll \Sigma$; therefore, $N_{P_L\Sigma[L]}(t) \leq N_{\Sigma}(t)$ for a.e. $t \in \mathbb{R}$.

Below we shall show that the $k$th Hellinger type of $\Sigma$ can be realized by a subspace $L \in G_k(H)$. This makes the following definition natural.

**Definition 6.4.** Let $\Sigma$ be an operator measure in $H$, and let $m$ be its total multiplicity.

a) A subspace $L = L_k \in G_k(H)$ is called a $k$th Hellinger subspace (in symbols: $L \in \mathfrak{H}_k(\Sigma)$) if

$$\Gamma_i(L) := \Gamma_i(P_L\Sigma[L]) = \Gamma_i(\Sigma), \quad i \in \{1, \ldots, k\}.$$  

b) A Hellinger chain is any finite chain of the form

$$\{\lambda h\} =: L_1 \subset L_2 \subset \cdots \subset L_k \subset H, \quad L_k \in \mathfrak{H}_k(\Sigma), \quad k \in \{1, \ldots, m\},$$

if the total multiplicity $m := m(\Sigma)$ is finite, and any infinite chain of the form

$$\{\lambda h\} =: L_1 \subset L_2 \subset \cdots \subset L_k \subset \cdots \subset H, \quad L_k \in \mathfrak{H}_k(\Sigma), \quad k \in \mathbb{N},$$

if $m = m(\Sigma) = \infty$.

c) A basis $\{e_i\}_{i=1}^k$ in $L_k \in \mathfrak{H}_k(\Sigma)$ is called a Hellinger basis if the spaces $L_j := \text{span}\{e_i : 1 \leq i \leq j\}$ constitute a Hellinger chain of the form (6.10) with $h = e_1$.

**Remark 6.2.** a) In particular, $H_1 = \{\lambda h\} \in \mathfrak{H}_1(\Sigma)$ if and only if $h \in \Omega_\Sigma$.

b) Let $L_1 \subset \cdots \subset L_k$ be a chain of subspaces, and let $\{e_i\}_{i=1}^k$ be an orthonormal basis in $L_k$ such that $L_j = \text{span}\{e_i : 1 \leq i \leq j\}$, $j \leq k$. We put $\sigma_j(t) := (\Sigma(t)e_i, e_j)$, $\psi(t) := d\sigma_j(t)/d\rho$, and $\Psi(p) := (\psi_j(t))_{i,j=1}^p$. Then $L_1 \subset \cdots \subset L_k$ is a Hellinger chain if and only if

$$\Gamma_p(\Sigma) = \{t \in \mathbb{R} : \text{det} \Psi_p(t) \neq 0 \pmod{\Sigma}, \quad p \in \{1, \ldots, k\}.$$  

By Definition 4.5, for $\rho$-almost every $t \in \Gamma_p(\Sigma)$ there exists a nonzero minor of order $p$ for $\Psi_p(t)$. However, this minor may depend on $t$. The meaning of the notion of a Hellinger chain is that nonzero minors can be chosen independent of $t$ (see (6.12)).
c) If the density matrix $\Psi_k(t)$ is diagonal, $\Psi_k(t) = \text{diag}(\psi_1(t), \ldots, \psi_k(t))$, and the supports supp $\psi_j$ decrease (supp $\psi_j \supseteq$ supp $\psi_{j+1}$), then $\Gamma_n(\Sigma) = \text{supp} \psi_n$, $n \in \{1, \ldots, k\}$.

In particular, this situation occurs if the measure $\Sigma = E$ is orthogonal and the basis $\{e_i\}_{i=1}^k$ consists of pairwise spectrally orthogonal vectors (relative to $E$) and, moreover, $e_i$ realizes the ith Hellinger type: $\Gamma(e_i) = \Gamma_i(E)$, $i \in \{1, \ldots, k\}$.

This observation shows that a Hellinger chain of a measure $\Sigma$ is a natural analog of (and a substitute for) a Hellinger sequence in the case of an orthogonal measure $E$.

**Example 6.5.** Let $H = \mathbb{C}^3$. Suppose that a matrix $\Psi(t)$ is diagonal in the basis $\{e_j\}_{j=1}^3$, i.e., $\Psi(t) = \Psi_3(t) = \text{diag}(\psi_1, \psi_2, \psi_3)$. Moreover, suppose $\psi_j \in C[0, 2]$ ($1 \leq j \leq 3$) and 

$$\psi_1(x) > 0, \quad x \in [0, 3/2], \quad \psi_2(x) > 0, \quad x \in (1/2, 2], \quad \psi_3(x) > 0, \quad x \in (1/4, 3/2).$$

If the function $\psi_j$ ($1 \leq j \leq 3$) vanishes off the segment indicated, then the measure $\Sigma$ ($\Sigma(\delta) = \int_\delta \Psi(t) \, dt$) satisfies $\Gamma_1(\Sigma) = [0, 2]$, $\Gamma_2(\Sigma) = [1/4, 3/2]$, and $\Gamma_3(\Sigma) = [1/2, 3/2]$.

a) The space $L^2 = \text{span}\{e_1, e_3\}$ is not Hellinger because

$$\Gamma_1(L^2) = [0, 3/2] \neq \Gamma_1(\Sigma), \quad \text{though} \quad \Gamma_2(L^2) = [1/4, 3/2] = \Gamma_2(\Sigma).$$

Relations (6.13) show that the jth identity in (6.9) does not imply the other relations with $i < j$.

b) The subspace $L^3 = \text{span}\{e_1, e_2\}$ is not Hellinger, because

$$\Gamma_1(L^3) = [0, 2] = \Gamma_1(\Sigma) \quad \text{but} \quad \Gamma_2(L^3) = [1/2, 3/2] \neq \Gamma_2(\Sigma).$$

This example is interesting because $L^3$ contains a continuum of principal vectors ($\lambda_1 e_1 + \lambda_2 e_2 \in \Omega_\Sigma$ with $\lambda_1, \lambda_2 \neq 0$), but $L^3 \notin \text{Hel}_2(\Sigma)$.

c) Since $L^3 \notin \text{Hel}_2(\Sigma)$, neither the chain $\{\lambda e_1\} \subset L^3 \subset H$, nor the basis $\{e_j\}_{j=1}^3$ is Hellinger. At the same time, the basis $\{g_1 := (e_1 + e_2)/\sqrt{2}, g_2 := e_3, g_3 := (e_1 - e_2)/\sqrt{2}\}$ and the chain $\{g_1\} \subset \text{span}\{g_1, g_2\} \subset H$ are Hellinger.

**Proposition 6.6.** Suppose $\Sigma$ is an operator measure in $H$, $L := L_k \in G_k(H)$, $T \in B(H)$, and ker $T = \text{ker} T^* = \{0\}$. Then:

i) $\Gamma_i(T^* \Sigma T) = \Gamma_i(\Sigma)$ for all $i \in \mathbb{N}$;

ii) $L \in \text{Hel}(T^* \Sigma T)$ if and only if $TL \in \text{Hel}(\Sigma)$;

iii) if $\Sigma(t)$ is of norm locally bounded variation and $\Psi(t) = d\Sigma(t)/dp$ is the density of $\Sigma$, i.e., $\Sigma(\delta) = \int_\delta \Psi(t) \, dt$ (see Proposition 2.15), then $L := L_k \in \text{Hel}(\Sigma)$ if and only if

$$\dim(L/(L \cap \text{ker} \Psi(t))) \geq i \quad \text{for \ \rho-a.e. \ \ t \in \Gamma_i(\Sigma), \ i \in \{1, 2, \ldots, k\}.}$$

Moreover, the first (last) condition in (6.14) is equivalent to the condition $L \not\subset \text{ker} \Psi(t)$ for $t \in \Gamma_i(\Sigma)$ ($L \cap \text{ker} \Psi(t) = \{0\}$ for $t \in \Gamma_k(\Sigma)$).

**Proof.** Statements i) and ii) are obvious, and iii) follows from the identity $\dim(L/(L \cap \text{ker} \Psi(t))) = \text{rank}(P_L \Psi(t)[L]).$ 

We prove the existence of Hellinger chains (see Proposition 6.4).

**Theorem 6.7.** Let $\Sigma$ be an operator measure in $H$, and let $m = m(\Sigma)$ be its total multiplicity. Suppose $T \in \mathcal{S}_2(H)$, ker $T = \text{ker} T^* = \{0\}$, and $TH_k \in \text{Hel}_k(\Sigma)$. If $M := \{f_\alpha\}_{\alpha \in I}$ is a family of vectors of the form (5.2) with $I := [0, 1]$, then:

i) the subspace $\text{span}\{TH_k, Tf_\alpha\}$ belongs to $\text{Hel}_{k+1}(\Sigma)$ for all but at most countably many $\alpha \in [0, 1]$;

ii) for every $h \in \Omega_\Sigma$ there exists a Hellinger chain of the form (6.10) or (6.11);

iii) every subspace $L \in \text{Hel}_k(\Sigma)$ can be included in a Hellinger chain of the form (6.10) or (6.11).
Proof. i) Consider the operator measure $\Sigma_T(t) := T^*\Sigma(t)T$. Define a scalar measure $\rho$ by $\rho(\delta) = \text{Tr}\Sigma_T(\delta)$ and put $\Psi_T := d\Sigma_T/d\rho$. Then
\begin{equation}
(6.15)
\Gamma_i(\Sigma) = \Gamma_i(\Sigma_T) := \{t \in \mathbb{R} : \text{rank} \Psi_T(t) \geq i\}, \quad i \in \mathbb{N}.
\end{equation}
For $k = 1$, statement i) is the content of Proposition 5.3. Assuming that i) is proved for $k = n$, we verify it for $k = n + 1$.

By assumption, there exists an $n$-dimensional Hellinger subspace $H^T_n \in \text{Hel}_n(\Sigma_T)$. Consider the following family of $(n + 1)$-dimensional subspaces:
\begin{equation}
(6.16)
H^T_\alpha := \text{span}\{H^T_n, f_\alpha\} \supset H^T_n, \quad \alpha \in I,
\end{equation}
where $\{f_\alpha\}$ is the set of vectors of the form (5.2).

By Proposition 6.6, $L_1 \subset L_2 \subset \cdots \subset L_k$ is a Hellinger chain for $\Sigma_T$ if and only if
\begin{equation}
(6.17)
L_i \cap \ker \Psi_T(t) = \{0\}, \quad t \in \Gamma_i(\Sigma_T) = \Gamma_i(\Sigma), \quad i \in \{1, \ldots, k\}.
\end{equation}

We denote by $\Omega^k_N(H^T_n)$ the set of all vectors $f_\alpha \in M$ for which the subspace $H^T_\alpha$ defined in (6.16) is a Hellinger subspace for $\Sigma_T$.

We show that the set $M \setminus \Omega^k_N(H^T_n)$ is at most countable. Supposing the contrary, in accordance with (6.17), for every $f_\alpha \in M \setminus \Omega^k_N(H^T_n)$ we find a measurable subset $\delta_\alpha \subset \Gamma^+_{n+1}$ such that
\begin{equation}
(6.18)
H^T_\alpha \cap \ker \Psi_T(t) \neq \{0\}, \quad t \in \delta_\alpha, \quad \rho(\delta_\alpha) > 0.
\end{equation}

By Lemma 5.2, there exists a sequence $\{\alpha_i\}_{i=1}^\infty$ with $\rho(\bigcap \delta_\alpha_i) > 0$. Therefore,
\begin{equation}
(6.19)
H^T_\alpha \cap \ker \Psi_T(t) \neq \{0\}, \quad i \in \mathbb{N}, \quad t \in \delta := \bigcap_i \delta_\alpha_i \subset \Gamma^+_{n+1}.
\end{equation}

On the other hand, since $H^T_n \in \text{Hel}_n(\Sigma_T)$, Proposition 6.6 yields
\begin{equation}
(6.20)
H^T_n \cap \ker \Psi_T(t) = \{0\}, \quad t \in \Gamma_n \supset \Gamma^+_{n+1}.
\end{equation}

By (6.19) and (6.20), we have
\begin{equation}
(6.21)
f_\alpha \in \text{span}\{H^T_n, \ker \Psi_T(t)\}, \quad t \in \delta \subset \Gamma^+_{n+1}, \quad i \in \mathbb{N}.
\end{equation}

But Lemma 5.1 shows that the sequence $\{f_\alpha\}_{i=1}^\infty$ is complete in $H$ and, consequently, $\text{span}\{H^T_n, \ker \Psi_T(t)\} = H$ for all $t \in \delta$. This is impossible because $\text{codim} \ker \Psi_T(t) \geq n + 1$ for $\rho$-a.e. $t \in \Gamma^+_{n+1} \supset \delta$.

Thus, for all $\alpha \in I$ we have an at most countable set, we have $H^T_\alpha \in \text{Hel}_{n+1}(\Sigma_T)$, and Proposition 6.6 ii) implies also that $\text{span}\{TH_n, Tf_\alpha\} \in \text{Hel}_{n+1}(\Sigma)$.

Remark 6.3. By Remark 6.2, Theorem 6.7 means that there exists an orthonormal system $\{e_i\}_{i=1}^m$ in $H$ such that conditions (6.12) are fulfilled for every $k \leq m$. In other words, the $k$th Hellinger type of $\Sigma$ is realized by the measure $(\wedge^k \Psi(t) \varphi_k, \varphi_k) d\rho$, where $\wedge^k \Psi(t)$ denotes the $k$th exterior power of the operator $\Psi(t) := \Psi_K(t) = dK^* \Sigma K / d\rho$ ($K \in \mathfrak{S}_2(H)$), and $\varphi_k := e_1 \wedge \cdots \wedge e_k$ is a $k$-vector, $\varphi_k \in \wedge^k(H)$.

Example 6.8. Let $\Sigma(t) = \sum_{i \leq t} P_i$ be a matrix-valued discrete measure in $\mathbb{C}^3$, where
\begin{align*}
P_1 &= \text{diag}(1, 0, 0), \quad P_2 = \text{diag}(0, 1, 0), \quad P_3 = \text{diag}(0, 0, 1), \quad P_4 = \text{diag}(1, 1, 0), \quad P_5 = \text{diag}(1, 1, 1).
\end{align*}
Then $\Gamma_1(\Sigma) = \{1, 2, 3, 4, 5\}$, $\Gamma_2(\Sigma) = \{4, 5\}$, $\Gamma_3(\Sigma) = \{5\}$. The vector $h = (h_1, h_2, h_3)$ is principal for $\Sigma$ ($h \in \Omega^2_2$) if and only if $h_1 h_2 h_3 \neq 0$.

At the same time, the supports $\Gamma_2^2(\Sigma)$ and $\Gamma_3(\Sigma)$ are not realized by vectors $h \in \mathbb{C}^3$.

By Proposition 6.6, the subspace $L$ belongs to $\text{Hel}_2(\Sigma)$ if
\begin{equation}
(6.22)
L \not\subset \ker P_i, \quad i \in \{1, 2, 3\}, \quad \text{and} \quad L \cap \ker P_4 = L \cap \ker P_5 = \{0\}.
\end{equation}
For example, \( L := \text{span}\{(0, 1/\sqrt{2}, 1/\sqrt{2}), (1, 0, 0)\} \in \text{Hel}_2(\Sigma) \), because (6.22) is fulfilled and \( \Sigma_L(t) := P_t \Sigma(t) [L = \sum_{i \leq n} P_i L] \).

Writing \( P_n = P_0 P_n[L \text{ in the orthonormal basis } (0, 1/\sqrt{2}, 1/\sqrt{2}), (1, 0, 0)] \), we obtain
\[
P_1 = \text{diag}(0, 1), \quad P_2 = P_0 = \text{diag}(1/2, 0), \quad P_3 = \text{diag}(1/2, 1), \quad P_4 = \text{diag}(1, 1).
\]
Clearly, this implies the relations \( \Gamma_1(L) = \Gamma_1(\Sigma) = \{1, 2, 3\} \) and \( \Gamma_2(L) = \Gamma_2(\Sigma) = \{4, 5\} \).

### 6.2. Hellinger subspaces. The case of an orthogonal measure.

**Definition 6.9.** Let \( A \) be a selfadjoint operator in \( H \), \( n(A) \) its total multiplicity, \( E = E_A \) its spectral measure, and let \( L \) be a subspace in \( H \), \( \dim L \leq \infty \).

a) A subspace \( L_k \in \text{Hel}_k(A) \) is called a \( k \)th Hellinger subspace for \( A \) (for \( E \)) (in symbols: \( L_k \in \text{Hel}_k(A) \langle L_k \in \text{Hel}_k(E) \rangle \) if the first \( k \) Hellinger types of the operators \( A \) and \( A_1 := A[H_{L_k} = A_1] \) coincide:
\[
\Gamma_i(A_1) = \Gamma_i(A) \pmod E, \quad i \in \{1, \ldots, k\}.
\]

b) A Hellinger chain for \( A \) in \( L \) is any finite chain of subspaces in \( L \) of the form
\[
\{\lambda h\} =: L_1 \subset L_2 \subset \cdots \subset L_{n(A)} \subseteq L, \quad L_j \in \text{Hel}_j(A), \quad j \in \{1, \ldots, n(A)\},
\]
if \( n(A) < \infty \), and any infinite chain of subspaces in \( L \) of the form (6.11) if \( n(A) = \infty \).

For example, \( L \in \text{Hel}_k(A) \) if \( L = \text{span}\{g_i\}_{i=1}^k \), where the \( g_i \) are spectrally orthogonal and \( g_i \) realizes the \( i \)th Hellinger type for \( A \).

By Proposition 4.9, we have \( N_{A_n}(t) = N_{E_{A_n}}(t) = N_{P_k E[L]}(t) \) and \( n(A) = n(E) = m(E) \); so, for an orthogonal measure \( E \) Definitions 6.4 and 6.9 coincide.

**Theorem 6.10.** Suppose \( A \) is a selfadjoint operator in \( H \), \( L \in \text{Cyc}(A) \), \( L_k \subseteq L, \quad L_k \in \text{Hel}_k(A) \), and \( k < n(A) \). Also, let
\[
\Omega_k^L(L_k) := \{f \in L : \text{span}\{L_k, f\} \in \text{Hel}_{k+1}(A)\}.
\]
Then:

i) \( \Omega_k^L(L_k) \) is a dense \( G_\delta \)-subset in \( L \) of the second category;

ii) \( \omega(\Omega_k^L(L_k)) = 1 \) for every Gaussian measure \( \omega \) in \( L \);

iii) in \( L \) there exists a Hellinger chain of the form (6.24) or (6.11), \( L_{n(A)} \in \text{Cyc} A \) if \( n(A) < \infty \); conversely, if \( \dim L = n(A) \), then \( L \in \text{Hel}_{n(A)}(A) \);

iv) every Hellinger subspace \( L_k \in \text{Hel}_k(A) \langle L_k \subseteq L \rangle \) can be incorporated in a Hellinger chain of the form (6.24) or (6.11).

**Proof.** Since \( k < n(A) \), we have \( H \cap H_k \neq \{0\} \) (where \( H_k := H_{L_k} \) and \( M_k := L \cap (L \cap H_k) \neq \{0\} \)). Consider the operator \( A_{k+1} := A[H \cap H_k] \). Next, let \( P_k \) be the orthogonal projection onto \( H_k \), and let \( L g_{k+1} := (I - P_k)L \). Since ker\((I - P_k) = H_k\), the projection \( I - P_k \) maps \( M_k \) onto \( L g_{k+1} \) injectively: ker\((I - P_k)[M_k] = \{0\} \). However, we observe that the linear sets \( L g_{k+1} \) and \( L + H_k = M_k + H_k \) may be closed only simultaneously. Nevertheless, the scalar product
\[
(f', g')_+ := (f, g), \quad \text{where } fg = (I - P_k)f, \quad gg = (I - P_k)g,
\]
makes \( L'_{k+1} \) a Hilbert space. Moreover, \( \|f'\| = \|(I - P_k)f\| \leq \|f\| = \|f'\|_+ \), so that the Hilbert space \( L'_{k+1} \) with the norm \( \|\cdot\|_+ \) is embedded in \( H \) continuously.

Finally, since \( L \in \text{Cyc} A \) and \( H_k \in \text{Lat} A \), we see that \( L'_{k+1} \) is a cyclic linear set for \( A_{k+1} \). Thus, \( L'_{k+1} \) satisfies all assumptions of Corollary 5.9. Consequently, by Corollary 5.9 (or Theorem 5.7 if \( L'_{k+1} \) is closed), in \( L'_{k+1} \) there is a principal vector \( g_{k+1}' \in L'_{k+1} \) for \( A_{k+1} \). We show that \( g_{k+1}' \) realizes the \((k+1)\)st Hellinger type for \( A \). Indeed, by definition, the first \( k \) Hellinger types for \( A_k \) and \( A \) are the same. Therefore, \( H_k g_k = \bigoplus_{i=1}^k H_{g_i} \), where the vector \( g_i \) realizes the \( i \)th Hellinger type for \( A \). Consequently, \( g_{k+1} \perp H_{L_k} \), and \( gg_{k+1} \) realizes the \( k \)th Hellinger type for \( A \).
Now, let \( g_{k+1} \in L \) be an arbitrary vector satisfying \((I - P_k)g_{k+1} = g'_{k+1}\). We show that \( L_{k+1} := \text{span}\{L_k, g_{k+1}\} \subset \text{Hel}_{k+1}(E) \), i.e., \( g_{k+1} \in \Omega_A^L(L_k) \). Indeed,

\[
H_{L_{k+1}} = \text{span}(H_{L_k}, H_{g_{k+1}}) = H_{L_k} \oplus H_{g_{k+1}} = \bigoplus_{i=1}^k H_{g_i} \oplus H_{g'_{k+1}}.
\]

Putting \( \tilde{A} := A[H_{L_{k+1}}] \), we arrive at the identities

\[
\Gamma_i(\tilde{A}) = \Gamma_i(A), \quad i \in \{1, \ldots, k, k+1\},
\]

which mean that \( L_{k+1} \subset \text{Hel}_{k+1}(A) \).

Summarizing, we conclude that \( f \in \Omega_A^L(L_k) \) if and only if \((I - P_k)f\) is a principal vector for \( A_{k+1} \). Therefore, \( \Omega_A^L(L_k) \) is the inverse image of \( \text{Hel}_{k+1} \cap L_{k+1}' \) under the mapping \( I - P_k \).

Since \( Lg_{k+1} \) is cyclic for \( A_{k+1} \), from Corollary 5.9 (or Theorem 5.7 if \( Lg_{k+1} \) is closed) we see that \( \Omega_A^L(L_k) \cap Lg_{k+1} \) is a dense \( G_\delta \)-subset of \( L_{k+1}' \).

But the definition of the norm in \( Lg_{k+1} \) (see (6.26)) readily shows that \( I - P_k \) maps \( M_k \) onto \( L_{k+1} \) (with the norm \( \| . \|_r \)) isometrically. Therefore, \( \Omega_A^M(L_k) \) is a dense \( G_\delta \)-subset of \( M_k \) (here \( \Omega_A^M(L_k) \) is defined by (6.25) in which \( L \) is replaced by \( M_k \)).

Now, the relation

\[
(6.27) \quad \Omega_A^L(L_k) = \Omega_A^M(L_k) \oplus (L \cap H_k) = \Omega_A^M(L_k) \times (L \cap H_k)
\]

implies that \( \Omega_A^L(L_k) \) is a dense \( G_\delta \)-subset in \( L \); consequently, it is of the second category.

ii) Let \( w \) be a Gaussian measure in \( L \) with correlation operator \( B \). The arguments are particularly simple if \( M_k \in \text{Lat} B \). Indeed, in this case \( w = w_1w_2 \), where \( w_1 \) and \( w_2 \) are the projections of \( w \) to the subspaces \( M_k \) and \( L \cap H_k \) in the decomposition \( L = M_k \oplus (L \cap H_k) \). Since the measures \( w_i \) \((i = 1, 2)\) are Gaussian and the operators \( I - P_k \) map \( M_k \) onto \( Lg_{k+1} \) isometrically, by Theorem 5.7 ii) we have \( w_1(\Omega_A^M(L_k)) = 1 \).

Since, moreover, \( w_2(L \cap H_k) = 1 \), from (6.27) and the product nature of the measure \( w \) it follows that \( w(\Omega_A^L(L_k)) = w_1(\Omega_A^M(L_k))w_2(L \cap H_k) = 1 \).

The case where \( M_k \not\in \text{Lat} B \) is treated by a slight modification of the arguments employed at step 4) of the proof of Theorem 5.7.

iii) By Theorem 5.7, there exists a principal vector \( h \in \Omega_G \cap L \). Assuming that a Hellinger chain \( L_1 \subset \cdots \subset L_k \) has already been constructed, we put \( L_{k+1} := \text{span}\{L_k, f\} \), where \( f \in \Omega_A^L(L_k) \). By step i), we have \( L_{k+1} \subset \text{Hel}_{k+1}(A) \), which yields the required one-dimensional extension.

If \( n(A) < \infty \) and \( L_{n(A)} \not\in \text{Cyc} A \), then \( H \oplus H_{L_{n(A)}} \neq \{0\} \). But this contradicts the condition \( L_{n(A)} \in \text{Hel}_{n(A)}(A) \) (the latter means that the first \( n(A) \) Hellinger types for \( A \) and for \( A_{n(A)} := A[H_{L_{n(A)}}] \) are the same; see (6.23)).

iv) Let \( A_k := A[H_{L_k}] \). Then \( n(A_k) = k \). Statement iii) applied to \( L_k \subset L_{k+1} \) and \( A_k \) yields a chain \( L_1 \subset L_2 \subset \cdots \subset L_k \) in which \( L_j \in \text{Hel}_j(A_k) = \text{Hel}_j(A), \quad j \in \{1, \ldots, k\} \).

The extendibility to the right of a chain of the form (6.24) or (6.11) follows from i). \( \square \)

**Remark 6.4.** In particular, Theorem 6.10 shows that the Hellinger types of the operator \( A \) (consequently, a complete system of its unitary invariants) can be recovered from each of its cyclic subspaces \( L \in \text{Cyc}(A) \).

Namely, although in general a subspace \( L \in \text{Cyc}(A) \) may fail to possess a spectrally orthogonal system of vectors that realize the Hellinger types, Theorem 6.10 and Remark 6.3 show that these types are realized by subspaces \( H_k \subset L \) or by \( k \)-vectors \( \varphi_k = e_1 \wedge \cdots \wedge e_k \in \wedge^k(L) \); the \( k \)th Hellinger type is realized by the measure \( (\wedge^k \Psi(t)\varphi_k, \varphi_k)d\rho, \) where \( \Psi(t) := \Psi_K(t) := dK^* \Sigma K / d\rho, \quad K \in \mathfrak{S}_2(H), \) and \( \Sigma = P_L E_A [L] \).
The next result is deduced from Theorem 6.10 in the same way as Corollary 5.9 is deduced from Theorem 5.7.

**Corollary 6.11.** Let $A$ be a selfadjoint operator in $H$, and let $H_+$ be a (nonclosed) linear set in $H$ such that $H_+$ is a Hilbert space under a norm $\| \cdot \|_+$ and the embedding $H_+ \to H$ is continuous. If $H_+$ is cyclic for $A$, then all the statements of Theorem 6.10 are valid for $H_+$.

Theorem 6.10, Corollary 6.11, and the Naimark theorem imply the following refinement of Theorem 6.7. The proof is entirely similar to that of Theorem 5.10.

**Theorem 6.12.** Let $\Sigma$ be an operator measure in $H$, let $H_k \in \text{Hel}_k(\Sigma)$, and let

$$\Omega_\Sigma(H_k) := \Omega_\Sigma^H(H_k) := \{ f \in H : \text{span}(H_k, f) \} \in \text{Hel}_{k+1}(H).$$

Then the set $\Omega_\Sigma(H_k)$ satisfies the following conditions:

i) $\Omega_\Sigma(H_k)$ is a dense $G_\delta$-subset in $H$ of the second category;

ii) $\omega(\Omega_\Sigma(H_k)) = 1$ for every Gaussian measure $\omega$ in $H$.

In conclusion we give yet another result about the set $\text{Hel}_k(\Sigma)$ (without proof).

**Theorem 6.13.** Let $\Sigma$ be an operator measure in $H$. Then:

i) $\text{Hel}_k(\Sigma)$ is a dense subset in $G_\delta(H)$ of the second category;

ii) if $\dim H < \infty$, then $\tau_n(\text{Hel}_k(\Sigma)) = 1$, where $\tau_n$ is the normalized measure on $G_\delta(H)$ invariant under the unitary operators on $H$.

### 6.3. Realization of Hellinger types by vectors in $H$.

If $E$ is an orthogonal measure in $H$, then any finite scalar measure $\mu \prec E$ is realized by some vector $g \in H : \mu = \mu_g$, $\mu_g(\delta) = (\Sigma(\delta)g, g)$.

We do not know whether the same is true for a nonorthogonal measure $\Sigma$ in $H$. However, below we describe the types $[\mu_g]$ of the scalar measures $\mu_g$. As has already been noted, for this it suffices to describe their supports $\Gamma(g)$ of the form (6.2).

**Proposition 6.14.** Let $\Sigma$ be an operator measure in $H$, and let $X \in B(\mathbb{R})$. Denote by $\Sigma^X$ the restriction of $\Sigma$ to $X$ ($\Sigma^X : \delta \mapsto \Sigma(\delta \cap X)$). The following conditions are equivalent:

i) there exists a vector $h \in H$ with $\Gamma(h) = X$;

ii) $L_X := \ker \Sigma(\mathbb{R} \setminus X)$ is a principal subspace for the measure $\Sigma^X$ in the sense of Definition 5.1, i.e. $L_X \subset \ker \Sigma(\delta)$ for every $\delta \in B(\mathbb{R})$ such that $\Sigma(\delta) \neq 0$;

iii) $\Sigma^X_{L_X} := P_{L_X} \Sigma[L_X] \sim \Sigma^X$;

iv) $\Omega^X \cap L_X \neq \emptyset$, where $\Omega^X := \{ h \in H : \Gamma(h) = X \} = \Omega_{\Sigma^X}$;

v) $\Omega^X \cap L_X$ is a dense $G_\delta$-subset in $L_X$ of the second category;

vi) $\omega(\Omega^X(\cap_L L_X)) = 1$ for every Gaussian measure $\omega$ in $L_X$.

**Proof.** This follows from Proposition 5.12. $\square$

In particular, Proposition 6.14 implies a criterion for the existence of vectors that realize “junior” Hellinger types. We observe that if $g_1 \in \Omega_\Sigma$, and the set $M_2 = \{ h \in H : \Gamma(h) = \Gamma_2(\Sigma) \}$ is not empty, it is not always possible to choose $g_2 \in M_2$ orthogonal to $g_1$. But for every $g_2 \in M_2$ it is always possible to choose a principal vector $g_1 \perp g_2$.

**Example 6.15.** Denote by $\Sigma(t) = \sum_{t<1} P_t$ the discrete measure with the following jumps:

$$P_1 = \text{diag}(1, 0, 0), \quad P_2 = \text{diag}(0, 1, 0), \quad P_3 = \text{diag}(0, 1, 1), \quad P_4 = \text{diag}(1, 1, 1).$$

Then $\Gamma_1(\Sigma) = \text{supp } \Sigma = \{ 1, 2, 3, 4 \}$, $\Gamma_2(\Sigma) = \{ 3, 4 \}$, and $\Gamma_3 = \{ 4 \}$. If $h = (h_1, h_2, h_3) \in \mathbb{C}^3$, then $\Gamma(\Sigma) = \Gamma_2(\Sigma) = \{ 3, 4 \}$ precisely when $h_1 = h_2 = 0$. Next, if $g_1 = (x_1, x_2, x_3)$ is
a principal vector and $g_1 \perp h$, then $x_3 = 0$. Therefore, if $x_3 \neq 0$, then there are no vectors $h$ realizing $\Gamma_2(\Sigma)$ and orthogonal to $g_1$. At the same time, for the vector $h = (0, 0, h_3)$, which realizes $\Gamma_2(\Sigma)$, the vector $g_1 = (1, 1, 0)$ belongs to $\Omega_2$ and is orthogonal to $h$.

**Proposition 6.16.** Let $\Sigma$ be an operator measure in $H$, and let $g \in H$ satisfy $\Gamma(g) \subset \Gamma_2(\Sigma)$. Then the subspace $H \ominus g$ is principal, i.e., there exists a principal vector for $\Sigma$ orthogonal to $g$.

**Proof.** Assume the contrary. Then, by Definition 5.11, there exists $\delta \in B(\mathbb{R})$ such that $\Sigma(\delta) \neq 0$ and $H \ominus g \subset \ker \Sigma(\delta)$. A fortiori, we have $H \ominus g \subset \ker \Sigma(\delta \setminus \Gamma_2(\Sigma))$.

First we suppose that $\Sigma(\delta \setminus \Gamma_2(\Sigma)) \neq 0$. By assumption, $\Gamma(g) \subset \Gamma_2(\Sigma)$ and $\Gamma(g)$ is a support of the measure $\mu_g := (\Sigma g, g)$; therefore, $g \in \ker \Sigma(\delta \setminus \Gamma_2(\Sigma))$. Consequently, $\Sigma = 0$, a contradiction.

But if $\Sigma(\delta \setminus \Gamma_2(\Sigma)) = 0$, then, replacing $\delta$ by $\delta \cap \Gamma_2(\Sigma)$ if necessary, we may assume that $\delta \subset \Gamma_2(\Sigma)$. By Lemma 6.3, $\operatorname{rank} \Sigma(\delta) \geq 2$. On the other hand, $H \ominus g \subset \ker \Sigma(\delta)$ by assumption; consequently, $\operatorname{rank} \Sigma(\delta) \leq 1$, a contradiction. \hfill \Box

It is natural to expect that if $g_1 \perp g_2$ and $\Gamma(g_i) = \Gamma_i(\Sigma)$ $(i = 1, 2)$, then $H_2 = \operatorname{span}\{g_1, g_2\} \in \operatorname{Hel}_2(\Sigma)$. The following example shows that this is not the case.

**Example 6.17.** Let $\Sigma(t) := \sum_{i \leq t} P_i,$ where $i \in \{1, 2\}$ and

$$P_1 = \text{diag}(0, 1, 0), \quad P_2 = \begin{pmatrix} 1 & 1 & 0 \\ 1 & 1 & 0 \\ 0 & 0 & 1 \end{pmatrix}.$$  

Then $\Gamma_1(\Sigma) = \{1, 2\}$ and $\Gamma_2(\Sigma) = \{2\}$. Clearly, $\Gamma(e_1) = \Gamma_2(\Sigma)$, where $e_1 = (1, 0, 0)$. Let $g_1 := e_2 = (0, 1, 0)$. Then $g_1$ is a principal vector for $\Sigma$ and $g_1 \perp e_1$. Let $L = \operatorname{span}\{g_1, e_1\}$.

We put $h = e_1 - g_1 = (1, -1, 0) \in L$. Then $h \in \ker P_2$ and, consequently, $L \cap \ker P_2 \neq \{0\}$. By Proposition 6.6 iii), we have $L \notin \operatorname{Hel}_2(\Sigma)$.

### 6.4. Hellinger subspaces for a system of operators.

It is easily seen that nearly all results of the paper remain true for the operator measures defined on the Borel subsets of $\mathbb{R}^n$ or $\mathbb{C}^n$.

For example, we present analogs of Theorems 5.7 and 6.10 for a system $a = \{A_j\}_1^m$ of pairwise commuting selfadjoint operators in $H$. Let $E = E_a$ be the joint spectral measure of the system $a$, defined on the $\sigma$-algebra $B(\mathbb{R}^n)$ (see [3]).

For the system $a = \{A_j\}_1^m$, the sets $\Omega_E$ of principal vectors, $\operatorname{Cyc}(a)$ of cyclic subspaces, and $\operatorname{Hel}_k(E) = \operatorname{Hel}_k(a)$ of Hellinger subspaces (see formula (5.1) and Definitions 4.2 and 6.9) are introduced as before, but relative to the measure $E_a$.

**Theorem 6.18.** Let $a = \{A_j\}_1^m$ be a system of pairwise commuting selfadjoint operators in $H$, $E = E_a$ their joint spectral measure, and $\Omega_a := \Omega_E$ the set of principal vectors of $a$. If $L \in \operatorname{Cyc}(a)$, then:

i) $\Omega_a \cap L(= \Omega_E \cap L)$ is a dense $G_\delta$-subset in $L$ of the second category.

ii) $\omega(\Omega_a \cap L) = 1$ for every Gaussian measure $\omega$ in $L$.

The joint spectral multiplicity of the system $a = \{A_j\}_1^m$ is defined to be the number $n(a) := n(A_1, \ldots, A_m) := \min\{\dim L : L \in \operatorname{Cyc}(a)\} =: n(E_a).

**Corollary 6.19.** Let $a = \{A_j\}_1^m$ be a system of pairwise commuting selfadjoint operators in $H$ with simple joint spectrum, i.e., $n(a) = n(E_a) = 1$. Suppose $L \in \operatorname{Cyc}(a)$ and denote by $\Omega_a$ the set of cyclic vectors of $a$. Then:

i) $\Omega_a$ is a dense $G_\delta$-subset in $L$ of the second category.

ii) $\omega(\Omega_a \cap L) = 1$ for every Gaussian measure $\omega$ in $L$.  


Theorem 6.20. Suppose $\mathbf{a} = \{A_j\}_{1}^{n}$ is a system of pairwise commuting selfadjoint operators in $H$, $L \in \text{Cyc}(\mathbf{a})$, $L_k \subset L$, $L_k \in \text{Hel}_k(\mathbf{a})$, and $k < n(\mathbf{a})$. If $\Omega^n_0(L_k) := \{f \in L : \text{span}\{L_k, f\} \in \text{Hel}_{k+1}(\mathbf{a})\}$, then:

i) $\Omega^n_0(L_k)$ is a dense $G_{\delta}$-subset in $L$ of the second category;

ii) $\omega(\Omega^n_0(L_k)) = 1$ for every Gaussian measure $\omega$ in $L$;

iii) in $L$ there exists a Hellinger chain of the form (6.24) or (6.11); moreover, $L_{n(\mathbf{a})} \in \text{Cyc}(\mathbf{a})$ if $n(\mathbf{a}) < \infty$, and conversely, if $\dim L = n(\mathbf{a})$, then $L \in \text{Hel}_{n(\mathbf{a})}(\mathbf{a})$;

iv) every Hellinger subspace $L_k \in \text{Hel}_k(\mathbf{a})$ can be incorporated in a Hellinger chain of the form (6.24) or (6.11).

Vasyunin and Nikol'skii [9] introduced the following characteristic of a system $\mathbf{a} = \{A_j\}_{1}^{m}$:

\begin{equation}
\text{disc}(\mathbf{a}) := \text{disc}(A_1, \ldots, A_m) := \sup_{L \in \text{Cyc}(\mathbf{a})} \min \{\dim L_g : L' \in \text{Cyc}(\mathbf{a}), L_g \subset L\}.
\end{equation}

It is easily seen that $\text{disc}(\mathbf{a}) \geq n(\mathbf{a})$.

Corollary 6.21 ([9]). Let $\mathbf{a} = \{A_j\}_{1}^{m}$ be a system of pairwise commuting operators in $H$. Then

\begin{equation}
\text{disc}(\mathbf{a}) = \text{disc}(A_1, \ldots, A_m) = n(A_1, \ldots, A_m) = n(\mathbf{a}).
\end{equation}

Proof. The case where $n(\mathbf{a}) = \infty$ is trivial. Suppose $n(\mathbf{a}) < \infty$ and $L \in \text{Cyc}(\mathbf{a})$. By Theorem 6.20 iii), in $L$ there is a Hellinger subspace $L_{n(\mathbf{a})} \in \text{Hel}_{n(\mathbf{a})}(\mathbf{a}) \subset \text{Cyc}(\mathbf{a})$.

Therefore, putting $L_g = L_{n(\mathbf{a})}$ in (6.29), we arrive at (6.30).

Remark 6.5. Suppose an operator $T (\in B(H))$ is normal ($T^*T = TT^*$) and reductive ($\text{Lat} T = \text{Lat} T^*$). Let $A_1 = (T + T^*)/2$, $A_2 = (T - T^*)/2i$. Then $\text{Cyc} T = \text{Cyc}(T, T^*) = \text{Cyc}(A_1, A_2)$ and, consequently, $\text{disc} T = \text{disc}(A_1, A_2)$. In this case the relation $\text{disc} T = n(T) (= n(E_T))$, which coincides with (6.30) if $n = 2$, was proved in (9) by a different method.

Since $\text{Cyc} T \subset \text{Cyc}(E_T)$, every subspace $L \in \text{Cyc} T$ contains a subspace $L_{n(T)} \in \text{Hel}_{n(T)}(E_T) \subset \text{Cyc}(E_T)$; however, this subspace may fail to be cyclic for $T (L_{n(T)} \notin \text{Cyc} T)$. Precisely this fact is an obstruction for the proof of the relation $\text{disc} T = \text{disc}(A_1, A_2) (= n(T))$ in the general case, and indeed, this identity fails for some operators. Namely, in [9] it was shown that this identity is true if and only if $T$ is reductive.

It should be noted that if $n(\mathbf{a}) = \infty$, then the statement (6.30) is empty, and Theorem 6.20 guarantees the existence of Hellinger chains, vectors $f \in E_2$, etc. in $L (\in \text{Cyc}(\mathbf{a}))$.

§7. Functional model of a symmetric operator

7.1. Vector Riemann–Stieltjes and Lebesgue–Stieltjes integrals. Let $f : [a, b] \rightarrow H$ be a bounded function, and let $\Sigma$ be an operator measure in $H$. As in (2.2), we define the vector Riemann–Stieltjes integral

\begin{equation}
I_{RS}(\Sigma, f) := \int_{a}^{b} d\Sigma(t)f(t) := \lim_{d(\pi_n) \rightarrow 0} \sum_{k=1}^{n} \Sigma(\Delta_k)f(\xi_k).
\end{equation}

We say that $f$ is Riemann-Stieltjes integrable with respect to $\Sigma$ if the limit in (7.1) exists (a particular choice of partitions with a given diameter and of points $\xi_k \in [t_{k-1}, t_k]$ is irrelevant; $\Sigma(\Delta_k) := \Sigma(t_k) - \Sigma(t_{k-1})$).

For a bounded function $f : \mathbb{R} \rightarrow H$ not having compact support, we put

\begin{equation}
I_{RS}(\Sigma, f) := \int_{\mathbb{R}} d\Sigma(t)f(t) := \text{s-lim}_{n \rightarrow \infty} \int_{-n}^{n} d\Sigma(t)f(t)
\end{equation}

if the integrals $\int_{-n}^{n} d\Sigma(t)f(t)$ and the limit in (7.2) exist.
Lemma 7.1. Let \( f \) be a piecewise continuous \( H \)-valued function with compact support. If \( \Sigma \) is continuous at the discontinuities of \( f \) and is of locally bounded variation on \( \mathbb{R} \), then the vector integral \( I_{RS}(\Sigma, f) \) exists.

Corollary 7.2. Suppose all assumptions of Lemma 7.1 but the last are fulfilled, i.e., \( \Sigma \) may fail to be of locally bounded variation. Then:
   i) if \( f \) takes its values in a finite-dimensional subspace \( L \subset H \), then the integral \( I_{RS}(\Sigma, f) \) of the form (7.1) exists;
   ii) in particular, if \( f = \sum_{k=1}^{n} \chi_{\Delta_k}f_k \in S_{\Sigma} \) (see the definition (2.24)), where \( \Delta_k = [t_{k-1}, t_k] \) and \( f_k \in H \), then \( I_{RS}(\Sigma, f) = \sum_{k=1}^{n} \Sigma(\Delta_k)f_k \).

The following statement is proved much as Proposition 2.7.

Proposition 7.3. Let \( \Sigma \) be a discrete measure on \([a, b]\) of the form (2.6), i.e., \( \Sigma \notin BV[a, b] \). Then there exist strongly continuous vector-valued functions \( f \in C([a, b]; H) \) for which the integral \( I_{RS}(\Sigma, f) \) diverges.

Example 7.4. Let \( f \in C([a, b]; H) \) and let \( \Sigma \) be the same as in Example 2.8. The integral sum \( S(\pi_n) \) corresponding to the partition \( \pi_n = \{0 < n^{-1} < \cdots < 1/2 < 1\} \) and to the points \( \xi_k = 1/k \) is of the form \( S(\pi_n) = \sum_{k=1}^{n} P_k f(1/k) = \sum_{k=1}^{n} P_k k^{-1/2} e_k = \sum_{k=1}^{n} k^{-1/2} e_k \).

Since \( \|S(\pi_n)\| = \sum_{k=1}^{n} k^{-1} \to \infty \) as \( n \to \infty \), the integral \( I_{RS}(\Sigma, f) \) diverges.

Consider the operator

\[
I_{\Sigma} : S_{\Sigma} \to H, \quad I_{\Sigma} : f = \sum \chi_{\Delta_k} f_k \mapsto \sum \Sigma(\Delta_k) f_k.
\]

By Corollary 7.2, \( I_{\Sigma} f = I_{RS} f \) for \( f \in S_{\Sigma} \). In the next statement, which plays a principal role in what follows, we indicate some conditions on the measure \( \Sigma \) ensuring the extendibility of \( I_{\Sigma} \) by continuity to the domain \( D(Q_{\Sigma}) \) of the multiplication operator \( Q_{\Sigma} : f \to tf \) in \( S_{\Sigma} = L^2(\Sigma, H) \).

Proposition 7.5. Let \( \Sigma \) be an operator measure in \( H \) such that

\[
K_{\Sigma} := \int_{\mathbb{R}} (1 + t^2)^{-1} d\Sigma(t) \in [H].
\]

Then the operator \( I_{\Sigma} \) of the form (7.3) extends by continuity up to an operator \( I_{\Sigma} : D(Q_{\Sigma}) \to H \), and we have

\[
\|I_{\Sigma} f\|_H \leq \|K_{\Sigma}\|^{1/2} \cdot \|(1 + t^2)^{1/2} f\|_{L^2(\Sigma, H)}, \quad f \in D(Q_{\Sigma}).
\]

Proof. Along with \( \Sigma \), we consider the operator measure \( \Sigma_1 : \delta \mapsto \Sigma_1(\delta) = \int_{\delta} (1 + t^2) d\Sigma(t) \). Then the corresponding densities \( \Psi \) and \( \Psi_1 \) (see (2.14)) obey the formula \( \Psi(t) = (1 + t^2) \Psi(t) \). Therefore, Theorem 2.14 implies the identities

\[
\|f\|_{Q_{\Sigma}}^2 := \|(1 + t^2)^{1/2} f\|_{L^2(\Sigma, H)}^2 = \|f\|_{L^2(\Sigma_1, H)}^2, \quad f \in D(Q_{\Sigma}),
\]

i.e., the space \( D(Q_{\Sigma}) \) with the graph norm coincides isometrically with \( L^2(\Sigma_1, H) \). Let \( f = \sum_{k=1}^{n} \chi_{\Delta_k} f_k \in S_{\Sigma} \), where \( \Delta_k = [t_{k-1}, t_k] \) and \( f_k \in H \). For every \( h \in H \), the
Since (7.6) the weak estimate (7.7) coincides with (7.5) for \( f \in S_\Sigma \). Since \( S_{\Sigma_1} = S_\Sigma \) is dense in \( L^2(\Sigma_1, H) \) (see step iii) of the proof of Theorem 2.14), we see that for every \( g \in L^2(\Sigma_1, H) \) there exists an approximating sequence \( g_j \in S_\Sigma \) with \( \|g - g_j\|_{L^2(\Sigma_1, H)} \to 0 \) as \( j \to \infty \). Since \( S_\Sigma \) is a linear set, (7.7) yields

\[
\|I_{\Sigma_1}(g_i - g_j)\| \leq \|K_{\Sigma_1}\|^{1/2}\|1 + t^2\|^{1/2}\|(g_i - g_j)\|_{L^2(\Sigma_1, H)}, \quad i, j \in \mathbb{N}.
\]

Therefore, the sequence \( \{I_{\Sigma_1}g_j\}_j^\infty \) converges in \( H \). Putting \( I_{\Sigma_1}g := \lim_{j \to \infty} I_{\Sigma_1}g_j \), we obtain the required extension of \( I_{\Sigma_1}g \) to \( L^2(\Sigma_1, H) \).

By (7.8), the definition of \( I_{\Sigma_1}g \) does not depend on the choice of an approximating sequence \( g_j \in S_\Sigma \).

**Remark 7.1.** A natural name for the vector \( I_{\Sigma_1}f \) in (7.5) is the Lebesgue–Stieltjes integral of the function \( f \in D(Q_\Sigma) \) with respect to the operator measure \( \Sigma : I_{L^2(\Sigma_1, H)} := I_{\Sigma_1}f \). The relationship between \( I_{\Sigma_1}f \) and the Bochner integral will be treated in another paper.

### 7.2. Functional model of a symmetric operator.

Proposition 7.5 allows us to introduce a “model” symmetric operator \( A_\Sigma \) in \( L^2(\Sigma, H) \):

\[
A_\Sigma := Q_\Sigma[D(A_\Sigma), \quad D(A) = \{f \in D(Q_\Sigma) : I_{\Sigma_1}f = 0\}.
\]

Now we can give a consistent proof of Proposition 5.2 in [18].

For this, we recall the following definitions.

**Definition 7.6.** An operator-valued function \( F : \mathbb{C}_+ \cup \mathbb{C}_- \to [H] \) is called an \( R \)-function (\( F \in R_H \)) if: a) \( F \) is holomorphic in \( \mathbb{C}_+ \cup \mathbb{C}_- \); b) \( F(\lambda) = F(\overline{\lambda})^* \); and c) \( (F(\lambda) - F^*(\lambda))(\lambda - \overline{\lambda})^{-1} \geq 0 \) for \( \lambda \in \mathbb{C}_+ \cup \mathbb{C}_- \).

By the Nevanlinna theorem, an \( R \)-function admits the following integral representation:

\[
F(\lambda) = B\lambda + C + \int_\mathbb{R} \left( (t - \lambda)^{-1} - t(1 + t^2)^{-1} \right) d\Sigma(t),
\]

where \( B, C \in [H], B \geq 0, \) and the operator measure \( \Sigma \) satisfies (7.4).

**Definition 7.7** ([16]). Let \( A \) be a symmetric operator in \( H \) with deficiency indices \( n_+(A) = n_-(A) \). A triple \( \{\mathcal{H}, \Gamma_0, \Gamma_1\} \), where \( \mathcal{H} \) is a separable Hilbert space and \( \Gamma_i \in [\mathcal{D}(A^*), \mathcal{H}], \) is called a boundary triple for \( A^* \) if:

\[
(A^* f, g) - (f, A^* g) = (\Gamma_1 f, \Gamma_0 g)_{\mathcal{H}} - (\Gamma_0 f, \Gamma_1 g)_{\mathcal{H}}, \quad f, g \in \mathcal{D}(A^*);
\]
b) the mapping $\Gamma : f \mapsto \{ \Gamma_0 f, \Gamma_1 f \}$ from $\mathcal{D}(A^*)$ to $\mathcal{H} \oplus \mathcal{H}$ is surjective.

In a natural way, every triple $\Pi = \{ \mathcal{H}, \Gamma_0, \Gamma_1 \}$ generates two selfadjoint extensions $A_i = A_i^*$ for which $\mathcal{D}(A_i) = \ker \Gamma_i$ ($i = 1, 2$).

**Definition 7.8 (18).** The Weyl function of the operator $A$ corresponding to the triple $\Pi = \{ \mathcal{H}, \Gamma_0, \Gamma_1 \}$ is defined to be the operator-valued function $M(\lambda)$ that acts in accordance with the formula

$$
M(\lambda)\Gamma_0 f_\lambda = \Gamma_1 f_\lambda, \quad f_\lambda \in \mathfrak{M}_\lambda := \ker (A^* - \lambda).
$$

It is known (see [18]) that $M(\lambda)$ is an $R_\mathcal{H}$-function, and it determines the pair $\{ A, A_0 \}$ uniquely up to unitary equivalence.

**Proposition 7.9 (18).** Let $F$ be an operator-valued $R_\mathcal{H}$-function of the form (7.10) that satisfies the conditions

$$
B = 0, \quad 0 \in \rho(\text{Im} F(i)), \quad \text{and } \lim_{y \to \infty} y(F(iy)h, h) = \infty \text{ for } h \in \mathcal{H} \setminus \{0\}.
$$

Then:

i) the operator $A_\Sigma$ of the form (7.9) is a simple symmetric operator in $\mathcal{H} = L^2(\Sigma, \mathcal{H})$, and its domain $\mathcal{D}(A_\Sigma)$ is dense in $\mathcal{H}$;

ii) the deficiency indices $n_\pm(A_\Sigma)$ are equal to $\dim H$, and the defect subspace $\mathfrak{M}_\lambda(A_\Sigma)$ has the form

$$
\mathfrak{M}_\lambda(A_\Sigma) = \{(t - \lambda)^{-1}h : h \in H\};
$$

iii) the adjoint operator $A_\Sigma^*$ has the form

$$
\mathcal{D}(A_\Sigma^*) = \{ f = f_Q + t(t^2 + 1)^{-1}h : f_Q \in \mathcal{D}(Q_\Sigma), h \in H \}, \quad A_\Sigma^* f = tf_Q - (t^2 + 1)^{-1}h;
$$

iv) the collection $\Pi = \{ H, \Gamma_0, \Gamma_1 \}$ in which $\Gamma_0$ and $\Gamma_1$ are defined by the formulas

$$
\Gamma_0 f = h, \quad \Gamma_1 f = Ch + I_2 f_Q, \quad f = f_Q + t(t^2 + 1)^{-1}h \in \mathcal{D}(A^*),
$$

is a boundary triple for $A_\Sigma^*$;

v) for the $\gamma$-field $\gamma(\lambda) := (\Gamma_0|\mathfrak{M}_\lambda(A_\Sigma))^{-1} : H \to \mathfrak{M}_\lambda(A_\Sigma)$ we have the formulas

$$
\gamma(\lambda)h = (t - \lambda)^{-1}h, \quad \gamma'(\lambda)f = I_2(f(t)(t - \lambda)^{-1}), \quad f \in \mathcal{H};
$$

vi) the Weyl function $M(\lambda)$ corresponding to $\Pi$ coincides with $F(\lambda)$.

**Proof.** i) The condition $\overline{\mathcal{D}(A)} = \mathcal{H}$ is a consequence of the last condition in (7.13).

Since $\mathfrak{M}'(A) := \{(t - \lambda)^{-1}h : h \in H\} \subset \mathfrak{M}_\lambda(A)$, to prove that $A$ is simple it suffices to show that $\mathfrak{H}' := \text{span}\{\mathfrak{M}'(A_\Sigma) : \lambda \in \mathbb{C}_+ \cup \mathbb{C}_-\}$ coincides with $\mathfrak{H}$. Suppose a vector $f \in L^2(\Sigma, \mathcal{H})$ is orthogonal to $\mathfrak{H}'$. Since $\mathcal{H}_t \supset H$ for $\rho$-a.e. $t \in \mathbb{R}$, Theorem 2.14 shows that

$$
0 = (f, (t - \lambda)^{-1}h)_{L^2(\Sigma, h)} = \int_{\mathbb{R}} (t - \lambda)^{-1}(f(t), h)_{\mathcal{H}_t}, d\rho(t), \quad \lambda \in \mathbb{C}_+ \cup \mathbb{C}_-, \quad h \in H.
$$

Applying the uniqueness theorem for the Cauchy transforms of measures, we obtain $(f(t), h)_{\mathcal{H}_t} = 0$ (mod $\rho$), $h \in H$. But $H$ is dense in $\mathcal{H}_t$ for $t \in \mathbb{R}$ (see (2.16)), whence $f(t) = 0$ (mod $\rho$).

ii) We show that $\mathfrak{M}'(A_\Sigma)$ is dense in $\mathfrak{M}_\lambda(A_\Sigma)$. Indeed, suppose a vector $g \in \mathfrak{H}$ is orthogonal to $\mathfrak{M}'(A_\Sigma)$. Then for every $h \in H$ we have

$$
0 = (g, (t - \lambda)^{-1}h)_{L^2(\Sigma, h)} = \int_{\mathbb{R}} (d\Sigma(t)g(t)(t - \lambda)^{-1}, h)_H = (I_2(g(t)(t - \lambda)^{-1}, h)_H.
$$

Therefore, $I_2 f = 0$ for $f(t) := g(t)(t - \lambda)^{-1}$, and consequently, $\mathfrak{M}'(A_\Sigma)$ is dense in $\mathfrak{M}_\lambda(A_\Sigma)$. 


Next, we have $K_\Sigma = \text{Im}(F(i))$, and $0 \in \rho(K_\Sigma)$ by assumption. Thus, the following formula (which is a consequence of (2.22)) proves (7.14):

$$
\| (t - i)^{-1}h \|^2_{L^2(\Sigma; H)} = \int_\mathbb{R} \frac{d\Sigma(t)(t - i)^{-1}h, (t - i)^{-1}h}{t^2 + 1} = \| K_\Sigma^{1/2}h \|^2_H.
$$

iii) Identities (7.15) follow from (7.14) and the von Neumann formula.

iv) Suppose $f = f_Q + t(t^2 + 1)^{-1}h_1$, $g = g_Q + t(t^2 + 1)^{-1}h \in \mathcal{D}(A_\Sigma)$. By (7.15) and (7.16), the Green formula (7.11) to be verified reshapes as follows:

$$
\begin{align*}
(tf_Q, t(t^2 + 1)^{-1}h_2)_{L^2(\Sigma; H)} + (f_Q, (t^2 + 1)^{-1}h_2)_{L^2(\Sigma; H)} \\
- ((t^2 + 1)^{-1}h_1, g_Q)_{L^2(\Sigma; H)} - (t(t^2 + 1)^{-1}h_1, tg_Q)_{L^2(\Sigma; H)} = (I_\Sigma f_Q, h_2)_H - (h_1, I_\Sigma g_Q)_H.
\end{align*}
$$

But, clearly, (7.19) is equivalent to

$$
(t^2 + 1)^{1/2}f_Q, (1 + t^2)^{-1/2}h_2)_{L^2(\Sigma; H)} - ((1 + t^2)^{-1/2}h_1, (1 + t^2)^{1/2}g_Q)_{L^2(\Sigma; H)} = (I_\Sigma f_Q, h_2)_H - (h_1, I_\Sigma g_Q)_H.
$$

For the step functions $f_Q \in S_\Sigma$, identity (7.20) is obvious. Since $S_\Sigma$ is dense in $\mathcal{D}(Q_\Sigma)$ in the graph norm (see (7.6)), identity (7.20) extends to the entire space $\mathcal{D}(Q_\Sigma) = L^2(\Sigma; H)$ by continuity (see Proposition 7.5).

We prove that the mapping $\Gamma = \{ \Gamma_0, \Gamma_1 \}$ is onto. For every pair $\{h_0, h_1\} \in H \oplus H$, we put $f(t) = (1 + t^2)^{-1}K_\Sigma^{-1}h_1 + t(1 + t^2)^{-1}h_0$. Since $I_\Sigma((1 + t^2)^{-1}h) = K_\Sigma h$, the definition (7.16) shows that $\Gamma f = \{ \Gamma_0 f, \Gamma_1 f \} = \{h_0, h_1\}$.

v) The obvious identity

$$
f_\lambda := \frac{1}{t - \lambda}h = \frac{t}{1 + t^2}h + f_Q, \quad f_Q = \frac{1 + \lambda t}{(t - \lambda)(1 + t^2)}h \in \mathcal{D}(Q_\Sigma),
$$

yields $\Gamma_\lambda(t - \lambda)^{-1}h = h$, and thus, $\gamma(\lambda)h = (t - \lambda)^{-1}h$. Now, the formula for $\gamma'(\lambda)$ follows from Proposition 7.5.

vi) Applying (7.21) to both sides of (7.21), we see that

$$
\Gamma_1 f_\lambda = Ch + I_\Sigma f_Q = Ch + \int_\mathbb{R} d\Sigma(t) \frac{1 + \lambda t}{(t - \lambda)(1 + t^2)}h = F(\lambda)h.
$$

Now, (7.12), (7.22), and the relation $\Gamma_0 f_\lambda = h$ yield $M(\lambda) = F(\lambda)$. \hfill \square

**Corollary 7.10.** Let $A$ be a simple symmetric operator in $\mathcal{S}'$ with dense domain $\mathcal{D}(A)$, let $n_+(A) = n_-(A)$, and let $\tilde{A} = A^* \supset A$. Then there is a measure $\Sigma$ in $H$ ($\dim H = n_+(A)$) satisfying (7.4) and such that the pair $(A, \tilde{A})$ is unitarily equivalent to the pair $(A_\Sigma, Q_\Sigma)$ in $L^2(\Sigma; H)$, i.e., there exists a unitary mapping $U : \mathcal{S} = L^2(\Sigma; H) \rightarrow \mathcal{S}'$ such that $U^{-1}AU = A_\Sigma$ and $U^{-1}A^*U = Q_\Sigma$.

**Proof.** The operator $A^*$ possesses a boundary triple $\tilde{\Pi} = \{ H, \tilde{H}_0, \tilde{H}_1 \}$ with $\mathcal{D}(\tilde{A}) = \ker \tilde{\Gamma}_0$; see [18]. The Weyl function $M(\lambda)$ corresponding to $\tilde{\Pi}$ admits a representation (7.10) with an operator measure $\Sigma$ satisfying (7.4). Starting with $\Sigma$, we introduce the operators $A_\Sigma$ and $Q_\Sigma = Q_\Sigma$ of the form (7.9) in $L^2(\Sigma; H)$ and consider the triple of the form (7.16) for $A_\Sigma$. Since $\mathcal{D}(\tilde{A}) = \mathcal{S}$, we see that $M(\lambda)$ satisfies (7.13). Proposition 7.9 shows that the Weyl function $M(\lambda)$ corresponding to $\Pi$ coincides with $\tilde{M}(\lambda) : M(\lambda) = \tilde{M}(\lambda)$. Since the operator $A_\Sigma$ is simple, the pairs $(A, \tilde{A})$ and $(A_\Sigma, Q_\Sigma)$ are unitarily equivalent. \hfill \square
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