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Abstract. The nonexistence of isometric embeddings $\ell^m_q \rightarrow \ell^n_p$ with $p \neq q$ is proved. The only exception is $q = 2$, $p \in 2\mathbb{N}$, in which case an isometric embedding exists if $n$ is sufficiently large, $n \geq N(m, p)$. Some lower bounds for $N(m, p)$ are obtained by using the equivalence between the isometric embeddings in question and the cubature formulas for polynomial functions on projective spaces. Even though only the quaternion case is new, the exposition treats the real, complex, and quaternion cases simultaneously.
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§1. Introduction

The quaternions $\xi = a + bi + cj + dk$ with real coefficients $a, b, c, d$ form a field $\mathbb{H}$, the third of the classical triad $\mathbb{R}, \mathbb{C},$ and $\mathbb{H}$, where the first two are commutative, in contrast to $\mathbb{H}$. This difference does not obstruct using $\mathbb{H}$ as a ground field in linear algebra and the theory of normed spaces, though, of course, we must distinguish between right and left linear spaces in the noncommutative setting. However, the quaternion situation becomes much more complicated as soon as some nonlinear objects (say, polynomials) become involved. In particular, this is true for the subject of this paper, but, fortunately, the difficulties can be overcome in our case. Since, actually, our approach is independent of the choice of the ground field, it is expedient to present a unified theory, where the ground field is denoted by an indifferent letter, say $K$.

Regardless of $K$, we denote by $\ell^n_K$ the (right, for definiteness) $K$-linear space $K^n$ equipped with the $\ell_p$-norm

$$
\|x\|_p = \left( \sum_{k=1}^{n} |\xi_k|^p \right)^{\frac{1}{p}},
$$
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where \( x = (\xi_k)_1^n, \xi_k \in \mathbb{K} \) (1 \( \leq k \leq n \)), and 1 \( \leq p \leq \infty \). (In fact, \( \| x \|_\infty = \max |\xi_k| \), as usual.)

The space \( \ell_2^p \) is a Euclidean space provided with the inner product

\[
(x, y) = \sum_{k=1}^n \xi_k \eta_k, \quad x = (\xi_k)_1^n, \quad y = (\eta_k)_1^n,
\]

where in the quaternion case the conjugate to \( \xi \) is \( \bar{\xi} = \xi^* = a - bi - cj - dk \). (Note that \( \bar{\xi} = \bar{\bar{\xi}} \) and \( \bar{\bar{\xi}} = \xi \).) This inner product has usual properties; in particular, \( (x \alpha, y) = \bar{\alpha} (x, y) \) while \( (x, y \alpha) = (x, y) \alpha \). Of course, these properties determine an abstract Euclidean structure, but all Euclidean spaces of the same dimension are isometric, so \( \ell_2 \) is a universal model for all of them. Basically, the quaternion Euclidean geometry is the same as the real or complex one. For instance, the general form of linear functionals is \( x \mapsto (\cdot, x) \).

We consider the isometric embeddings \( \ell_q^m \to \ell_p^n, 1 \leq p, q \leq \infty \), assuming \( p \neq q \) and \( 2 \leq m \leq n \) to avoid some trivial situations. It turns out that the existence of such embeddings is a special phenomenon.

**Theorem 1.** If there exists an isometric embedding \( \ell_q^m \to \ell_p^n \), then either \( q = 2 \) and \( p \in 2\mathbb{N} \), or \( \mathbb{K} = \mathbb{R} \) and \( \{p, q\} = \{1, \infty\} \).

In the real case the theorem was proved in \[22\] under the assumption \( q = 2 \) and later in \[26\] without this assumption. In \[23\] we present a proof over any \( \mathbb{K} \).

After this result, only the isometric embeddings \( \ell_q^m \to \ell_p^n \) with \( 2 \leq m < n, p \in 2\mathbb{N}, \ p \geq 4 \) remain in question. The simplest situation is \( \mathbb{K} = \mathbb{R} \), \( m = 2, p = 4 \). It turns out that there exists an isometric embedding \( f : \ell_2^2 \to \ell_4^4 \) \[22\]. Indeed, if \( x = (\xi_1, \xi_2) \in \ell_2^2 \) and

\[
f x = \frac{1}{\sqrt{2}} \left( \xi_1 + \frac{1}{\sqrt{3}} \xi_2, \xi_1 - \frac{1}{\sqrt{3}} \xi_2, \sqrt{\frac{4}{3}} \xi_2 \right) \in \ell_4^4,
\]

then \( \| fx \| = \| x \| \) by the elementary identity

\[
\left( \xi_1 + \frac{1}{\sqrt{3}} \xi_2 \right)^4 + \left( \xi_1 - \frac{1}{\sqrt{3}} \xi_2 \right)^4 + \left( \sqrt{\frac{4}{3}} \xi_2 \right)^4 = 2 \left( \xi_1^2 + \xi_2^2 \right)^2.
\]

Another identity (due to Lucas, 1876) yields an isometric embedding \( \ell_2^4 \to \ell_4^4 \) over \( \mathbb{R} \) \[26\]. Many identities of similar kind were mentioned in \[8\] in their relation to Waring’s problem in number theory. Each of them yields an isometric embedding \( \ell_2^n \to \ell_p^n \).

Let \( \{e_k\}_1^n \) be the canonical basis of \( \ell_p^n \), and let \( f : \ell_2^n \to \ell_p^n \) be a linear mapping. Then

\[
f x = \sum_{k=1}^n e_k \xi_k(x), \quad x \in \ell_2^n,
\]

where the \( \xi_k(x) \) are the coordinates of \( x \). Since they are linear functionals of \( x \), we have a uniquely determined system \( \{u_k\}_1^n \) of vectors in \( \ell_2^n \) such that \( \xi_k(x) = (u_k, x), 1 \leq k \leq n \). Thus,

\[
f x = \sum_{k=1}^n e_k (u_k, x).
\]

The system \( \{u_k\}_1^n \) is called the frame of \( f \) \[23\]. Obviously, any system \( \{u_k\}_1^n \) in \( \ell_2^n \) is the frame of a linear mapping \( f : \ell_2^n \to \ell_p^n \). The latter is an embedding (not isometric, in general) if and only if its frame is complete in the space \( \ell_p^n \).
Lemma 1. A linear mapping \( f : \ell_2^n \to \ell_p^n \) is isometric if and only if its frame satisfies the basic identity

\[
(1.6) \quad \sum_{k=1}^{n} |(u_k, x)|^p = (x, x)^{p/2}, \quad x \in \ell_2^n.
\]

Proof. The identity (1.6) means precisely that \( \|fx\|_p = \|x\|_2 \), in view of (1.1) and (1.5). □

An important equivalent version of the basic identity follows from the formula

\[
(1.7) \quad (x, x)^{p/2} = \frac{1}{\gamma_{m,p}} \int_S |(y, x)|^p \, d\sigma(y), \quad x \in \ell_2^n,
\]

where \( S = S(m, K) \) is the unit sphere of \( \ell_m^n \), \( \sigma \) is the unitarily invariant normed measure on \( S \), and \( \gamma_{m,p} \) is a positive constant (depending on the ground field). In the real case, identity (1.7) goes back to Hilbert [14], who used it to solve Waring’s problem. We shall call (1.7) the Hilbert identity regardless of the ground field. The constant \( \gamma_{m,p} \) can be calculated explicitly but we do not need it in this paper. Modulo this detail, (1.7) can be proved easily. The point is that the right-hand side of (1.7) is a unitarily invariant homogeneous polynomial of \( x \) on the real \( \ell_m^n \)-space with

\[
(1.8) \quad \delta = \delta(K) = 1, 2, 4
\]

for \( K = \mathbb{R}, \mathbb{C}, \mathbb{H} \), respectively. The degree of this polynomial is \( p \). Since the group of isometries of \( \ell_2^n \) acts on \( S \) transitively, the only such polynomial is \( (x, x)^{p/2} \) up to a constant factor.

Corollary. An isometric embedding \( \ell_2^n \to \ell_p^n \) exists if and only if the identity

\[
(1.9) \quad \sum_{k=1}^{n} |(v_k, x)|^p \lambda_k = \int_S |(y, x)|^p \, d\sigma(y), \quad x \in \ell_2^n,
\]

is fulfilled for a system \( \{v_k\}^n_1 \) in \( \ell_2^n \) and some positive coefficients \( \lambda_k, 1 \leq k \leq n \).

Proof. The substitution

\[
v_k = u_k \left( \frac{\gamma_{m,p}}{\lambda_k} \right)^{1/p}, \quad 1 \leq k \leq n,
\]

turns (1.9) into (1.6), and vice versa. □

In [29] and [25] (two independent works, both related to \( K = \mathbb{R} \)) the following important interpretation of (1.9) was observed: this is a cubature formula

\[
(1.10) \quad \int_S \phi(y) \, d\sigma(y) = \sum_{k=1}^{n} \phi(w_k) \rho_k
\]

with nodes \( w_k = v_k/\|v_k\| \) on \( S \) and weights \( \rho_k = \lambda_k \|v_k\|^p \) such that the formula is valid for all functions

\[
(1.11) \quad \phi_x(y) = |(y, x)|^p, \quad x \in \ell_m^n.
\]

In what follows, these functions will be called the elementary polynomials.

A fortiori, if a cubature formula (1.10) with \( n \) nodes is valid for all homogeneous polynomials of degree \( p \) on \( \mathbb{R}^{2m} \), then an isometric embedding \( \ell_2^n \to \ell_p^n \) over \( K \) exists. In such a way a rich collection of isometric embeddings over \( \mathbb{R} \) was produced in [25, 29].

The simplest example is the Gauss–Chebyshev formula on the unit circle in the real Euclidean plane \( \ell_2^2 \). With \( p + 2 \) nodes placed at the vertices of a regular \( (p + 2) \)-gon, this formula yields an isometric embedding \( \ell_2^2 \to \ell_p^{2+1} \) (for \( p = 4 \) we return to (1.3)). Here
\[ n = p/2 + 1 \] because the centrally symmetric nodes can be joined. Moreover, this value of \( n \) turns out to be minimal \([25, 29]\).

Another minimal real isometric embedding is \( \ell_2^3 \to \ell_6^4 \) comes from the cubature formula constructed in \([9]\) by taking the vertices of the regular icosahedron as nodes. This example was generalized by Sobolev \([31]\) who suggested to place the nodes on an orbit of a finite subgroup of the group \( O(2) \). Then the degree of polynomial exactness of the formula can be found as the maximal degree of the nonvanishing invariant harmonic polynomials. For a further development of Sobolev’s method see, e.g., \([1, 12, 32]\).

In all cubature formulas based on group orbits, the weights are equal, \( \lambda_k = 1/n \), \( 1 \leq k \leq n \). In general, the set of nodes \( \{w_k\}_1^n \) in (1.10) with equal weights is called a spherical design. This concept (over \( \mathbb{R} \)) was introduced by Delsart, Goethals, and Seidel in their seminal paper \([7]\), and since then a large number of papers on this subject have been written. Note that the quadrature formulas with equal weights on the segment are classical, due to Chebyshev. Their multidimensional analogs (in general, not spherical) were studied recently in \([21]\). However, the spherical designs are especially important from the geometric point of view. On the other hand, they are continual counterparts of some purely combinatorial objects such as association schemes, etc. (see, e.g., \([4, 11]\)).

The information contained in these papers can be partially incorporated into the context of isometric embeddings. For instance, a minimal isometric embedding \( \ell_2^2 \to \ell_4^4 \) over \( \mathbb{H} \) corresponds to a design described in \([17]\) (see Example 3 on p. 243 therein).

The existence of spherical designs with given \( m, p \) and large \( n \) follows from the general Seymour–Zaslavski theorem \([30]\). The proof of this theorem in \([30]\) is rather complicated. However, in our setting the weights may fail to be equal. This allows for a simpler proof and (more importantly) leads to a reasonable upper bound for \( n \). Namely, in \([4]\) we prove the following statement.

**Theorem 2.** For given \( m, p \), there exists an isometric embedding \( \ell_2^m \to \ell_p^n \) with \( n \leq \Lambda(m, p) \), where

\[
\Lambda(m, p) = \begin{cases} 
\binom{m+p-1}{m-1} & \text{over } \mathbb{R}, \\
\left( \frac{m+p/2-1}{m-1} \right)^2 & \text{over } \mathbb{C}, \\
\frac{1}{2m-1} \left( \frac{2m+p/2-2}{2m-2} \right) \left( \frac{2m+p/2-1}{2m-2} \right) & \text{over } \mathbb{H}.
\end{cases}
\]

In the context of identities of the form (1.9), the bound

\[
n \leq \left( \frac{m+p-1}{m-1} \right) + 1
\]

over \( \mathbb{R} \) (and, formally, for \( m = 5 \)) is a byproduct of Hilbert’s key lemma from \([14]\). Hilbert’s original proof was simplified by many authors. In particular, a geometric proof based on Carathéodory’s theorem on convex combinations was given in \([10]\). Later this way was rediscovered in \([20]\), and \([1.10]\) for the isometric embeddings was obtained. The
needs a small modification of that argument; see [25, 29]. (Note that (1.12) for \( K = \mathbb{R} \) and \( \mathbb{C} \) can be improved by 1; see [5].) Actually, the binomial coefficient in (1.13) comes from Carathéodory’s theorem as the dimension of the linear space of all homogeneous polynomials of degree \( p \) on \( \mathbb{R}^m \).

The Carathéodory’s theorem based approach to the complex and quaternion cases in Theorem B also requires to treat \( \Lambda(m,p) \) as the dimension of a relevant polynomial space. In the complex case such a space was specified in [19] to get (1.12) over \( \mathbb{C}^m \). The following definition (cf. [13]) describes the same spaces over \( \mathbb{R} \) and \( \mathbb{C} \) in equivalent terms, and yields what we need over \( \mathbb{H} \).

**Definition.** A function \( \phi : \mathbb{K}^m \rightarrow \mathbb{C} \) belongs to the class \( \Phi_{\mathbb{K}}(m,p) \) if

- a) \( \phi \) is a polynomial on the real space \( \mathbb{R}^m \);
- b) \( \phi \) is **absolutely homogeneous** of degree \( p \) in the sense that

\[
\phi(x\alpha) = \phi(x)|\alpha|^p \quad (x \in \mathbb{K}^m, \alpha \in \mathbb{K}).
\]

In particular, \( \phi(x\alpha) = \phi(x) \) for \( |\alpha| = 1 \), i.e., \( \phi \) is invariant under the natural action of the multiplicative group

\[
U(\mathbb{K}) = \{ \alpha \in \mathbb{K} : |\alpha| = 1 \}.
\]

For this reason, the restrictions \( \phi|S, \phi \in \Phi_{\mathbb{K}}(m,p) \), are well defined on the projective space \( \mathbb{K}P^{m-1} \), which can be identified with \( S/U(\mathbb{K}) \) in a natural way.

Obviously, \( \Phi_{\mathbb{K}}(m,p) \) is a finite-dimensional complex linear space. In particular, the space \( \Phi_{\mathbb{R}}(m,p) \) consists of all (complex-valued) homogeneous polynomials of degree \( p \) on \( \mathbb{R}^m \). The monomials

\[
\xi_1^{i_1} \cdots \xi_m^{i_m}, \quad (\xi_k)^{i_k} \subset \mathbb{R}^m,
\]

with \( i_1 + \cdots + i_m = p \) constitute a basis of \( \Phi_{\mathbb{R}}(m,p) \).

In the space \( \Phi_{\mathbb{C}}(m,p) \), a natural basis consists of all “monomials”

\[
\xi_1^{i_1} \cdots \xi_m^{i_m} \bar{\xi}_1^{j_1} \cdots \bar{\xi}_m^{j_m}, \quad (\xi_k)^{i_k} \subset \mathbb{C}^m,
\]

where \( (i_1, \ldots, i_m) \) and \( (j_1, \ldots, j_m) \) run independently over all nonnegative \( m \)-tuples such that \( i_1 + \cdots + i_m = j_1 + \cdots + j_m = p/2 \). Thus, the space \( \Phi_{\mathbb{C}}(m,p) \) coincides with that of [13].

The structure of \( \Phi_{\mathbb{H}}(m,p) \) is much more complicated, since the quaternion analogs of (1.16) are not absolutely homogeneous because of the noncommutativity of \( \mathbb{H} \). However, all elementary polynomials are absolutely homogeneous.

**Fact.** The set of elementary polynomials is complete in \( \Phi_{\mathbb{K}}(m,p) \).

In other words, any function \( \phi \in \Phi_{\mathbb{K}}(m,p) \) is a linear combination of elementary polynomials.

In the real case this fact is well known (see [29] for a proof and references). Another proof given in [25] can be extended to the complex case; see [23]. This is impossible to do in the quaternion case for the reason mentioned above. Nevertheless, there is a general proof based on the addition theorem for the harmonic functions in \( \Phi_{\mathbb{K}}(m,p) \). The latter is formulated in §4.

The addition theorem for \( \Phi_{\mathbb{R}}(m,p) \) is classical (see, e.g., [27]), but its generalization to \( \Phi_{\mathbb{C}}(m,p) \) is rather recent [29]. In [13], an \( \mathbb{H} \)-version of the addition theorem was established for the symplectically (i.e., \( l_2 \)-isometrically over \( \mathbb{H} \)) invariant irreducible subspaces in \( L_2(\mathbb{K}P^{m-1}) \). The equivalence of this result to our version is not obvious; see [13].
In §4 we formulate our addition theorem and use it to prove the dimension formula (1.18) \( \dim \Phi_K(m, p) = \Lambda(m, p) \).

Over the fields \( \mathbb{R} \) and \( \mathbb{C} \) this formula is elementary in view of the existence of the monomial bases (1.16) and (1.17). Note that the real-valued functions in \( \Phi_K(m, p) \) constitute a real subspace of the same dimension.

So far we have focused on how the cubature formulas lead to isometric embeddings. Remarkably, this way is invertible; see [25, 29] for \( K = \mathbb{R} \) and [19] for \( K = \mathbb{C} \).

We shall say that a cubature formula (1.10) is of index \( p \) over \( K \) if it is valid for all functions \( \phi \in \Phi_K(m, p) \). In this case an isometric embedding \( \ell^m_2 \rightarrow \ell^n_p \) over \( K \) does exist because all \( \phi_x \) belong to \( \Phi_K(m, p) \). Conversely, the Fact formulated above implies the following statement.

**Lemma 2.** Any isometric embedding \( \ell^m_2 \rightarrow \ell^n_p \) is generated by a cubature formula (1.10) of index \( p \).

In its turn, Lemma 2 leads to the following result (again, see [25, 29] for \( K = \mathbb{R} \) and [19] for \( K = \mathbb{C} \)).

**Theorem 3.** For any isometric embedding \( \ell^m_2 \rightarrow \ell^n_p \), we have the inequality (1.19) \( n \geq \Lambda(m, p/2) \).

Over \( \mathbb{C} \) and \( \mathbb{H} \) the quantity \( \Lambda(m, p/2) \) is defined by (1.12) only if \( p \equiv 0 \pmod{4} \). In the case where \( p \equiv 2 \pmod{4} \), we must replace \( p/2 \) by the integral part \( \lfloor p/4 \rfloor \) in the corresponding expressions.

In terms of the minimal \( n = N(m, p) \) such that an isometric embedding \( \ell^m_2 \rightarrow \ell^n_p \) exists, Theorems 2 and 3 can be joined in the inequality (1.20) \( \Lambda(m, p/2) \leq N(m, p) \leq \Lambda(m, p) \).

Obviously, for any \( n \geq N(m, p) \) an isometric embedding \( \ell^m_2 \rightarrow \ell^n_p \) exists.

The proof of Theorem 3 is presented in §5. The method we use goes back to [7] but with a reference to our version of the addition theorem. Furthermore, we must allow for cubature formulas with nonequal weights (i.e., not only designs) when dealing with an arbitrary isometric embedding. In this context, we prove that the weights must be equal for tight embeddings, i.e., in the case where the lower bound (1.19) is attained. Thus, we see that, actually, the frames of tight embeddings are designs, so the design theory is applicable automatically to this case.

Note that, formally, the same lower bound for designs exists over any \( K \) (see [3]), but with a different construction of the function spaces involved, as has already been said. Therefore, that bound is not applicable immediately to the isometric embeddings.

In conclusion, we emphasize that the image of any isometric embedding of a Euclidean space in a normed space \( X \) is a Euclidean subspace of \( X \). Thus, all results mentioned above admit an immediate reformulation in terms of Euclidean subspaces of \( \ell^n_p \).

**§2. Proof of Theorem 1**

We assume that an isometric embedding \( \ell^m_q \rightarrow \ell^n_p \) with \( 1 \leq p, q \leq \infty, p \neq q, 2 \leq m \leq n \) exists. In view of the canonical isometric embedding \( \ell^2_2 \rightarrow \ell^n_p \), we have an isometric embedding \( f : \ell^m_q \rightarrow \ell^n_p \). Let

\[
\begin{bmatrix}
\xi_1 \\
\vdots \\
\xi_m
\end{bmatrix},
\begin{bmatrix}
\eta_1 \\
\vdots \\
\eta_n
\end{bmatrix}
\]

\[
f \begin{bmatrix} 1 \\ 0 \end{bmatrix} = \begin{bmatrix} \xi_1 \\
\vdots \\
\xi_m \end{bmatrix},
f \begin{bmatrix} 0 \\ 1 \end{bmatrix} = \begin{bmatrix} \eta_1 \\
\vdots \\
\eta_n \end{bmatrix}.
\]
Then
\[
f \left[ \frac{1}{\zeta} \right] = \begin{bmatrix} \xi_1 + \eta_1 \zeta \\ \vdots \\ \xi_n + \eta_n \zeta \end{bmatrix}, \quad \zeta \in \mathbb{K}.
\]

Since \( f \) is isometric, we have the identity

\[\sum_{k=1}^{n} |\xi_k + \eta_k \zeta|^p = (1 + |\zeta|^q)^\frac{p}{q}, \quad \zeta \in \mathbb{K},\]

in the case where \( p, q < \infty \).

Let \( \nu \) denote the number of \( \xi_k \neq 0 \); we assume that \( \xi_{\nu+1} = \cdots = \xi_n = 0 \) for definiteness. Then (2.1) can be rewritten as

\[\sum_{k=1}^{\nu} \alpha_k |1 + \gamma_k \zeta|^p + \alpha_0 |\zeta|^p = (1 + |\zeta|^q)^\frac{p}{q}, \quad \zeta \in \mathbb{K},\]

with

\[\alpha_0 = \sum_{k=\nu+1}^{n} |\eta_k|^p, \quad \alpha_k = |\xi_k|^p, \quad \gamma_k = \xi_k^{-1} \eta_k \quad (1 \leq k \leq \nu).\]

For a while we restrict (2.2) to \( \zeta \in \mathbb{R} \). Passing to the limit as \( \zeta \to \infty \), we get

\[\alpha_0 + \sum_{k=1}^{\nu} \alpha_k |\gamma_k|^p = 1.\]

Since all quantities in (2.4) are nonnegative, we have \( 0 \leq \alpha_0 \leq 1 \), and \( \alpha_0 = 1 \) if and only if all \( \gamma_k \) are equal to 0.

Yet another relation, namely,

\[\sum_{k=1}^{\nu} \alpha_k = 1,\]

follows at \( \zeta = 0 \).

Since

\[|1 + \gamma_k \zeta|^p = (1 + 2\lambda_k \zeta + \mu_k \zeta^2)^\frac{p}{q},\]

where

\[\lambda_k = \Re(\gamma_k), \quad \mu_k = |\gamma_k|^2, \quad 1 \leq k \leq \nu,\]

we obtain

\[\sum_{k=1}^{\nu} \alpha_k |1 + \gamma_k \zeta|^p\]

\[= \sum_{k=1}^{\nu} \alpha_k + p \left( \sum_{k=1}^{\nu} \alpha_k \lambda_k \right) \zeta + \frac{p}{2} \left( \sum_{k=1}^{\nu} \alpha_k (\mu_k + (p-2)\lambda_k^2) \right) \zeta^2 + O(|\zeta|^3)\]

by Taylor’s expansion at \( \zeta = 0 \).

On the other hand,

\[\alpha_0 |\zeta|^p = 1 - \alpha_0 |\zeta|^p + \frac{p}{q} |\zeta|^q + O(|\zeta|^{2q}).\]

By (2.2), the expansions (2.8) and (2.9) coincide in a real neighborhood of the origin.
Now we observe that $\gamma_k \neq 0$ for some $k$. Indeed, if all $\gamma_k$ are equal to zero, then $\alpha_0 = 1$ and (2.24) takes the form

$$1 = (1 + |\zeta|^q)^{\frac{p}{q}} - |\zeta|^p,$$

which is obviously incorrect.

As a result, the coefficient of $\zeta^2$ in (2.8) is not zero.

Let $p > q$ and $\alpha_0 \neq 0$. Since the left-hand sides of (2.8) and (2.9) coincide locally, we conclude that $q = 2$. Moreover, $p$ is an even integer since the function (2.8) is real analytic near $\zeta = 0$.

Now, let $p < q$ and $\alpha_0 \neq 0$. Then comparing (2.9) and (2.8) shows that $p = 2$ and $q$ is an even integer. Our identity turns into

$$(2.10) \quad (1 + \zeta^q)^2 = [\omega(\zeta)]^q,$$

where $\omega(\zeta)$ is a quadratic polynomial. The left-hand side of (2.10) has $q$ distinct complex roots against at most 2 distinct roots on the right. Therefore, $q = 2$, whence $q = p$, the case excluded from the very beginning.

Finally, let $\alpha_0 = 0$. Then $q = 2$ again, and

$$(2.11) \quad \sum_{k=1}^{\nu} \alpha_k \left(1 + 2\lambda_k \zeta + \mu_k \zeta^2\right)^{\frac{p}{q}} = \left(1 + \zeta^2\right)^{\frac{p}{q}}.
$$

Since the local analyticity argument fails, we resort to analytic continuation.

Suppose, to the contrary, that $p$ is not an even integer. Then the singularities in (2.11) are $\zeta = \pm i$ and the roots of the polynomials $1 + 2\lambda_k \zeta + \mu_k \zeta^2$ (except for the double roots in the case of an odd integer $p$). Hence, at least one of the latter polynomials must be $1 + \zeta^2$. In fact, all of them are $1 + \zeta^2$. Indeed, let $1 + 2\lambda_k \zeta + \mu_k \zeta^2 \neq 1 + \zeta^2$ for some $k$, and let $Q$ be the set of all such $k$, $1 \leq k \leq \nu$. Then

$$(2.12) \quad \sum_{k \in Q} \alpha_k \left(1 + 2\lambda_k \zeta + \mu_k \zeta^2\right)^{\frac{p}{q}} = \left(1 - \sum_{k \notin Q} \alpha_k\right) \left(1 + \zeta^2\right)^{\frac{p}{q}},$$

whence,

$$(2.13) \quad \sum_{k \notin Q} \alpha_k = 1$$

(otherwise, the roots $\zeta = \pm i$ would appear on the left-hand side of (2.12)). Comparing (2.13) and (2.2), we get

$$\sum_{k \in Q} \alpha_k = 0,$$

which contradicts the conditions $\alpha_k > 0$, $Q \neq \emptyset$. Thus, all $\mu_k$ are equal to 1 and all $\lambda_k$ are equal to 0, i.e., all $\text{Re}(\gamma_k)$ are equal to 0. This means that all $\gamma_k$ are equal to 0 if $K = \mathbb{R}$, a contradiction. If $K = \mathbb{C}$ or $\mathbb{H}$, we need an additional step. Namely, we return to the initial identity (2.2) and replace $\zeta$ by $\zeta i$. Then $\gamma_k \mapsto \gamma_k i$, $1 \leq k \leq \nu$. Hence, if $K = \mathbb{C}$, then $\text{Im}(\gamma_k) = 0$, $1 \leq k \leq \nu$. Ultimately, we see that all $\gamma_k$ are equal to 0 if $K = \mathbb{C}$. The same result for $K = \mathbb{H}$ follows by substitutions $\zeta \mapsto (1, \zeta, \dot{\zeta}, \zeta^k)$.

It remains to consider the limit cases where $q = \infty$ and $p < \infty$, or $p = \infty$ and $q < \infty$. Accordingly, we have two limit forms of (2.22): either

$$(2.14) \quad \sum_{k=1}^{\nu} \alpha_k [1 + \gamma_k \zeta]^p + \alpha_0 |\zeta|^p = (\max (1, |\zeta|))^p, \quad 1 \leq p < \infty,$$

or

$$(2.15) \quad \max \{\alpha_0 |\zeta|, \max_{1 \leq k \leq \nu} \alpha_k [1 + \gamma_k \zeta]\} = (1 + |\zeta|^q)^{\frac{1}{q}}, \quad 1 \leq q < \infty,$$
both identities with \( \zeta \in \mathbb{K} \) and \( \alpha_0 \geq 0, \alpha_k > 0, \gamma_k \in \mathbb{K} \) (1 \( \leq k \leq \nu \)) as before. First, we prove that identity \((2.11)\) is impossible over \( \mathbb{C} \) or \( \mathbb{H} \), and the only case over \( \mathbb{R} \) is where \( p = 1 \). From \((2.14)\) it follows that

\[
(2.16) \quad \sum_{k=1}^{\nu} \alpha_k |1 + \gamma_k \zeta|^p \leq 1, \quad |\zeta| \leq 1.
\]

We see that the function on the left attains its maximum on \([-1, 1]\) at \( \zeta = 0 \). Consequently, its second derivative at this point is nonpositive, i.e.,

\[
\sum_{k=1}^{\nu} \alpha_k (|\text{Im}(\gamma_k)|^2 + (p - 1)\text{Re}(\gamma_k)^2) \leq 0.
\]

Since \( \alpha_k > 0 \) for all \( k \), and \( p \geq 1 \), we obtain

\[
\text{Im}(\gamma_k) = 0, \quad (p - 1)\text{Re}(\gamma_k) = 0 \quad (1 \leq k \leq \nu).
\]

This implies \( \gamma_k = 0 \), 1 \( \leq k \leq \nu \), if \( p > 1 \), but with \( p = 1 \) we have only \( \text{Im}(\gamma_k) = 0 \), 1 \( \leq k \leq \nu \), i.e., all \( \gamma_k \) are real in this case. This says nothing for \( k > 1 + 2\text{Re}(\gamma_k) \) or \( \nu \) is real in this case. This says nothing for \( k > 1 \), then (2.17) is incompatible with Taylor’s expansion.

Let \( \mathbb{K} = \mathbb{C} \) or \( \mathbb{H} \). Then

\[
(2.17) \quad (1 + \zeta^q)^{\frac{1}{q}} = \alpha + \beta \zeta
\]

on a small interval \((0, \varepsilon)\). If \( q > 1 \), then (2.17) is incompatible with Taylor’s expansion.

Let \( \mathbb{K} = \mathbb{C} \) or \( \mathbb{H} \). Then

\[
(2.18) \quad (1 + |\zeta|^q)^{\frac{1}{q}} = \max_{1 \leq k \leq \nu} \alpha_k |1 + \gamma_k \zeta|
\]

on a small “disk” \( D_\varepsilon = \{ \zeta \in \mathbb{K} : |\zeta| < \varepsilon \} \). Geometrically, this means that

\[
(2.19) \quad D_\varepsilon = \bigcup_{k=1}^{\nu} D^{(k)}_\varepsilon,
\]

where

\[
D^{(k)}_\varepsilon = \{ \zeta \in D_\varepsilon : \alpha_k |1 + \gamma_k \zeta| = (1 + |\zeta|^q)^{\frac{1}{q}} \}.
\]

If for some \( k \) either \( 0 \notin D^{(k)}_\varepsilon \) or 0 is an isolated point in \( D^{(k)}_\varepsilon \), then we can reduce \( \varepsilon \) so that \( D^{(k)}_\varepsilon = \emptyset \). We may assume that such \( k \)’s are missing in (2.19).

We fix \( k \) and let \( \zeta \in D^{(k)}_\varepsilon \). Then

\[
\alpha_k^2 (1 + 2\text{Re}(\gamma_k \zeta) + |\gamma_k|^2 |\zeta|^2) = 1 + 2 |\zeta|^q + O(|\zeta|^{2q}).
\]

Letting \( \zeta \to 0 \), we see that \( \alpha_k = 1, \gamma_k \neq 0 \), and

\[
\text{Re} \left( \frac{\gamma_k \zeta}{|\zeta|} \right) = \frac{1}{q} |\zeta|^{q-1} + o(1),
\]

so that

\[
\lim_{\zeta \to 0, \zeta \in D^{(k)}_\varepsilon} \text{Re} \left( \frac{\gamma_k \zeta}{|\zeta|} \right) = \frac{1 - \text{sgn}(q - 1)}{q}.
\]

Taking any \( \omega \) with \(|\omega| = 1\), we consider the sequence

\[
\left\{ \frac{\varepsilon \omega}{n+1} \right\}_{n=1}^{\infty} \subseteq D_\varepsilon.
\]
By \((2.19)\), there is a number \(k, 1 \leq k \leq \nu\), such that \(D^{(k)}_{\varepsilon}\) contains an infinite subsequence of this sequence. Then
\[
\text{Re}(\gamma_k \omega) = \frac{1 - \text{sgn}(q - 1)}{q}, \quad 1 \leq k \leq \nu.
\]
We conclude that the disk \(D_{\varepsilon}\) is covered by the real “hyperplanes” \((2.20)\), a contradiction. \(\square\)

§3. Proof of Theorem 2

The Hilbert identity shows that the function
\[
y \mapsto \int_S |(y, x)|^p \, d\sigma(x), \quad y \in S,
\]
belongs to the closed convex hull of the family of real-valued functions \(\phi_x(y) = |(y, x)|^p\), \(x \in S\). By Carathéodory’s theorem, there exists a number \(\nu\),
\[
1 \leq \nu \leq \dim \Phi_K(m, p),
\]
and a subset \(\{x_k\}_{1}^{\nu+1} \subset S\) such that the function \((3.1)\) is a convex combination of functions \(\phi_x\), i.e.,
\[
\int_S |(y, x)|^p \, d\sigma(x) = \sum_{k=1}^{\nu+1} |(y, x_k)|^p \theta_k,
\]
where
\[
\theta_k \geq 0, \quad \sum_{k=1}^{\nu+1} \theta_k = 1.
\]
Without loss of generality, we can assume that
\[
\int_S |(y, x)|^p \, d\sigma(x) = \sum_{k=1}^{n} |(y, x_k)|^p \theta_k,
\]
where \(n \leq \nu + 1\), and
\[
\theta_k > 0, \quad \sum_{k=1}^{n} \theta_k = 1.
\]
Suppose that \(n = \nu + 1\), where \(\nu = \dim \Phi_K(m, p)\). Then the functions \(\phi_{x_k}(y), 1 \leq k \leq n\), are linearly dependent, i.e.,
\[
\sum_{k=1}^{n} |(y, x_k)|^p \alpha_k = 0
\]
with some real \(\alpha_k, 1 \leq k \leq n\). From \((3.3)\) and \((3.5)\) it follows that
\[
\int_S |(y, x)|^p \, d\sigma(x) = \sum_{k=1}^{n} |(y, x_k)|^p (\theta_k - \xi \alpha_k)
\]
for any real \(\xi\). With
\[
\xi^{-1} = \max \left\{ \frac{\alpha_k}{\theta_k} : 1 \leq k \leq n \right\} > 0,
\]
the number of nodes in \((3.6)\) reduces to some \(\tilde{n} \leq n - 1\), i.e., \(\tilde{n} \leq \nu\). It remains to refer to the dimension formula \((1.18)\). We prove the latter in the next section, and then the proof of Theorem B will be complete.
§4. The Addition Theorem and the Dimension Formula for $\Phi K(m, p)$

For any even integer $l$ we consider the space $\text{Harm}_K(l)$ of harmonic functions in $\Phi K(m, l)$. Note that $\Phi K(m, l) \subset \Phi K(m, p)$, $p \geq l$, in view of the natural embedding $\phi(x) \mapsto \phi(x)(x, x)^{(p-l)/2}$.

In this space, let $\{s_{j,l}\}^{h_{m,l}}$ be a basis orthonormal with respect to the inner product

\[(4.1) \quad \langle \phi, \psi \rangle = \int_S \phi \psi \, d\sigma.\]

**Addition Theorem.** The formula

\[(4.2) \quad \sum_{j=1}^{h_{m,l}} s_{j,l}(x)s_{j,l}(y) = b^{(\delta)}_{m,l/2} P_{l/2}^{(\alpha, \beta)} (2(x, y)^{l/2} - 1), \quad x, y \in S,\]

is valid with

\[(4.3) \quad \alpha = \frac{\delta m - \delta - 2}{2}, \quad \beta = \frac{\delta - 2}{2}, \quad b^{(\delta)}_{m,l/2} = \frac{h_{m,l}}{P_{l/2}^{(\alpha, \beta)}(1)},\]

where $P_{l/2}^{(\alpha, \beta)}(u)$ is the Jacobi polynomial of degree $l/2$ normalized so that

\[(4.4) \quad P_{l/2}^{(\alpha, \beta)}(1) = \left(\frac{a + l/2}{l/2}\right).\]

We employ this theorem to prove the dimension formula (1.18) by using the orthogonal decomposition

\[(4.5) \quad \Phi K(m, p) = \text{Harm}_K(0) \oplus \text{Harm}_K(2) \oplus \cdots \oplus \text{Harm}_K(p),\]

which is classical in the real case and can be extended to the other two fields.

Since in our notation $\dim \text{Harm}_K(2k) = h_{m,2k}$, $0 \leq k \leq p/2$, we have

\[(4.6) \quad \dim \Phi K(m, p) = \sum_{k=0}^{p/2} h_{m,2k}.\]

The dimension $\Phi K(m, p)$ can be expressed in terms of Jacobi polynomials as follows.

We replace $l$ in the addition theorem by $2k$ and then set $y = x$. This yields

\[(4.7) \quad \sum_{j=1}^{h_{m,2k}} |s_{j,2k}(x)|^2 = h_{m,2k}.\]

On the other hand, (4.2) is an orthogonal decomposition with fixed $x$. By Parseval’s equation,

\[(4.8) \quad \sum_{j=1}^{h_{m,2k}} |s_{j,l}(x)|^2 = \left(b^{(\delta)}_{m,k}\right)^2 \int_S \left[P_{k}^{(\alpha, \beta)}(2(x, y)^{l/2} - 1) \right]^2 d\sigma(y).\]

Combining this formula with (4.7) and (4.3), we obtain

\[h_{m,2k} = \frac{\left[P_{k}^{(\alpha, \beta)}(1)\right]^2}{\int_S \left[P_{k}^{(\alpha, \beta)}(2(x, y)^{l/2} - 1) \right]^2 d\sigma(y)}.\]

The integral in the denominator can be rewritten as

\[(4.9) \quad \int_{-1}^{1} \left[P_{k}^{(\alpha, \beta)}(u)\right]^2 \Omega_{\alpha, \beta}(u) \, du = \|P_{k}^{(\alpha, \beta)}\|_{\Omega_{\alpha, \beta}}^2,\]
where $\Omega_{\alpha, \beta}$ is the normalized Jacobi weight, so that

$$
\Omega_{\alpha, \beta}(u) = \frac{\omega_{\alpha, \beta}(u)}{\tau_{\alpha, \beta}},
$$

where

$$
\omega_{\alpha, \beta}(u) = (1 - u)^\alpha (1 + u)^\beta, \quad \tau_{\alpha, \beta} = \int_{-1}^{1} \omega_{\alpha, \beta}(v) \, dv.
$$

Thus,

$$
h_{m,2k} = \left( \frac{P_k^{(\alpha, \beta)}(1)}{\|P_k^{(\alpha, \beta)}\|_{\Omega_{\alpha, \beta}}} \right)^2,
$$

and

$$
\dim \Phi_k(m, p) = \frac{p/2}{\sum_{k=0}^{\lfloor p/2 \rfloor} \left( \frac{P_k^{(\alpha, \beta)}(1)}{\|P_k^{(\alpha, \beta)}\|_{\Omega_{\alpha, \beta}}} \right)^2}
$$

by (4.10).

Now the required result follows from (4.12) by the explicit formula for the Christoffel–Darboux kernel

$$
K_{1}^{(\alpha, \beta)}(u, v) = \sum_{k=0}^{\ell} P_k^{(\alpha, \beta)}(u) P_k^{(\alpha, \beta)}(v)
$$

(see [33]). We omit the further details.

§5. PROOF OF THEOREM 3

First, we note that the addition theorem immediately yields the formula

$$
\sum_{x, y \in X} F \left( 2 \left| (x, y) \right| - 1 \right) \bar{\lambda}(x) \lambda(y) = \sum_{i \geq 0} c^{(\delta)}_{m, i}(F) \sum_{j=1}^{h_{m,2k}} \left| \sum_{x \in X} s_{j,2i}(x) \lambda(x) \right|^2,
$$

where $X$ is a finite subset of the sphere $S$, $\lambda$ is a complex-valued function on $X$, and

$$
F(u) = \sum_{i \geq 0} c^{(\delta)}_{m, i}(F) c^{(\delta)}_{m, i} p^{(\alpha, \beta)}(u)
$$

is an arbitrary polynomial, $-1 \leq u \leq 1$.

We apply (5.1) to $X = \{ w_k \}_{k=1}^{n}$, $\lambda(w_k) = \varrho_k$ ($1 \leq k \leq n$), taking into account the fact that

$$
\sum_{k=1}^{n} s_{j,2i}(w_k) \varrho_k = \int_{S} s_{j,2i}(y) \, d\sigma(y), \quad 1 \leq j \leq h_{m,2k}, \quad 0 \leq i \leq p/2,
$$

by (1.10). For $i > 0$ these integrals are equal to zero, because the integrands are harmonic and vanish at the origin. Now (5.1) takes the form

$$
\sum_{i, k=1}^{\lfloor p/2 \rfloor} F \left( 2 \left| (w_i, w_k) \right| - 1 \right) \varrho_i \varrho_k = c^{(\delta)}_{m, 0}(F) \left( \sum_{k=1}^{n} \varrho_k \right)^2, \quad \deg F \leq p/2,
$$

since $h_{m,0} = 1$, $s_{1,0}(x) \equiv 1$. In fact,

$$
\sum_{k=1}^{n} \varrho_k = 1
$$
because of (1.10) for $\phi(y) \equiv 1$. (Recall that the measure $\sigma$ is normalized.) By the orthogonality of the Jacobi polynomials with respect to the weight $\Omega_{\alpha,\beta}$, we have

$$c^{(\delta)}_{m,0}(F) = \int_{-1}^{1} F(u) \Omega_{\alpha,\beta}(u) \, du,$$

since

$$b^{(\delta)}_{m,0} \int_{-1}^{1} P^{(\alpha,\beta)}_{0}(u) \Omega_{\alpha,\beta}(u) \, du = b^{(\delta)}_{m,0} P^{(\alpha,\beta)}_{0}(1) \int_{-1}^{1} \Omega_{\alpha,\beta}(u) \, du = h_{m,0} = 1.$$

(Recall that the weight $\Omega_{\alpha,\beta}$ is normalized.) Thus, we have the identity

$$\sum_{i,k=1}^{n} F \left( 2 |(w_i, w_k)|^2 - 1 \right) \varrho_i \varrho_k = \int_{-1}^{1} F(u) \Omega_{\alpha,\beta}(u) \, du$$

for all polynomials of degree at most $p/2$. Hence,

$$F(1) \sum_{k=1}^{n} \varrho_k^2 + \sum_{i \neq k} F \left( 2 |(w_i, w_k)|^2 - 1 \right) \varrho_i \varrho_k = \int_{-1}^{1} F(u) \Omega_{\alpha,\beta}(u) \, du.$$

Assume that $F(u) \geq 0$ for $-1 \leq u \leq 1$. Then

$$F(1) \sum_{k=1}^{n} \varrho_k^2 \leq \int_{-1}^{1} F(u) \Omega_{\alpha,\beta}(u) \, du,$$

and finally

$$n \geq \frac{F(1)}{\int_{-1}^{1} F(u) \Omega_{\alpha,\beta}(u) \, du}, \quad \deg F \leq p/2,$$

because

$$\sum_{k=1}^{n} \varrho_k^2 \geq \frac{1}{n}$$

under (5.3). Obviously, the weights $\varrho_k$ must be equal if the bound (5.4) is attained with some $F$.

In order to optimize the lower bound (5.4), we must choose $F$ as a solution of the following linear programming problem in the space $\Pi_{p/2}$ of real-valued polynomials of degree $\leq p/2$:

$$\begin{cases} F(u) \geq 0, & -1 \leq u \leq 1; \\ \int_{-1}^{1} F(u) \Omega_{\alpha,\beta}(u) \, du = 1; \\ F(1) \to \max. \end{cases}$$

(5.5)

The solution of this problem is known (see [33, Theorem 7.71.3]); so, formally, we could finish at this point. However, it is of interest to note that (5.5) can be reduced to a standard problem of Euclidean geometry, which, in turn, can easily be solved. Let us present this way.

By the Markov–Lukács theorem (see [33, Theorem 1.21.1]), a polynomial $F(u) \in \Pi_{p/2}$ is nonnegative on $[-1, 1]$ if and only if

$$F(u) = (1 + u)^{\varepsilon} P^2(u) + (1 - u^2)^{\varepsilon} Q^2(u),$$

(5.6)

where $P$ and $Q$ are real polynomials of degrees $\leq [p/4]$ and $\leq [p/4] + \varepsilon - 1$, respectively, and $\varepsilon$ is the remainder of $p/2$ modulo 2. Therefore, $F(1) = 2^\varepsilon P^2(1)$, so that the value
$F(1)$ is independent of $Q$. Thus, for any fixed $P$ the maximum of the fractional linear functional

\begin{equation}
F(1) = \frac{\int_{-1}^{1} F(u) \Omega_{\alpha,\beta}(u) \, du}{F(1)}
\end{equation}

is attained at $Q = 0$. Consequently, $Q = 0$ for the maximizer $F_{\text{max}}$. For this reason, (5.6) can be replaced by

\begin{equation}
F(u) = (1 + u)^{\epsilon} \mathcal{P}^2(u).
\end{equation}

Then

\begin{equation}
\int_{-1}^{1} F(u) \Omega_{\alpha,\beta}(u) \, du = \int_{-1}^{1} \mathcal{P}^2(u) \Omega_{\alpha,\beta}^{(\epsilon)}(u) \, du,
\end{equation}

where

\begin{equation}
\Omega_{\alpha,\beta}^{(\epsilon)}(u) = (1 + u)^{\epsilon} \Omega_{\alpha,\beta}(u) = \frac{1}{\tau_{\alpha,\beta}} \omega_{\alpha,\beta + \epsilon}(u)
\end{equation}

(see (4.10) and (4.11)).

Since $P(1)$ is a linear functional on the space $\Pi_{[p/4]}$, there exists a unique real polynomial $R \in \Pi_{[p/4]}$ such that

\begin{equation}
P(1) = (P, R),
\end{equation}

where the inner product corresponds to the weight $\Omega_{\alpha,\beta}^{(\epsilon)}$. By (5.9),

\begin{equation}
\int_{-1}^{1} F(u) \Omega_{\alpha,\beta}(u) \, du = (P, P),
\end{equation}

while

\begin{equation}
F(1) = 2^{\epsilon} \mathcal{P}^2(1) = 2^{\epsilon} (P, R)^2.
\end{equation}

The problem (5.5) takes a simple geometric form: find $P \in \Pi_{[p/4]}$ such that

\begin{equation}
\begin{cases}
(P, P) = 1, \\
|P, R| \to \text{max}.
\end{cases}
\end{equation}

The only solution of (5.11) is

\begin{equation}
P_{\text{max}} = \hat{R} = \pm \frac{R}{\|R\|}.
\end{equation}

The corresponding maximal value is

\begin{equation}
F_{\text{max}}(1) = 2^{\epsilon} \mathcal{P}^2_{\text{max}}(1) = 2^{\epsilon} \hat{R}^2(1) = \frac{2^{\epsilon} R^2(1)}{(R, R)} = 2^{\epsilon} R(1).
\end{equation}

Let $(T_k)_{[p/4]}$ be an arbitrary orthonormal real basis in $\Pi_{[p/4]}$. Then

\begin{equation}
R(u) = \sum_{k=0}^{[p/4]} (T_k, R) T_k(u) = \sum_{k=0}^{[p/4]} T_k(1) T_k(u).
\end{equation}

In particular,

\begin{equation}
R(1) = \sum_{k=0}^{[p/4]} (T_k(1))^2,
\end{equation}

and (5.13) turns into

\begin{equation}
F_{\text{max}}(1) = 2^{\epsilon} \sum_{k=0}^{[p/4]} (T_k(1))^2.
\end{equation}
The most relevant basis is

\[ T_k = \lambda_k P_k^{(\alpha, \beta + \epsilon)}, \quad 0 \leq k \leq [p/4], \]

where

\[ \lambda_k = \frac{1}{\| P_k^{(\alpha, \beta + \epsilon)} \|} \]

and the norm is related to the weight \( \Omega^{(e)}_{\alpha, \beta} \). Passing to the weight \( \omega_{\alpha, \beta + \epsilon} \) by (5.10), we obtain

\[ \lambda_k = \sqrt{\tau_{\alpha, \beta}} \cdot \frac{1}{\| P_k^{(\alpha, \beta + \epsilon)} \| \omega_{\alpha, \beta + \epsilon}}. \]

Hence,

\[ F_{\text{max}}(1) = 2^r \tau_{\alpha, \beta} \sum_{k=0}^{[p/4]} \left( \frac{\| P_k^{(\alpha, \beta + \epsilon)}(1) \|}{\| P_k^{(\alpha, \beta + \epsilon)} \| \omega_{\alpha, \beta + \epsilon}} \right)^2. \]

For \( \epsilon = 0 \) this expression is precisely (4.12) with \( p/2 \) in place of \( p \). For \( \epsilon = 1 \) this yields \( \Lambda(m, p/2) \) in accordance with the modified definition of the latter quantity. \( \square \)
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