Hochschild cohomology of algebras of quaternion type, I: generalized quaternion groups

A. I. Generalov

Abstract. In terms of generators and defining relations, a description is given of the Hochschild cohomology algebra for one of the series of local algebras of quaternion type. As a corollary, the Hochschild cohomology algebra is described for the group algebras of generalized quaternion groups over algebraically closed fields of characteristic 2.

Introduction

Let \( R \) be a finite-dimensional algebra over a field \( K \), let \( \Lambda = R^e = R \otimes_K R^{op} \) be its enveloping algebra, and let \( HH^n(R) = \text{Ext}^n_{\Lambda}(R, R) \) be the \( n \)-th Hochschild cohomology group of the algebra \( R \) (with coefficients in the \( R \)-bimodule \( R \)). On the vector space 

\[
HH^*(R) = \bigoplus_{n \geq 0} HH^n(R) = \bigoplus_{n \geq 0} \text{Ext}^n_{\Lambda}(R, R),
\]

we can introduce the \( \rhd \)-product with respect to which it becomes an associative \( K \)-algebra (see [1 §5], [2 Chapter XI], [3]); this algebra is called the Hochschild cohomology algebra. The algebra \( HH^*(R) \) is a graded commutative algebra [3]; moreover, the \( \rhd \)-product coincides with the Yoneda product on the Ext-algebra \( \bigoplus_{n \geq 0} \text{Ext}^n_{\Lambda}(R, R) \) of the \( \Lambda \)-module \( R \) [4, p. 120].

In recent years, progress has been made in the investigation of the multiplicative structure of the Hochschild cohomology algebra for finite-dimensional algebras. In [5, 6] it was proved that \( HH^*(K[G]) \simeq H^*(G) \otimes_K K[G] \) if \( G \) is a commutative finite group. In [7], a description was obtained of the Hochschild cohomology algebra for the symmetric group \( S_3 \) over the field \( F_3 \) and for the alternating group \( A_4 \) and the dihedral 2-groups over the field \( F_2 \). In [8], the algebra \( HH^*(R) \) was described in the case where \( R \) is a self-injective Nakayama algebra, and in [9], the subalgebra \( HH^*(R) \) generated by the homogeneous elements of degrees divisible by \( r \) was identified, where \( R \) is the so-called Möbius algebra (here \( r \) is a parameter related to the algebra \( R \)). We note also that the additive structure of the algebra \( HH^*(R) \) was described in [10] for group blocks having tame representation type and one or three simple modules.

In the recent paper [11] by the author, a description of the Hochschild cohomology algebra was given for algebras of dihedral type in the family \( D(3K) \) over an algebraically closed ground field of characteristic two. We recall that algebras of dihedral, semidihedral, and quaternion types appeared in the work of Erdmann on classification of group blocks of tame representation type (see [12]). By using the results of [13], our description of the algebra \( HH^*(R) \) was extended additionally to algebras of three families in the classification of Erdmann, namely, to those of the families \( D(3A)_1, D(3B)_1, \) and \( D(3D)_1 \)
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(in the notation of [12]). In particular, this allowed us to give a description of the Hochschild cohomology algebra for all group blocks with dihedral defect group and three simple modules.

In the present paper, we use the technique of [11] to compute the Hochschild cohomology algebra for a family of local algebras of quaternion type, namely, for the family that contains the group algebras of generalized quaternion groups over an algebraically closed field of characteristic 2 (see [12]). The corresponding approach was used earlier in the computation of Yoneda algebras for algebras of dihedral or semidihedral type (see [14]–[19]). Its specific feature is that, on the basis of some empirical observations, a conjecture is stated concerning the structure of the minimal projective resolution of the modules under consideration and then, upon verifying this conjecture, the resolutions are used in the calculation of the corresponding cohomology algebras. For local algebras of quaternion type to be treated here, in the same way we build the minimal Λ-projective resolution of the module $R$ (see §2). With the help of this resolution, we pick a (finite) set of generators for the algebra $HH^\ast(R)$ and find relations satisfied by these generators (see §§3 and 4). We see that the minimal Λ-projective resolution of the bimodule $R$ has period 4 and consequently, the Hochschild cohomology of the local algebras mentioned above is also periodic. It should be noted that the initial part (containing three arrows) of the bimodule resolution was described in [20] for an arbitrary algebra. However, in the context of the family of algebras under consideration, the proof of the 4-periodicity of this resolution requires additional effort (cf. Proposition 2.5). So, it seems that our direct construction of bimodule resolutions is more efficient. We also note that a similar periodicity of bimodule resolutions is valid for the self-injective algebras of the tree class $A_n$; see [8,9].

For completeness, in the Appendix we briefly describe the results of the calculation of the Yoneda algebra for the local algebras under consideration.

§1. Statement of the main result

Let $K$ be an algebraically closed field of arbitrary characteristic. For any $k \in \mathbb{N}$ with $k \geq 2$, we introduce the $K$-algebra $R_k = K\langle X,Y \rangle/I$, where $I$ is an ideal of the free algebra $K\langle X,Y \rangle$ generated by the elements

$$X^2 - Y(XY)^{k-1}, \ Y^2 - X(YX)^{k-1}, \ (XY)^k - (YX)^k, \ X(YX)^k.$$

The images of the elements $X$ and $Y$ under the canonical homomorphism from $K\langle X,Y \rangle$ to $R_k$ will be denoted by $x$ and $y$, respectively. The algebra $R_k$ is a symmetric local algebra of tame representation type [12, III.1]; moreover, in terms of [12, Chapter VII], $R_k$ is an algebra of quaternion type. If $G$ is the generalized quaternion group of order $2^n$ ($n \geq 3$) and char $K = 2$, then the group algebra $KG$ is isomorphic to the algebra $R_k$ with $k = 2^{n-2}$.

To describe the Hochschild cohomology algebra $HH^\ast(R_k)$ for the algebras $R_k$ ($k \geq 2$), we construct several graded algebras. Set

$$\mathcal{X}_1 = \{p_1, p_2, p'_2, p_3, u_1, u'_2, u_2, v_1, v_2, v'_2, w, z\}.$$

The grading on the algebra $K[\mathcal{X}_1]$ will be such that

$$\deg p_1 = \deg p_2 = \deg p'_2 = \deg p_3 = 0, \quad \deg u_1 = \deg u'_2 = \deg u_2 = 1,$$

$$\deg v_1 = \deg v_2 = \deg v'_2 = 2, \quad \deg w = 3, \ \deg z = 4.$$
Then we introduce the graded $K$-algebra $A_1 = K[X_1]/I_1$, where the ideal $I_1$ is generated by the following elements:

of degree 0:

\[
(1.4) \quad \{ p_1^k, p_2^2, (p_2')^2, p_1 p_2, p_1 p_2', p_2 p_2', p_1 p_3, p_2 p_3, p_2^2 p_3; \}
\]

of degree 1:

\[
(1.5) \quad p_2 u_1 - p_2' u_1', p_2' u_1 - p_1 u_1', p_1 u_1 - p_2 u_1';
\]

\[
(1.6) \quad p_1^{k-1} u_2, p_2 u_2, p_2' u_2, p_3 u_2, p_2 u_1 - p_1^{k-2} u_2;
\]

of degree 2:

\[
(1.7) \quad \begin{cases} 
 p_1^{k-1} v_1, p_2 v_2, p_2' v_2', p_3 v_1, p_3 v_2, p_3 v_2', \\
 p_2 v_1 - p_1 v_2', p_2 v_1 - p_2' v_2, p_2 v_1 - p_3 v_2', \\
 p_3 v_1 - p_1 v_2, p_2 v_2 - p_2' v_2, p_2 v_1 - p_3 (u_1')^2, \\
 u_1 u_1' - k p_1^{k-2} v_1;
\end{cases}
\]

\[
(1.8) \quad u_2^2, u_1 u_2 - k p_3 (u_1')^2, u_1' u_2 - k p_3 u_1';
\]

of degree 3:

\[
(1.9) \quad u_1' v_2 - u_1 v_2', u_1 v_1 - u_1 v_1', u_1 v_1 - u_1 v_2', u_1^3 - (u_1')^3;
\]

\[
(1.10) \quad p_2 w, p_2' w, p_3 w, u_1 v_2 - p_1^{k-2} w;
\]

\[
(1.11) \quad u_2 v_2, u_2' v_2, u_2 v_1 - p_1 w;
\]

of degree 4:

\[
(1.12) \quad v_2^2, (v_2')^2, v_1 v_2, v_1 v_2', v_2 v_2', v_1^2 - p_1^2 z;
\]

\[
(1.13) \quad u_1 w, u_1' w, u_2 w;
\]

of degree 5:

\[
(1.14) \quad v_2 w, v_2' w, v_1 w + p_1 u_2 z;
\]

of degree 6:

\[
(1.15) \quad w^2.
\]

Moreover, we induce a grading on the algebra $A_1$ from the grading on $K[X_1]$.

Next, we consider the algebra $A_2 = K[X_2]/I_2$, where

\[
(1.16) \quad X_2 = X_1 \setminus \{ u_2, w \}
\]

with $X_1$ as in (1.2); the grading on this algebra is introduced by restricting the grading of $K[X_1]$ (see (1.3)), and the ideal $I_2$ is spanned by the generators of the ideal $I_1$ occurring in (1.4) with $k = 2$, in (1.5) and (1.7) with $k = 2$, in (1.9), and in (1.12). Since the ideal $I_2$ is homogeneous, the grading on the algebra $K\langle X_2 \rangle$ induces a grading on $A_2$.

Next, consider the set

\[
(1.17) \quad X_3 = \{ p_1, p_2, p_2', u_2, u_3, v_0, v_0', v_1, w, z \}.
\]

We introduce a grading on the algebra $K\langle X_3 \rangle$ so that

\[
(1.18) \quad \begin{cases} 
 \deg p_1 = \deg p_2 = \deg p_2' = 0, & \deg u_2 = \deg u_3 = 1, \\
 \deg v_0 = \deg v_0' = \deg v_1 = 2, & \deg w = 3, \deg z = 4.
\end{cases}
\]
Then we define a graded $K$-algebra $A_3 = K \langle X_3 \rangle / I_3$, where the ideal $I_3$ is generated by the following elements:

- of degree 0:
  \begin{equation}
  (1.19) \quad p_1^{k+1}, \ p_2^2, \ (p_2')^2, \ p_1 p_2, \ p_1 p_2', \ p_2 p_2';
  \end{equation}

- of degree 1:
  \begin{equation}
  (1.20) \quad p_1^{k-1} u_2, \ p_2 u_2, \ p_2' u_2;
  \end{equation}

- of degree 2:
  \begin{equation}
  (1.22) \quad p_1 v_0, \ p_1 v_0', \ p_2 v_0, \ p_2^2 v_0', \ p_2 v_1, \ p_2 v_1', \ p_1^{k-1} v_1;
  \end{equation}

- of degree 3:
  \begin{equation}
  (1.24) \quad u_2 v_0, \ u_2 v_0';
  \end{equation}

- of degree 4:
  \begin{equation}
  (1.27) \quad v_0 v_0', \ v_0 v_1, \ v_0' v_1, \ v_0^2 - 2p_2 z, \ (v_0')^2 - 2p_2 z, \ v_1^2 + p_2 z;
  \end{equation}

and, additionally, by the elements of the form

\begin{equation}
(1.31) \quad ab - (-1)^{\deg a \ deg b} ba \quad \text{with} \ a, b \in X_3.
\end{equation}

Since the ideal $I_3$ is homogeneous, the grading on the algebra $K \langle X_3 \rangle$ induces a grading on $A_3$.

Next, put

\begin{equation}
(1.32) \quad X_4 = \left( X_3 \setminus \{u_2, u_3, w\} \right) \cup \{\tilde{u}_1, \tilde{u}_1', \tilde{w}\}.
\end{equation}

A grading on the algebra $K \langle X_3 \rangle$ is introduced by the requirement that relations $(1.18)$ be satisfied for the elements of the set $X_3 \setminus \{u_2, u_3, w\}$, and, moreover,

\[ \deg \tilde{u}_1 = \deg \tilde{u}_1' = 1, \quad \deg \tilde{w} = 3. \]

Then we define a graded $K$-algebra $A_4 = K \langle X_4 \rangle / I_4$, where the ideal $I_4$ is generated by the generators of $I_3$ listed in $(1.19), (1.22), (1.27)$, by the elements

\begin{align*}
&\tilde{p}_1 \tilde{u}_1, \tilde{p}_1 \tilde{u}_1', \tilde{p}_2 \tilde{u}_1, \tilde{p}_2 \tilde{u}_1'; \\
&\tilde{u}_1 \tilde{u}_1', \tilde{p}_2' \tilde{v}_0 + \tilde{p}_2 v_0' - p_2'; \\
&\tilde{u}_1 v_0', \tilde{u}_1 v_0', \tilde{p}_2 \tilde{w}, \tilde{p}_2' \tilde{w}, \tilde{u}_1 v_1 - \tilde{u}_1' v_1, \tilde{p}_1 \tilde{w} - 2\tilde{u}_1 v_1; \\
&\tilde{u}_1 \tilde{w}, \tilde{u}_1' \tilde{w}, \tilde{v}_0 \tilde{w}, \tilde{v}_0' \tilde{w},
\end{align*}

and by the elements of the form

\begin{equation}
(1.31) \quad ab - (-1)^{\deg a \ deg b} ba \quad \text{with} \ a, b \in X_4.
\end{equation}

Since the ideal $I_4$ is homogeneous, the grading on the algebra $K \langle X_4 \rangle$ induces a grading on $A_4$. 
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Now, we consider the set

$$X_5 = \{ p_1, p_2, p'_2, u_2, u'_4, v_0, v_1, w_1, w'_1, w, z \}. \tag{1.33}$$

We introduce the grading on the algebra $K\langle X_5 \rangle$ so that

$$\begin{align*}
\text{deg } p_1 &= \text{deg } p_2 = \text{deg } p'_2 = 0, \\
\text{deg } u_2 &= \text{deg } u_4 = \text{deg } u'_4 = 1, \\
\text{deg } v_0 &= \text{deg } v'_0 = \text{deg } v_1 = 2, \\
\text{deg } w_1 &= \text{deg } w'_1 = \text{deg } w = 3,
\end{align*} \tag{1.34}$$

Then we define a graded $K$-algebra $A_5 = K\langle X_5 \rangle/I_5$, where the ideal $I_5$ is generated by the generators of $I_5$ of the form $(1.19), (1.20), (1.22), (1.24), (1.27), \text{ and } (1.35)$, by the elements

$$\begin{align*}
p_1 u_4, & \quad p_1 u'_4, \quad p_2 u_4, \quad p_2 u'_4, \quad p'_2 u_4, \quad p'_2 u'_4, \quad p_2 v'_0, \quad p_2 v_0, \\
u_2 u_4, & \quad u_2 u'_4, \quad u_4 u'_4, \quad u_2 w_1, \quad u'_2 w_1, \quad p_1 w_1, \quad p_1 w'_1, \\
u_4 v'_0, & \quad u'_4 v_0, \quad u'_4 v_1, \quad u'_4 v'_1, \\
p'_2 w_1 - p_2 w'_1, & \quad p'_2 w_1 - u_4 v_0, \quad p'_2 w_1 - u'_4 v'_0, \\
u_2 w_1, & \quad u_2 w'_1, \quad u_4 w'_1, \quad u'_4 w_1, \quad u'_4 w'_1, \\
v_0 w'_1, & \quad v'_0 w_1, \quad v_1 w_1, \quad v_1 w'_1, \quad v_0 w_1 - 2u_4 z, \quad v'_0 w'_1 - 2u'_4 z, \quad w_1 w'_1, \\
p'_2 w_1 - p_1^{k-1} w, & \quad u_4 w, \quad u'_4 w, \quad w_1 w, \quad w'_1 w,
\end{align*} \tag{1.35}$$

and by the elements of the form

$$ab - (-1)^{\text{deg } a \cdot \text{deg } b} a b \quad \text{with } a, b \in X_5.$$ 

Since the ideal $I_5$ is homogeneous, the grading on the algebra $K\langle X_5 \rangle$ induces a grading on $A_5$.

Next, we consider the set

$$X_6 = \left( X_5 \setminus \{ w \} \right) \cup \{ \tilde{w} \} \tag{1.36}$$

and introduce a grading on the algebra $K\langle X_6 \rangle$ by the requirement that relations (1.34) be satisfied for the elements of the set $X_5 \setminus \{ w \}$, and, moreover,

$$\text{deg } \tilde{w} = 3.$$

Then we define a graded $K$-algebra $A_6 = K\langle X_6 \rangle/I_6$, where the ideal $I_6$ is generated by the generators of $I_6$ occurring in $(1.19), (1.20), (1.22), (1.24), (1.27), \text{ and } (1.35)$, by the elements

$$\begin{align*}
p_2 \tilde{w}, & \quad p'_2 \tilde{w}, \quad p_2 w_1 - \frac{1}{2} p'_1 \tilde{w}, \quad u_2 v_1 - \frac{1}{2} p'_1 \tilde{w}, \\
u_2 \tilde{w}, & \quad u_4 \tilde{w}, \quad u'_4 \tilde{w}, \quad \tilde{w} w_1, \quad \tilde{w} w'_1,
\end{align*} \tag{1.35}$$

and by the elements of the form

$$ab - (-1)^{\text{deg } a \cdot \text{deg } b} a b \quad \text{with } a, b \in X_6.$$ 

The algebra $A_6$ inherits the natural grading from the algebra $K\langle X_6 \rangle$.

Finally, we consider the set

$$X_7 = \left( X_5 \setminus \{ u_2, u_4, u'_4, w, w'_1, w \} \right) \cup \{ \tilde{u}_3 \} \tag{1.37}$$

and introduce a grading on the algebra $K\langle X_7 \rangle$ so that relations (1.34) be satisfied for the elements of the set $X_7 \setminus \{ \tilde{u}_3 \}$, and, moreover,

$$\text{deg } \tilde{u}_3 = 1.$$

Then we define a graded $K$-algebra $A_7 = K\langle X_7 \rangle/I_7$, where the ideal $I_7$ is generated by the generators of $I_7$ occurring in $(1.19), (1.22), \text{ and } (1.27)$, by the elements

$$p_1^k \tilde{u}_3, \quad p_2 v'_0 - p'_2 v_0, \quad p'_1 z,$$
and by the elements of the form
\[ ab - (-1)^{\deg a} \deg b a \quad \text{with} \quad a, b \in \mathcal{X}_7. \]

The algebra \( \mathcal{A}_7 \) inherits the natural grading from the algebra \( K(\mathcal{X}_7) \).

**Theorem 1.1.** Let \( R = R_k \) where \( k \in \mathbb{N} \setminus \{1\} \), and let \( p = \text{char } K \).

1) Assume that \( p = 2 \).
   1a) If \( k \geq 3 \), then, as a graded \( K \)-algebra, the Hochschild cohomology algebra \( HH^*(R) \) is isomorphic to \( \mathcal{A}_1 \).
   1b) If \( k = 2 \), then \( HH^*(R) \simeq \mathcal{A}_2 \) as graded \( K \)-algebras.

2) Assume that \( p = 3 \).
   2a) If \( 3 \) does not divide \( k \), then \( HH^*(R) \simeq \mathcal{A}_3 \) as graded \( K \)-algebras.
   2b) If \( 3 \) divides \( k \), then \( HH^*(R) \simeq \mathcal{A}_4 \) as graded \( K \)-algebras.

3) Assume that \( p \not\in \{2,3\} \).
   3a) If \( p \) divides neither \( 3 - 2k \), nor \( k \), then \( HH^*(R) \simeq \mathcal{A}_5 \) as graded \( K \)-algebras.
   3b) If \( p \) does not divide \( 3 - 2k \) but divides \( k \), then \( HH^*(R) \simeq \mathcal{A}_6 \) as graded \( K \)-algebras.
   3c) If \( p \) divides \( 3 - 2k \), then \( HH^*(R) \simeq \mathcal{A}_7 \) as graded \( K \)-algebras.

This description of the Hochschild cohomology algebra immediately implies the following statement.

**Corollary 1.2.** Let \( G \) be a generalized quaternion group of order \( 2^n \) \( (n \geq 3) \), and let \( K \) be an algebraically closed field of characteristic \( 2 \). Then, with \( k = 2^{n-2} \), we have

\[ HH^*(KG) \simeq \begin{cases} \mathcal{A}_1 & \text{if } n > 3, \\ \mathcal{A}_2 & \text{if } n = 3. \end{cases} \]

In the course of the proof of Theorem 1.1, we also compute the dimensions of the groups \( HH^n(R) \). This is of independent interest; we collect the results in the following statement.

**Proposition 1.3.** Let \( R = R_k \).

1) If \( p = 2 \), then

\[ \dim_K HH^n(R) = \begin{cases} k + 3 & \text{if } n \equiv 0, 3 \pmod{4}, \\ k + 5 & \text{if } n \equiv 1, 2 \pmod{4}. \end{cases} \]

2) Assume that \( p = 3 \).
   2a) If \( 3 \) does not divide \( k \), then

\[ \dim_K HH^n(R) = \begin{cases} k + 3 & \text{if } n = 0, \\ k + 2 & \text{if } n > 0. \end{cases} \]

2b) If \( 3 \) divides \( k \), then \( \dim_K HH^n(R) = k + 3 \) for any \( n \geq 0 \).

3) Assume that \( p \not\in \{2,3\} \).
   3a) If \( p \) divides neither \( 3 - 2k \), nor \( k \), then

\[ \dim_K HH^n(R) = \begin{cases} k + 3 & \text{if } n = 0, \\ k + 1 & \text{if } n \equiv 1, 2 \pmod{4}, \\ k + 2 & \text{if } n > 0 \text{ and } n \equiv 0, 3 \pmod{4}. \end{cases} \]

3b) If \( p \) does not divide \( 3 - 2k \), but divides \( k \), then

\[ \dim_K HH^n(R) = \begin{cases} k + 3 & \text{if } n \equiv 0, 3 \pmod{4}, \\ k + 1 & \text{if } n \equiv 1, 2 \pmod{4}. \end{cases} \]
3c) If $p$ divides $3 - 2k$, then

$$\dim_K \text{HH}^n(R) = \begin{cases} 
k + 3 & \text{if } n = 0, \\
 k + 2 & \text{if } n > 0.
\end{cases}$$

**Remark 1.4.** In the case where char $K = 2$, Part 1 of Proposition 1.3 extends the corresponding result of [10] for group algebras of the generalized quaternion groups to the entire family of the algebras $R_k$.

§2. Resolution

Put $R = R_k$ ($k \geq 2$). The algebra $R$ admits the following set as a $K$-basis:

$$B_{st} = \{(xy)^i | 0 \leq i \leq k - 1\} \cup \{(yx)^i | 1 \leq i \leq k\} \cup \{x(xy)^i, y(xy)^i | 0 \leq i \leq k - 1\}.$$  

This set consists of all nonzero paths of the quiver of $R$ (this quiver has one vertex and two loops $x$ and $y$). The set $B_{st}$ is called the standard basis of $R$. In its turn, the enveloping algebra $\Lambda$ of the algebra $R$ has a $K$-basis consisting of elements of the form

$$u \otimes v \quad \text{with } u, v \in B_{st}.$$  

This basis of $\Lambda$ is also said to be standard. We introduce the following grading on $\Lambda$: for an element of the form (2.1), we define its degree as the sum of the lengths of the paths $u$ and $v$, and then we put $\Lambda = \sum_{n \geq 0} \Lambda_n$, where $\Lambda_n$ is the $K$-vector space spanned by the elements (2.1) with degree $n$.

Multiplication from the right by an element $\lambda \in \Lambda$ induces an endomorphism $\lambda^*$ of the left $\Lambda$-module $\Lambda$; for simplicity, we often keep denoting this endomorphism by $\lambda$. Sometimes, we consider an endomorphism of the right $\Lambda$-module $\Lambda$ induced by multiplication from the left by an element $\lambda$. This endomorphism will be denoted by $^*\lambda$.

We build the following 4-periodic sequence in the category of $\Lambda$-modules:

$$Q_0 \overset{d_0}{\longrightarrow} Q_1 \overset{d_1}{\longrightarrow} Q_2 \overset{d_2}{\longrightarrow} Q_3 \overset{d_3}{\longrightarrow} \cdots,$$

where $Q_0 = Q_3 = \Lambda$, $Q_1 = Q_2 = \Lambda^2$,

$$d_0 = \left( x \otimes 1 - 1 \otimes x, \quad y \otimes 1 - 1 \otimes y \right),$$

(2.3)

$$d_1 = \left( x \otimes 1 + 1 \otimes x - \sum_{i=0}^{k-2} (yx)^i y \otimes y(xy)^{k-2-i}, \quad - \sum_{i=0}^{k-1} (xy)^i \otimes (yx)^{k-1-i} \right),$$

$$d_2 = \left( x \otimes 1 - 1 \otimes x, \quad y \otimes 1 - 1 \otimes y \right),$$

(2.4)

$$d_3 = g^* \quad \text{with } g = (x \otimes 1 + 1 \otimes x) \cdot \sum_{i=0}^{k-1} \frac{1}{i+1} (yx)^i \otimes (yx)^{k-1-i} \cdot (y \otimes 1 + 1 \otimes y),$$

and, for $0 \leq j \leq 3$ and $l \in \mathbb{N}$,

$$Q_{4l+j} = Q_j, \quad d_{4l+j} = d_j.$$  

Also, we consider the homomorphism $\mu: Q_0 = \Lambda \to R$ induced by the product in $R$:

$$\mu(a \otimes b) = ab.$$
Theorem 2.1. The sequence together with the augmentation map is the minimal \( \Lambda \)-projective resolution of the module \( R \); in particular, the \( \Lambda \)-module \( R \) is \( \Omega \)-periodic with period 4, i.e., \( \Omega^4(\Lambda R) \simeq \Lambda R \).

Remark 2.2. With the help of Happel’s lemma (see also a refinement in [22]), the description of the modules \( Q_j \) in the resolution could be deduced from the construction of the minimal projective resolution of a unique simple \( R \)-module that is given in the Appendix below. However, we obtain this description directly in the course of the proof of Theorem 2.1.

Remark 2.3. The fact that (2.2) is a differential sequence is established by direct calculations. In order to verify the formula (2.2) is a differential sequence is established by direct calculation.

We establish the exactness of the sequence at \( Q_1 \) by proving the following lemma.

Lemma 2.4. \( \ker d_0 \subset \im d_1 \).

Proof. Let \( s = (q, \tilde{q}) \in \ker d_0 \subset Q_1 = \Lambda^2 \), i.e.,

\[
(2.5) \quad q \cdot (x \otimes 1 - 1 \otimes x) + \tilde{q} \cdot (y \otimes 1 - 1 \otimes y) = 0.
\]

Let \( q^{(t)} \) and \( \tilde{q}^{(t)} \) be the homogeneous components of degree \( t \) (\( 0 \leq t \leq 4k \)) of \( q \) and \( \tilde{q} \), respectively. From (2.5) it easily follows that \( q^{(0)} = 0 = \tilde{q}^{(0)} \). We fix \( t \) such that the homogeneous components of \( q \) and \( \tilde{q} \) of degree \( i \) with \( i < t \) are equal to zero. We shall modify \( s \) successively, by adding elements of \( \im d_1 \), so as to get an element all homogeneous components of which of degrees \( i \leq t \) are zero. After finitely many steps, we replace the initial \( s \in \ker d_0 \) by the zero element; this will yield the inclusion \( \ker d_0 \subset \im d_1 \).

We introduce additional notation, letting \( h_1 \) (respectively, \( h_2 \)) denote the first (respectively, second) column of the matrix of the differential \( d_1 \), which is viewed as an element in \( \im d_1 \subset Q_1 \).

Step 1. First, we consider the case where \( t = 2\ell + 1 \) with \( 0 \leq \ell \leq k - 2 \). We represent the homogeneous components \( q^{(t)} \) and \( \tilde{q}^{(t)} \) as linear combinations of the standard basis elements in \( \Lambda \) (with coefficients \( a_i, \ldots, f_i, \tilde{a}_i, \ldots, \tilde{f}_i \) in \( K \)):
\[
\tilde{q}^{(t)} = \sum_{i=0}^{\ell} \tilde{\alpha}_i (xy)^i \otimes y(xy)^{\ell-i} + \sum_{i=0}^{\ell} \tilde{\beta}_i (xy)^i \otimes x(xy)^{\ell-i}
\]

\[
+ \sum_{i=1}^{\ell} \tilde{\gamma}_i (xy)^i \otimes y(xy)^{\ell-i} + \sum_{i=1}^{\ell} \tilde{\varphi}_i (xy)^i \otimes x(xy)^{\ell-i}
\]

\[
+ \sum_{i=0}^{\ell} \tilde{\alpha}_i y(xy)^i \otimes (xy)^{\ell-i} + \sum_{i=0}^{\ell-1} \tilde{\beta}_i y(xy)^i \otimes (xy)^{\ell-i}
\]

\[
+ \sum_{i=1}^{\ell} \tilde{\gamma}_i x(xy)^i \otimes (xy)^{\ell-i} + \sum_{i=1}^{\ell-1} \tilde{\varphi}_i x(xy)^i \otimes (xy)^{\ell-i}.
\]

(2.7)

It should be noted that the form of \(\tilde{q}^{(t)}\) corresponds to the form of \(q^{(t)}\) via the obvious symmetry \(x \mapsto y, y \mapsto x\). Substituting (2.6) and (2.7) in (2.5), we obtain the following equations for the scalar coefficients in (2.6) and (2.7) (for the reader’s convenience, in brackets we indicate the elements of the standard basis of \(R\) at which the corresponding scalars are compared):

\[
\alpha_i = b_i \quad \text{for } 0 \leq i \leq \ell - 1 \quad \left( (xy)^i x \otimes (xy)^{\ell-i} x \right);
\]

\[
\alpha_\ell = a_\ell \quad \left( (xy)^\ell x \otimes x \right);
\]

\[
\beta_i = \tilde{f}_i \quad \text{for } 0 \leq i \leq \ell - 1 \quad \left( (xy)^i x \otimes (xy)^{\ell-i} y \right);
\]

\[
\beta_i = \tilde{f}_{i-1} \quad \text{for } 1 \leq i \leq \ell \quad \left( (xy)^i \otimes (xy)^{\ell-i} \right);
\]

\[
\varphi_i = c_{i-1} \quad \text{for } 1 \leq i \leq \ell \quad \left( (yx)^i \otimes (yx)^{\ell-i} \right);
\]

\[
c_\ell = 0 \quad \left( (yx)^\ell \otimes x \right);
\]

\[
c_0 = 0 \quad \left( (yx)^1 \otimes 1 \right);
\]

\[
\beta_0 = 0 \quad \left( 1 \otimes (xy)^{\ell+1} \right).
\]

(2.8) (2.9) (2.10) (2.11) (2.12)

By the symmetry mentioned above, we also obtain the following equations (here we do not indicate the corresponding basis vectors):

\[
\tilde{\alpha}_i = \tilde{b}_i \quad (0 \leq i \leq \ell - 1); \quad \tilde{\alpha}_\ell = \tilde{a}_\ell; \quad \tilde{\beta}_i = \tilde{f}_i \quad (0 \leq i \leq \ell - 1); \quad \tilde{\beta}_i = \tilde{f}_{i-1} \quad (1 \leq i \leq \ell); \quad \tilde{\varphi}_i = \tilde{c}_{i-1} \quad (1 \leq i \leq \ell); \quad \tilde{c}_\ell = \tilde{\beta}_0 = 0; \quad \tilde{\beta}_0 = 0.
\]

Relations (2.10), (2.11), and (2.13) imply that

\[
0 = \beta_0 = \tilde{f}_0 = \beta_1 = \tilde{f}_1 = \beta_2 = \cdots = \tilde{f}_{\ell-1} = \beta_\ell.
\]

By (2.8), for \(0 \leq i \leq \ell - 1\) we have

\[
\alpha_i (xy)^i \otimes x(xy)^{\ell-i} + b_i (yx)^i \otimes (yx)^{\ell-i} = \alpha_i (xy)^i \otimes (yx)^{\ell-i} \cdot (1 \otimes x + x \otimes 1).
\]

Hence, replacing \(s\) with

\[
s' = (q', \tilde{q}') := s - \sum_{i=0}^{\ell-1} \alpha_i (xy)^i \otimes (yx)^{\ell-i} \cdot h_1,
\]

(2.14) (2.15)
we get an element for which the corresponding homogeneous component $q^{(t)}$ in $q'$ of degree $t$ involves no nonzero summands of the form
\[
\sum_{i=0}^{\ell-1} \alpha'_i(x^i) \otimes x(yx)^{\ell-i} + \sum_{i=0}^{\ell-1} b'_i x(yx)^i \otimes (yx)^{\ell-i}
\]
with $\alpha'_i, b'_i \in K$. Moreover, under such a replacement we can change only homogeneous components of $q$ and $\tilde{q}$ with degrees exceeding $t$. Hence, we may assume that, already for the initial element $s$, we have $\alpha_i = 0 = b_i$ with $0 \leq i \leq \ell - 1$.

Next, we have
\[
\varphi_i(yx)^i \otimes y(xy)^{\ell-i} + c_{i-1} y(xy)^{i-1} \otimes (yx)^{\ell+1-i}
= \varphi_i y(xy)^i \otimes y(xy)^{\ell-i} \cdot (x \otimes 1 + 1 \otimes x),
\]
\[
\gamma_i(yx)^i \otimes x(yx)^{\ell-i}
= \gamma_i(yx)^i \otimes (yx)^{\ell-i} \cdot (x \otimes 1 + 1 \otimes x)
\]
for $1 \leq i \leq \ell$,
\[
a_i x(yx)^i \otimes (xy)^{\ell-i} = a_i(x-y)^i \otimes (xy)^{\ell-i} \cdot (x \otimes 1 + 1 \otimes x)
\]
for $0 \leq i \leq \ell - 1$, and
\[
\alpha_i(x-y)^\ell \otimes x + a_i x(yx)^\ell \otimes 1 = \alpha_i(x-y)^\ell \otimes 1 \cdot (x \otimes 1 + 1 \otimes x).
\]
As before (cf. (2.15)), we modify $s$ with the help of a suitable multiple of the column $h_1$, obtaining a new element such that all coefficients in the decomposition of its component of degree $t$ (this decomposition is similar to (2.6)) are zero. Hence, we may assume that for the initial $s$ we have $q^{(t)} = 0$. By symmetry, we may also assume that $\tilde{q}^{(t)} = 0$ (to establish this, we can argue as above, using the column $h_2$ in place of $h_1$).

Step 2. Now we put $t = 2\ell$ with $1 \leq \ell \leq k - 1$. Then
\[
q^{(t)} = \sum_{i=0}^{\ell} \alpha_i(x-y)^i \otimes (xy)^{\ell-i} + \sum_{i=0}^{\ell-1} \beta_i(x-y)^i \otimes (yx)^{\ell-i}
\]
\[
+ \sum_{i=1}^{\ell} \gamma_i(yx)^i \otimes (yx)^{\ell-i} + \sum_{i=1}^{\ell-1} \varphi_i(yx)^i \otimes (yx)^{\ell-i}
\]
\[
+ \sum_{i=0}^{\ell-1} a_i x(yx)^i \otimes x(yx)^{\ell-1-i} + \sum_{i=0}^{\ell-1} b_i x(yx)^i \otimes y(xy)^{\ell-1-i}
\]
\[
+ \sum_{i=0}^{\ell-1} c_i y(xy)^i \otimes x(yx)^{\ell-1-i} + \sum_{i=0}^{\ell-1} f_i y(xy)^i \otimes y(xy)^{\ell-1-i},
\]
\[
\tilde{q}^{(t)} = \sum_{i=0}^{\ell} \tilde{\alpha}_i(yx)^i \otimes (yx)^{\ell-i} + \sum_{i=0}^{\ell-1} \tilde{\beta}_i(yx)^i \otimes (yx)^{\ell-i}
\]
\[
+ \sum_{i=1}^{\ell} \tilde{\gamma}_i(yx)^i \otimes (yx)^{\ell-i} + \sum_{i=1}^{\ell-1} \tilde{\varphi}_i(yx)^i \otimes (yx)^{\ell-i}
\]
\[
+ \sum_{i=0}^{\ell-1} \tilde{a}_i y(xy)^i \otimes y(xy)^{\ell-1-i} + \sum_{i=0}^{\ell-1} \tilde{b}_i y(xy)^i \otimes x(xy)^{\ell-1-i}
\]
\[
+ \sum_{i=0}^{\ell-1} \tilde{c}_i x(xy)^i \otimes y(xy)^{\ell-1-i} + \sum_{i=0}^{\ell-1} \tilde{f}_i x(xy)^i \otimes x(xy)^{\ell-1-i},
\]
where \( \alpha_i, \ldots, f_i, \bar{\alpha}_i, \ldots, \bar{f}_i \in K \). As at Step 1, the notation in \((2.20)\) and \((2.21)\) employs the symmetry mentioned above. Substituting \((2.20)\) and \((2.21)\) in \((2.5)\), we obtain the following equations (again we indicate the corresponding basis elements):

\[
\alpha_i = b_i \quad \text{for } 0 \leq i \leq \ell - 1 \quad (xy)^i x \otimes (xy)^{\ell-i};
\]

\[
\alpha_\ell = \bar{f}_{\ell-1} \quad (xy)^\ell \otimes x;
\]

\[
(2.22) \quad \beta_i = \bar{f}_i \quad \text{for } 0 \leq i \leq \ell - 1 \quad (xy)^i x \otimes (yx)^{\ell-i};
\]

\[
(2.23) \quad \beta_i = \bar{f}_{i-1} \quad \text{for } 1 \leq i \leq \ell - 1 \quad (xy)^i \otimes (xy)^{\ell-i} x;
\]

\[
(2.24) \quad \beta_0 = 0 \quad (1 \otimes (xy)^{\ell} x);
\]

\[
\alpha_0 = 0 \quad (xy)^{\ell} x \otimes 1.
\]

Relations \((2.22)-(2.24)\) imply

\[
0 = \beta_0 = \bar{f}_0 = \beta_1 = \bar{f}_1 = \cdots = \bar{f}_{\ell-2} = \beta_{\ell-1} = \bar{f}_{\ell-1}.
\]

Since

\[
\alpha_i(xy)^i \otimes (yx)^{\ell-i} + b_i x(xy)^i \otimes (yx)^{\ell-i} = \alpha_i(xy)^i \otimes y(xy)^{\ell-i} \cdot (1 \otimes x + x \otimes 1)
\]

for \(0 \leq i \leq \ell - 1\), we have

\[
\phi_i(xy)^i \otimes (yx)^{\ell-i} + c_i-1 y(xy)^{i-1} \otimes x(yx)^{\ell-i} = \phi_i(xy)^{i-1} \otimes (yx)^{\ell-i} \cdot (x \otimes 1 + 1 \otimes x),
\]

\[
\gamma_i(xy)^i \otimes (yx)^{\ell-i} = \gamma_i(xy)^{i-1} \otimes (yx)^{\ell-i} \cdot (x \otimes 1 + 1 \otimes x)
\]

for \(1 \leq i \leq \ell - 1\), and

\[
\gamma_0(xy)^\ell \otimes 1 + c_i-1 y(xy)^{i-1} \otimes x(yx)^{\ell-i} = \gamma_i(xy)^{\ell-1} \otimes 1 \cdot (x \otimes 1 + 1 \otimes x),
\]

\[
a_i(xy)^i \otimes x(yx)^{\ell-i} = a_i(xy)^i \otimes (yx)^{\ell-i} \cdot (x \otimes 1 + 1 \otimes x)
\]

for \(0 \leq i \leq \ell - 2\). Moreover, for \(\ell > 1\) we have

\[
a_{\ell-1} x(yx)^{\ell-1} \otimes x = a_{\ell-1}(xy)^{\ell-1} \otimes 1 \cdot (x \otimes 1 + 1 \otimes x),
\]

and if \(\ell = 1\), then

\[
a_0 x \otimes x = a_0 x \otimes 1 \cdot (x \otimes 1 + 1 \otimes x - y(xy)^{k-1} \otimes 1).
\]

Now, changing \(s\) with the help of a suitable multiple of the column \(h_1\) (cf. Step 1), we may assume that \(q^{(t)} = 0\) for the initial \(s\); by symmetry, we may also assume that \(\bar{q}^{(t)} = 0\).

Step 3. Let \(t = 2k - 1\). Again we represent the homogeneous components \(q^{(t)}\) and \(\bar{q}^{(t)}\) in the form \((2.6)\) and \((2.7)\), respectively; here we put \(\ell = k - 1\). Substituting this in \((2.5)\) and arguing as at Step 1, we obtain equations \((2.8)-(2.12)\) (again, \(\ell = k - 1\)) and the equations

\[
ck-1 + \bar{c}k-1 = 0;
\]

\[
(2.25) \quad c_{k-1} = \bar{\beta}_{k-1};
\]

\[
(2.26) \quad \beta_0 + \bar{\beta}_0 = 0.
\]
Relations (2.10) and (2.11) imply
\[ \beta := \beta_0 = \tilde{f}_0 = \beta_1 = \tilde{f}_1 = \cdots = \tilde{f}_{k-2} = \beta_{k-1}. \]

Using symmetry and also (2.25) and (2.26), we obtain
\[ \tilde{\beta}_0 = \tilde{f}_0 = \tilde{\beta}_1 = \tilde{f}_1 = \cdots = \tilde{f}_{k-2} = \tilde{\beta}_{k-1} = c_{k-1} = -\beta. \]

Arguing as at Step 1 (see (2.14) and (2.16)–(2.19)), we may assume that for \(q(t)\),
\[ \alpha_i = 0 \ (0 \leq i \leq k-1); \quad b_i = 0 \ (0 \leq i \leq k-2); \quad \gamma_i = 0 \ (1 \leq i \leq k-1); \]
\[ a_i = 0 \ (0 \leq i \leq k-1); \quad \varphi_i = 0 \ (1 \leq i \leq k-1); \quad c_i = 0 \ (0 \leq i \leq k-2). \]

Symmetry allows us to assume that for the homogeneous component \(\tilde{q}(t)\) the corresponding scalars are also zero (i.e., in the above formulas we can insert the tilde above the scalars). Thus,
\[
u := \left(\frac{q(t)}{\tilde{q}(t)}\right) = \beta \cdot \left(\frac{\sum_{i=0}^{k-1} (xy)^i \otimes (xy)^{k-1-i} - \sum_{i=0}^{k-1} y(xy)^i \otimes (xy)^{k-1-i}}{\sum_{i=0}^{k-1} x(xy)^i \otimes (xy)^{k-1-i} + \sum_{i=0}^{k-1} x(xy)^i \otimes (xy)^{k-1-i}}\right).
\]

A direct calculation shows that
\[ u = \beta \cdot (1 \otimes x \otimes x) \cdot h_1 \in \text{Im} \, d_1. \]

Hence, replacing \(s\) by \(s - u\), we may assume that \(q(t) = 0 = \tilde{q}(t)\) for the initial \(s\).

Step 4. Let \(t = 2\ell\) with \(k \leq \ell \leq 2k - 1\), and put \(\bar{t} = \ell - k\). The decomposition of the homogeneous components \(q(t)\) and \(\tilde{q}(t)\) in the standard basis can be written as follows:
\[
q(t) = \sum_{i=0}^{k-1} \alpha_i (xy)^i \otimes (xy)^{k-1-i} + \sum_{i=\ell}^{k} \beta_i (xy)^i \otimes (xy)^{\ell-i} \\
+ \sum_{i=0}^{k-1} \gamma_i (xy)^i \otimes (xy)^{k-1-i} + \sum_{i=\ell+1}^{k} \phi_i (xy)^i \otimes (xy)^{\ell-i} \\
(2.27)
\]

\[
\tilde{q}(t) = \sum_{i=0}^{k-1} \tilde{\alpha}_i (xy)^i \otimes (xy)^{k-1-i} + \sum_{i=\ell}^{k} \tilde{\beta}_i (xy)^i \otimes (xy)^{\ell-i} \\
+ \sum_{i=0}^{k-1} \tilde{\gamma}_i (xy)^i \otimes (xy)^{k-1-i} + \sum_{i=\ell+1}^{k} \tilde{\phi}_i (xy)^i \otimes (xy)^{\ell-i} \\
(2.28)
\]

where \(\alpha_i, \ldots, f_i, \tilde{\alpha}_i, \ldots, \tilde{f}_i \in K\). In fact, the case where \(\ell = k\) differs a little from the other cases treated at this step. We include this case in the arguments below, assuming that, for \(\ell = k\), in (2.27) and (2.28) we have \(\alpha_k = 0 = \tilde{\alpha}_k\).
Substituting (2.29) and (2.30) in (2.31), we obtain

(2.29) \[ \alpha_i = b_i \quad \text{and} \quad \varphi_i = c_{i-1} \quad \text{for} \quad \ell + 1 \leq i \leq k - 1; \]

(2.30) \[ \beta_i = \tilde{f}_i \quad \text{and} \quad \beta_i = \tilde{f}_{i-1} \quad \text{for} \quad \ell + 1 \leq i \leq k - 1; \]

(2.31) \[ \beta_k - c_{k-1} - \tilde{f}_{k-1} = 0; \]

(2.32) \[ \alpha_\tau - b_\tau - \tilde{f}_\tau = 0. \]

As at Step 2, relations (2.29) allow us to assume that, for the initial element \( s \in \text{Ker} \, d_0 \), we have

\[ \alpha_i = b_i = \varphi_i = 0 \quad \text{if} \quad \ell + 1 \leq i \leq k - 1; \]

\[ c_i = 0 \quad \text{if} \quad \ell \leq i \leq k - 2; \]

\[ a_i = 0 \quad \text{if} \quad \ell \leq i \leq k - 1. \]

By symmetry, we may assume that for the homogeneous component \( \tilde{q}^{(i)} \) the corresponding coefficients are also zero (i.e., in the above formulas we can insert the tilde above the coefficients). Moreover, relation (2.31) implies

\[ \beta := \tilde{f}_\tau = \beta_{\tau+1} = \tilde{f}_{\tau+1} = \cdots = \beta_{k-1} = \tilde{f}_{k-1}. \]

By symmetry, we also have

\[ \tilde{\beta} := f_\tau = \tilde{\beta}_{\tau+1} = f_{\tau+1} = \cdots = \tilde{\beta}_{k-1} = f_{k-1}. \]

Next, replacing \( s \) by the element

\[ s - \left( c_{k-1} y(xy)^{k-1} \otimes (yx)\gamma + b_\ast(xy)\gamma \otimes y(xy)^{k-1} \right) \cdot h_1, \]

we may assume that \( c_{k-1} = 0 = b_\ast \) for the initial \( s \). Then relations (2.31) and (2.32) imply that \( \alpha_\tau = \beta = \tilde{\beta}_k \). Similarly, we may assume that \( \alpha_\tau = \beta = \tilde{\beta}_k \). Thus,

\[ \left( \frac{q^{(i)}}{\tilde{q}^{(i)}} \right) = \left( \frac{\beta \cdot \sum_{i=\tau}^{k} (xy)^{i} \otimes (yx)_{\ell-i} + \tilde{\beta} \cdot \sum_{i=\tau}^{k-1} y(xy)^{i} \otimes y(xy)^{k-1-i}}{\beta \cdot \sum_{i=\tau}^{k} (xy)^{i} \otimes (yx)_{\ell-i} + \tilde{\beta} \cdot \sum_{i=\tau}^{k-1} x(xy)^{i} \otimes x(xy)^{k-1-i}} \right). \]

If \( \ell > k \), then, replacing \( s \) with the element

\[ s + \beta \left( x \otimes x(yx)\gamma - y(xy)^{k-1} \otimes (yx)\gamma \right) \cdot h_1, \]

we may assume that \( \beta = 0 \). For \( \ell = k \), the replacement of \( s \) with

\[ s + \beta \left( x \otimes x - x^2 \otimes 1 - 1 \otimes x^2 \right) \cdot h_1 \]

again allows us to assume that \( \beta = 0 \). Arguing by symmetry (with the use of the column \( h_2 \)) we may assume that for the initial \( s \) we also have \( \tilde{\beta} = 0 \).
Step 5. Consider the case where $t = 2\ell + 1$ with $k \leq \ell \leq 4k - 2$. The homogeneous component $q^{(t)}$ is represented in the form

$$q^{(t)} = \sum_{i=\ell+1}^{k} a_i(xy)^i \otimes x(yx)^{\ell-i} + \sum_{i=\ell+1}^{k} \beta_i(xy)^i \otimes y(xy)^{\ell-i}$$

$$+ \sum_{i=\tau+1}^{k-1} \gamma_i(xy)^i \otimes x(yx)^{\ell-i} + \sum_{i=\tau+1}^{k-1} \varphi_i(xy)^i \otimes y(xy)^{\ell-i}$$

$$+ \sum_{i=\ell}^{k-1} a_i(xy)^i \otimes (yx)^{\ell-i} + \sum_{i=\ell}^{k-1} b_i(xy)^i \otimes (yx)^{\ell-i}$$

$$+ \sum_{i=\tau}^{k-1} c_i(xy)^i \otimes (yx)^{\ell-i} + \sum_{i=\tau}^{k-1} f_i(xy)^i \otimes (yx)^{\ell-i}.$$

The homogeneous component $\tilde{q}^{(t)}$ has a similar representation, obtained by using the symmetry mentioned above (the corresponding coefficients can be supplied with the tilde; cf. (2.6) and (2.7)). Then equation (2.5) implies the relations

(2.33) $\alpha_i = b_i$ for $\ell + 1 \leq i \leq k - 1; \quad \varphi_i = c_{i-1}$ for $\ell + 2 \leq i \leq k - 1$;

(2.34) $\beta_i = \tilde{f}_i$ for $\ell + 1 \leq i \leq k - 1; \quad \beta_i = \tilde{f}_{i-1}$ for $\ell + 2 \leq i \leq k - 1$;

(2.35) $\beta_{\ell+1} - c_{k-1} - \tilde{f}_{k-1} = 0$;

(2.36) $\beta_{\ell+1} + \tilde{\varphi}_{\ell+1} - \tilde{c}_{\ell} = 0$.

From (2.34) it follows that

$$\beta := \beta_{\ell+1} = \tilde{f}_{\ell+1} = \cdots = \tilde{f}_{k-2} = \beta_{k-1} = \tilde{f}_{k-1}.$$

By symmetry, we obtain

$$\tilde{\beta} := \tilde{\beta}_{\ell+1} = f_{\ell+1} = \cdots = f_{k-2} = \tilde{\beta}_{k-1} = f_{k-1}.$$

As at Step 1, relations (2.33) allow us to assume that for $s$ we have

$$\alpha_i = b_i = \gamma_i = 0 \quad \text{for} \quad \ell + 1 \leq i \leq k - 1; \quad a_i = 0 \quad \text{for} \quad \ell \leq i \leq k - 1;$$

$$\varphi_i = 0 \quad \text{for} \quad \ell + 2 \leq i \leq k - 1; \quad c_i = 0 \quad \text{for} \quad \ell + 1 \leq i \leq k - 2.$$

Moreover, replacing $s$ with

(2.37) $s - \alpha_k(xy)^k \otimes (yx)^\ell \cdot h_1,$

we assume also that $\alpha_k = 0$. Observe that we may assume additionally that $c_{k-1} = 0$. Indeed, the replacement of $s = (q, \tilde{q})$ with the element

$$s - c_{k-1}y(xy)^{k-1} \otimes y(xy)^\ell \cdot h_1$$

affects only $\beta_k$ (besides $c_{k-1}$) and several homogeneous components of $q$ and $\tilde{q}$ of degree greater than $t$. Similarly, replacing $s$ with

$$s - \varphi_{\ell+1}y(xy)^\ell \otimes y(xy)^{k-1} \cdot h_1,$$

we may assume that $\varphi_{\ell+1} = 0$. Consequently, using (2.35) and (2.36), we obtain additionally that $\beta_k = \beta$ and $c_{\ell} = \tilde{\beta}$; by symmetry, we have $\tilde{\beta}_k = \tilde{\beta}$ and $\tilde{c}_{\ell} = \beta$. Similar
arguments, by symmetry, apply to the homogeneous component $\tilde{q}^{(t)}$. Thus,
\[
\left(\begin{array}{c}
\tilde{q}^{(t)}
\end{array}\right) = \left(\begin{array}{c}
\beta \cdot \sum_{i=\ell+1}^{k}(xy)^{i} \otimes y(xy)^{k-i} + \tilde{\beta} \cdot \sum_{i=\ell+1}^{k-2} y(xy)^{i} \otimes (xy)^{k-i} \\
\beta \cdot \sum_{i=\ell+1}^{k}(yx)^{i} \otimes x(xy)^{k-i} + \beta \cdot \sum_{i=\ell+1}^{k-2} x(xy)^{i} \otimes (xy)^{k-i}
\end{array}\right).
\]
Replacing $s$ with the element
\[
s + \beta \left(x \otimes (xy)^{\ell+1} - y(xy)^{k-1} \otimes y(xy)^{\ell}\right) \cdot h_1,
\]
we may assume that for the initial $s$ we have $\beta = 0$. By symmetry, we may also assume that $\tilde{\beta} = 0$.

Step 6. Consider the case where $t = 4k - 1$. We represent the homogeneous components $q^{(t)}$ and $\tilde{q}^{(t)}$ in the form
\[
q^{(t)} = \alpha(xy)^{k} \otimes x(yx)^{k-1} + \beta(xy)^{k} \otimes y(xy)^{k-1} + ax(yx)^{k-1} \otimes (xy)^{k} + cy(xy)^{k-1} \otimes (xy)^{k},
\]
\[
\tilde{q}^{(t)} = \tilde{\alpha}(yx)^{k} \otimes y(xy)^{k-1} + \tilde{\beta}(yx)^{k} \otimes x(yx)^{k-1} + \tilde{\alpha}y(xy)^{k-1} \otimes (yx)^{k} + \tilde{\beta}x(yx)^{k-1} \otimes (yx)^{k},
\]
with $\alpha, \beta, a, c, \tilde{\alpha}, \tilde{\beta}, \tilde{a}, \tilde{c} \in K$. Equation (2.33) implies a unique relation
\[
\beta - c + \tilde{\beta} - \tilde{c} = 0.
\]
As at Step 1, using an analog of (2.18) we may assume that $a = 0$. Moreover, as at Step 5, replacing $s$ with the element of the form (2.37), where $\ell = k - 1$, we may assume that $\alpha = 0$. By symmetry, $\tilde{\alpha} = 0 = \tilde{\alpha}$. Next, replacing $s$ by $s - c \cdot y(xy)^{k-1} \otimes y(x)^{k-1} \cdot h_1$, we may assume additionally that $c = 0$ and, by symmetry, also $\tilde{c} = 0$. Then $\beta + \tilde{\beta} = 0$; replacing $s$ with $s - \beta(xy)^{k} \otimes x \cdot h_1$, we may also assume that $\beta = 0 = \tilde{\beta}$.

Step 7. Finally, if $t = 4k$, then
\[
\left(\begin{array}{c}
q^{(t)}
\end{array}\right) = \left(\begin{array}{c}
\alpha(xy)^{k} \otimes (xy)^{k} \\
\tilde{\alpha}(yx)^{k} \otimes (yx)^{k}
\end{array}\right) = \alpha \cdot (xy)^{k} \otimes y(xy)^{k-1} \cdot h_1 + \tilde{\alpha} \cdot (yx)^{k} \otimes x(yx)^{k-1} \cdot h_2 \in \text{Im} \, d_1,
\]
where $\alpha, \tilde{\alpha} \in K$. A suitable replacement allows us to assume that for the initial $s$ we have $q^{(t)} = \tilde{q}^{(t)} = 0$. \hfill \Box

We return to the proof of Theorem 2.21. Consider the following sequence in the category of right $\Lambda$-modules:
\[
\Lambda \overset{\tilde{d}_0}{\rightarrow} \Lambda^2 \overset{\tilde{d}_1}{\rightarrow} \Lambda^2
\]
with
\[
\tilde{d}_0 = \left(\begin{array}{cc}
*(x \otimes 1 - 1 \otimes x) & *(y \otimes 1 - 1 \otimes y)
\end{array}\right),
\]
where the matrix of the homomorphism $\tilde{d}_1$ is the transpose of the matrix of $d_1$ (see 2.31); the entries of the matrix of $\tilde{d}_1$ determine the corresponding homomorphisms of multiplication by these elements from the left (cf. the notation in 2.39). Using the right-left-symmetric version of Lemma 2.4, we see that $\text{Ker} \, \tilde{d}_0 = \text{Im} \, \tilde{d}_1$. To the sequence (2.38), we apply the duality functor
\[
D = \text{Hom}_K (-, K) : \text{Mod-} \Lambda \longrightarrow \Lambda\text{-Mod}.
\]
Clearly, $D(\tilde{d}_1) = d_1$ and $D(\tilde{d}_0) = d_2$, whence, by the exactness of the functor, we obtain $\text{Ker} \, d_1 = \text{Im} \, d_2$.

**Proposition 2.5.** $\text{Im} \, d_3 = \Lambda g \simeq R$. 

Proof. First, we prove that $\dim_{K}(\Lambda g) = 4k$. Since $(x \otimes 1)g = (1 \otimes x)g$ and $(y \otimes 1)g = (1 \otimes y)g$, the vector space $\Lambda g$ is spanned by the elements

\begin{equation}
(xy)^i \otimes 1 \quad (1 \leq i \leq k - 1),
\end{equation}

\begin{equation}
(x(xy)^i \otimes 1) \quad (0 \leq i \leq k - 1),
\end{equation}

together with $g$ and $(xy)^k \otimes 1)g$. Clearly, all these elements are nonzero. Suppose that this set is linearly dependent. This means that there is a nonzero element $r \in R$ such that $(r \otimes 1)g = 0$. Using the grading on $\Lambda$ introduced above and the fact that $g$ is a homogeneous element (of degree $2k$), we may assume that $r$ is homogeneous. If $\deg r \in \{0, 2k\}$, we obtain a contradiction immediately. If $\deg r = 2i$ with $1 \leq i \leq k - 1$, then the corresponding two elements in (2.40) are linearly dependent. However, the decompositions of these elements in the standard basis of $\Lambda$, namely,

\begin{equation}
(xy)^i \otimes 1) = \sum_{t=1}^{k} (xy)^{t} \otimes (xy)^{k+i-t} + \sum_{t=1}^{k-1} (xy)^{t}x \otimes y(xy)^{k+i-t-1},
\end{equation}

\begin{equation}
(x(xy)^i \otimes 1) = \sum_{t=1}^{k} (yx)^{t} \otimes (xy)^{k+i-t} + \sum_{t=1}^{k-1} (yx)^{t}y \otimes x(xy)^{k+i-t-1},
\end{equation}

show that they are linearly independent. Similarly, using the decompositions of elements in (2.41) (with fixed $t$), we obtain a contradiction again.

Now we consider a $\Lambda$-homomorphism $\psi: \Lambda \to \Lambda g$ such that $\psi(1 \otimes 1) = g$. Since

\[\ker \psi \supseteq \Lambda \langle x \otimes 1 - 1 \otimes x, y \otimes 1 - 1 \otimes y \rangle = \ker \mu,\]

there exists an epimorphism $\psi': R \to \Lambda g$ with $\psi' \circ \mu = \psi$. Since $\dim_{K} \Lambda g = 4k$, $\psi'$ is an isomorphism.

To complete the proof of Theorem 2.21 it remains to show that the complex (2.32) is exact at the member $Q_3$, i.e., that $\dim_{K} \ker d_2 = \dim_{K} \im d_3$. We have already proved the exactness of the sequence

\[0 \leftarrow R \overset{\mu}{\leftarrow} Q_0 \overset{d_0}{\leftarrow} Q_1 \overset{d_1}{\leftarrow} Q_2 \overset{d_2}{\leftarrow} Q_3 \leftarrow \ker d_2 \leftarrow 0;\]

it follows that

\[\dim_{K} R + \dim_{K} Q_1 + \dim_{K} Q_3 = \dim_{K} Q_0 + \dim_{K} Q_2 + \dim_{K} \ker d_2.\]

Finally, we obtain

\[\dim_{K} \ker d_2 = \dim_{K} R = \dim_{K} \im d_3.\]

\section{Additive structure of the cohomology algebra}

Let $Q_\bullet \overset{\mu}{\leftarrow} R$ be the minimal $\Lambda$-projective resolution described in 2. Then we have

\[\HH^n(R) = \Ext^n_{\Lambda}(R, R) = \HH^n(\Hom_{\Lambda}(Q_\bullet, R)),\]

where $\Hom_{\Lambda}(Q_\bullet, R)$ is the complex

\begin{equation}
\left( \Hom_{\Lambda}(Q_n, R), \delta^n = \Hom_{\Lambda}(d_n, R) \right)_{n \geq 0}.
\end{equation}

Let $Z^n(R)$ (respectively, $B^n(R)$) denote the vector space of $n$-cocycles (respectively, $n$-coboundaries), i.e., $Z^n(R) = \ker \delta^n$, $B^n(R) = \im \delta^{n-1}$.

Since for any $n \geq 0$ the module $Q_n$ is isomorphic either to $\Lambda$ or to $\Lambda^2$, any element in $\Hom_{\Lambda}(Q_n, R)$ can be identified either with an element of $R$, or with a pair of elements of
Consider the decompositions of $r$ here $B$ and $\delta$ as follows: for any $r \in R$,

\begin{equation}
\delta^0(r) = \left((x \otimes 1 - 1 \otimes x)r, (y \otimes 1 - 1 \otimes y)r\right) = (xr - rx, yr - ry).
\end{equation}

**Proposition 3.0.1.** $\dim_K \HH^0(R) = k + 3, \dim B^1(R) = 3(k - 1)$.

**Proof.** By [12 III.14], the center $Z(R) = Z^0(R)$ of the algebra $R$ admits the following basis:

\begin{equation}
\{1, xy + yx, (yx)^2 + (xy)^2, \ldots, (xy)^{k-1} + (yx)^{k-1}, x(yx)^{k-1}, y(xy)^{k-1}, (xy)^k\}.
\end{equation}

Therefore, $\dim_K \HH^0(R) = k + 3$ and $\dim B^1(R) = \dim_K R - \dim_K Z^0(R) = 3(k - 1)$. \square

**Remark 3.0.2.** In the sequel, for some of the elements in (3.3) we use an abbreviated notation:

\begin{equation}
p_1 := xy + yx, \quad p_2 := x(yx)^{k-1}, \quad p'_2 := y(xy)^{k-1}, \quad p_3 := (xy)^k.
\end{equation}

Observe that $(xy)^i + (yx)^i = p_1^1$ with $1 \leq i \leq k - 1$. Moreover, if char $K \neq 2$, then $(xy)^k = \frac{1}{2}p'_2$.

**Remark 3.0.3.** Letting $r$ in (3.2) run over the standard basis of the algebra $R$, we easily see that $B^1(R)$ admits the following basis:

\begin{equation}
((xy)^i - (yx)^i, 0), (0, (yx)^i - (xy)^i), (x(yx)^i, -y(xy)^i), \quad \text{where} \ 1 \leq i \leq k - 1.
\end{equation}

### 3.1. The differential $\delta^1$.

To study the differential $\delta^1 : R^2 \rightarrow R^2$, we need to impose additional assumptions on the parameter $k$ (see (1.1)) and on $p = \text{char } K$.

**Case 1:** $k \geq 3$. In this case the condition $(r_1, r_2) \in Z^1(R)$ is equivalent to the following system of equations (over $R$):

\begin{equation}
\begin{cases}
xr_1 + r_1x - \sum_{i=0}^{k-2} (yx)^i \cdot r_1 \cdot y(xy)^{k-2-i} - \sum_{i=0}^{k-1} (yx)^i \cdot r_2 \cdot (xy)^{k-1-i} = 0, \\
- \sum_{i=0}^{k-1} (yx)^i \cdot r_1 \cdot (yx)^{k-1-i} + yr_2 + r_2y - \sum_{i=0}^{k-2} (xy)^i x \cdot r_2 \cdot x(yx)^{k-2-i} = 0.
\end{cases}
\end{equation}

Consider the decompositions of $r_1$ and $r_2$ in the standard basis of the algebra $R$:

\begin{equation}
r_1 = \sum_{b \in B} \lambda_b b, \quad r_2 = \sum_{b \in B} \mu_b b;
\end{equation}

here $B := B_\delta$, and $\lambda_b, \mu_0 \in K$. Substituting this in the first equation in (3.5), we obtain the relations

\begin{align*}
2\lambda_1 &= 0, \quad \mu_1 = \lambda_{y(xy)^{k-2}}; \\
\lambda_{y(xy)^{k-1-i}} &= 0 \quad \text{for} \ 1 \leq i \leq k - 2; \\
\lambda_{(yx)^i} + \lambda_{(xy)^i} &= 0 \quad \text{for} \ 1 \leq i \leq k - 1; \\
(3 - k)\lambda_x &= k\mu_y; \\
2\lambda_{y(xy)^{k-1-i}} &= \mu_{xy} + \mu_{yx}.
\end{align*}
By symmetry, the second equation in (3.5) implies

\[(3.10)\quad 2\mu_1 = 0, \quad \lambda_1 = \mu_{x(yz)^{k-2}}; \]
\[\mu_{x(yz)^{i-1}} = 0 \quad \text{for } 1 \leq i \leq k - 2; \]
\[(3.11)\quad \mu_{(xy)^i} + \mu_{(yx)^i} = 0 \quad \text{for } 1 \leq i \leq k - 1; \]
\[(3.12)\quad (3-k)\mu_y = k\lambda_x; \]
\[2\mu_{x(yz)^{k-1}} = \lambda_{yz} + \lambda_{xy}. \]

It should be noted that the scalars \(\lambda_{x(yz)^i}\) and \(\mu_{y(xy)^i}\) with \(1 \leq i \leq k - 1\) do not occur in these two groups of relations, so that the elements in \(\text{Hom}_\Lambda(Q_1, R) = R^2\) of the form

\[(3.13)\quad (x(yx)^i, 0), (0, y(xy)^i) \quad \text{for } 1 \leq i \leq k - 1 \]

lie in \(Z^1(R)\).

Next, (3.9) and (3.11) yield

\[(3.14)\quad 2\lambda_{y(xy)^{k-1}} = 0. \]

By symmetry,

\[(3.15)\quad 2\mu_{x(yz)^{k-1}} = 0. \]

Moreover, from (3.8) and (3.12) it follows that the scalars \(\lambda_x\) and \(\mu_y\) satisfy a homogeneous system of linear equations (over \(K\)) with the matrix

\[C = \begin{pmatrix} 3-k & -k \\ -k & 3-k \end{pmatrix}. \]

Case 1.1: \(p = 2\). We continue to study system (3.5) under the additional assumption \(\text{char } K = 2\).

**Proposition 3.1.1.** If \(p = 2\) and \(k \geq 3\), then a \(K\)-basis of the vector space \(HH^1(R)\) is formed by the cohomology classes of the following elements in \(\text{Hom}_\Lambda(Q_1, R) = R^2\):

\[(3.16)\quad (1, x(yx)^{k-2}), (y(xy)^{k-2}, 1); \]
\[(3.17)\quad (x(yx)^i, 0) \quad \text{for } 1 \leq i \leq k - 1; \]
\[(3.18)\quad (y(xy)^{k-1}, 0), (0, x(yx)^{k-1}); \]
\[(3.19)\quad ((xy)^k, 0), (0, (xy)^k). \]

**Proof.** Now we have \(\det C = 1\), whence \(\lambda_x = 0 = \mu_y\). Arguing as above, we easily show that as a \(K\)-basis of the vector space \(Z^1(R)\) we can take the set formed by the elements listed in (3.16), (3.17), (3.18), and (3.19), and also by the elements

\[(3.20)\quad ((xy)^i - (yx)^i, 0), (0, (yx)^i - (xy)^i) \quad \text{for } 1 \leq i \leq k - 1. \]

Combining this and Remark 3.0.3 we arrive at the desired statement. \(\square\)

**Corollary 3.1.2.** If \(p = 2\) and \(k \geq 3\), then

\[\dim_K Z^1(R) = 4k + 2, \quad \dim_K HH^1(R) = k + 5, \quad \dim_K B^2(R) = 4k - 2. \]
Remark 3.1.3. It is verified directly that the vector space \( B^2(R) \) is generated by the following elements:

\[
\begin{align*}
(3.21) & \quad ((xy)^i + (yx)^i, 0, (yx)^i + (xy)^i) \quad \text{for } 1 \leq i \leq k - 1, \\
& \quad (x(yx)^i, 0, y(xy)^i) \quad \text{for } 2 \leq i \leq k - 1,
\end{align*}
\]

\[
\begin{align*}
(3.22) & \quad \delta^1(x,0) = ((3-k)y(xy)^{k-1}, -KB(yx)^{k-1}), \\
(3.23) & \quad \delta^1(0,y) = (-ky(xy)^{k-1}, (3-k)x(yx)^{k-1}), \\
\delta^1(xy, 0) &= (xy, -xy)^k), \quad \delta^1(0, yx) = (-(xy)^k, yxy).
\end{align*}
\]

Since the number of these elements is equal to \( 4k - 2 \), they form a basis of \( B^2(R) \). Furthermore, \( \det C \neq 0 \), so that we can replace \( \delta^1(x,0) \) and \( \delta^1(0,y) \) in this basis by the elements

\[
\begin{align*}
\left( y(xy)^{k-1}, 0 \right) \quad \text{and} \quad \left( 0, x(yx)^{k-1} \right).
\end{align*}
\]

Remark 3.1.4. In the sequel, if \( f \in Z^n(R) \) is an \( n \)-cocycle, its cohomology class is often denoted still by \( f \).

Case 1.2: \( p = 3 \). Relations (3.17), (3.19), (3.14), and (3.15) imply that

\[
\begin{align*}
(3.24) & \quad \lambda_1 = 0 = \mu_1, \quad \lambda_{y(xy)^{k-2}} = 0 = \mu_{x(yx)^{k-2}}, \quad \lambda_{y(xy)^{k-1}} = 0 = \mu_{x(yx)^{k-1}}.
\end{align*}
\]

Now we consider two subcases.

Case 1.2a: Assume additionally that 3 does not divide \( k \).

Proposition 3.1.5. If \( p = 3, k \geq 3, \) and 3 does not divide \( k \), then a \( K \)-basis of the vector space \( HH^1(R) \) is formed by the cohomology classes of the elements listed in (3.17) and (3.19), together with the cohomology class of the element \( (x, -y) \).

Proof. In this case we have \( \text{rk} C = 1 \); hence, the homogeneous system of linear equations with the matrix \( C \) reduces to a single equation, namely, to \( \lambda_x + \mu_y = 0 \), whence we see that \( (x, -y) \in Z^1(R) \). The above arguments show that the elements occurring in (3.13), (3.19), and (3.20), together with \( (x, -y) \), form a basis of \( Z^1(R) \). Now, Remark 3.0.3 completes the proof of Proposition 3.1.5.

Corollary 3.1.6. If \( p = 3, k \geq 3, \) and 3 does not divide \( k \), then

\[
\dim_K Z^1(R) = 4k - 1, \quad \dim_K HH^1(R) = k + 2, \quad \dim_K B^2(R) = 4k + 1.
\]

Remark 3.1.7. It is easily seen that, in the case under consideration (i.e., \( p = 3 \) does not divide \( k \) and \( k \geq 3 \)), the vector space \( B^2(R) \) is generated by the set consisting of the elements occurring in (3.21) and the elements

\[
\begin{align*}
(3.25) & \quad \delta^1(1, 0) = (2x, -(yx)^{k-1} - (xy)^{k-1}), \quad \delta^1(0, 1) = ((xy)^{k-1} - (yx)^{k-1}, 2y), \\
& \quad -\frac{1}{k}\delta^1(x, 0) = (y(xy)^{k-1}, x(yx)^{k-1}), \\
& \quad \frac{1}{2}\delta^1(y(xy)^{k-1}, 0) = ((xy)^{k}, 0), \quad \frac{1}{2}\delta^1(0, x(yx)^{k-1}) = (0, (xy)^{k}).
\end{align*}
\]

This set is a basis of \( B^2(R) \), because its cardinality is equal to \( 4k + 1 \). Moreover, since \( (0, (yx)^{k-1} + (xy)^{k-1}), ((xy)^{k-1} + (yx)^{k-1}, 0) \in B^2(R) \), the elements \( \delta^1(1, 0) \) and \( \delta^1(0, 1) \) can be replaced in this basis with \((x, 0)\) and \((0, y)\).

Case 1.2b: 3 divides \( k \).

Proposition 3.1.8. If \( p = 3 \) and 3 divides \( k \), then a \( K \)-basis of the vector space \( HH^1(R) \) is formed by the cohomology classes of the elements occurring in (3.17) and (3.19), together with the cohomology classes of the elements \( (x, 0) \) and \( (0, y) \).
Proof. Now we have \( \text{rk} \, C = 0 \); hence, to get a basis of the vector space \( Z^1(R) \), we need to adjoin the elements \((x, 0)\) and \((0, y)\) to the elements listed in (3.13), (3.19), and (3.20). Then the proof is completed in the same way as that of Proposition 3.1.5. \( \square \)

Corollary 3.1.9. If \( p = 3 \) and \( 3 \) divides \( k \), then
\[
\dim_K Z^1(R) = 4k, \quad \dim_K HH^1(R) = k + 3, \quad \dim_K B^2(R) = 4k.
\]

Remark 3.1.10. Under the assumptions of Proposition 3.1.8, a basis of \( B^2(R) \) is obtained by deleting the element \((y(xy)^{k-1}, x(yx)^{k-1})\) from the set indicated in Remark 3.1.7 (because now we have \( \delta^1(x, 0) = 0 \); see (3.22)).

Case 1.3: \( p \notin \{2, 3\} \). Again we consider two subcases.

Case 1.3a: Assume additionally that \( 3 - 2k \neq 0 \) (in the field \( K \)), i.e., \( \text{rk} \, C = 2 \).

Proposition 3.1.11. If \( p \notin \{2, 3\} \), \( k \geq 3 \), and \( p \) does not divide \( 3 - 2k \), then a \( K \)-basis of the vector space \( HH^1(R) \) is formed by the cohomology classes of the elements occurring in (3.17) and (3.19).

Proof. First, relations (3.24) are satisfied since \( p \neq 2 \) (cf. case 1.2). Moreover, we have \( \text{rk} \, C = 2 \), whence \( \lambda_x = 0 = \mu_y \). Consequently, the vector space \( Z^1(R) \) admits a basis consisting of the elements of the form (3.13), (3.19), and (3.20). Using Remark 3.1.5 we obtain the desired statement. \( \square \)

Corollary 3.1.12. If \( p \notin \{2, 3\} \), \( k \geq 3 \), and \( p \) does not divide \( 3 - 2k \), then
\[
\dim_K Z^1(R) = 4k - 2, \quad \dim_K HH^1(R) = k + 1, \quad \dim_K B^2(R) = 4k + 2.
\]

Remark 3.1.13. Under the assumptions of Proposition 3.1.11, the vector space \( B^2(R) \) is generated by the set of elements indicated in (3.21) and (3.26), together with the elements \( \delta^1(x, 0), \delta^1(0, y) \) (see (3.22) and (3.23)). Since the cardinality of this set is equal to \( 4k + 2 \), this is a basis of \( B^2(R) \). Moreover, since \( \text{rk} \, C = 2 \), we see that the elements \( \delta^1(x, 0) \) and \( \delta^1(0, y) \) can be replaced in this basis with the elements \((y(xy)^{k-1}, 0)\) and \((0, x(yx)^{k-1})\).

Case 1.3b: Assume that \( 3 - 2k = 0 \) in \( K \). Clearly, in this case \( p \) does not divide \( k \) and \( \text{rk} \, C = 1 \).

Proposition 3.1.14. If \( p \notin \{2, 3\} \) and \( p \) divides \( 3 - 2k \), then a \( K \)-basis of the vector space \( HH^1(R) \) is formed by the cohomology classes of the elements occurring in (3.17) and (3.19), together with the cohomology class of the element \((x, y)\).

Proof. Since \( \text{rk} \, C = 1 \), the homogeneous system of linear equations with the matrix \( C \) reduces to a single equation, namely, to \( \lambda_x - \mu_y = 0 \), whence we see that \((x, y) \in Z^2(R)\). Now the proof can be completed like that of Proposition 3.1.5. \( \square \)

Corollary 3.1.15. If \( p \notin \{2, 3\} \) and \( p \) divides \( 3 - 2k \), then
\[
\dim_K Z^1(R) = 4k - 1, \quad \dim_K HH^1(R) = k + 2, \quad \dim_K B^2(R) = 4k + 1.
\]

Remark 3.1.16. Under the assumptions of Proposition 3.1.14, the vector space \( B^2(R) \) is generated by the set indicated in Remark 3.1.4. To see this, we need a minor modification in the corresponding argument; in fact, now we have (cf. (3.25))
\[
-\frac{1}{k} \delta^1(x, 0) = (-y(xy)^{k-1}, x(yx)^{k-1}).
\]
Case 2: $k = 2$. If $k = 2$, then the condition $\delta^1(r_1, r_2) = 0$ implies the following relations for coefficients in the decompositions of the elements $r_1$ and $r_2$ (see (3.30)):

$$\begin{align*}
2\lambda_1 &= 0 = \mu_1, \quad \lambda_y = \mu_1, \quad \mu_x = \lambda_1, \\
\lambda_1 &= \lambda_{xy} + \lambda_{yx}, \quad \mu_1 = \mu_{xy} + \mu_{yx}; \\
\left\{ \begin{array}{l}
\lambda_x - 2\mu_y = 0, \\
2\lambda_x - \mu_y = 0;
\end{array} \right.
\end{align*}$$ (3.27)

$$\begin{align*}
\left\{ \begin{array}{l}
\lambda_y + \mu_{xy} + \mu_{yx} = 2\lambda_{xy}, \\
\mu_x + \lambda_{xy} + \lambda_{yx} = 2\mu_{yx}.
\end{array} \right.
\end{align*}$$ (3.28)

Case 2.1: $p = 2$. We continue the analysis of the above relations under the additional assumption that $p = 2$.

**Proposition 3.1.17.** If $p = 2$ and $k = 2$, then a $K$-basis of the vector space $\text{HH}^1(R)$ is formed by the cohomology classes of the elements

$$\begin{align*}
(1 + xy, x), \quad (y, 1 + yx), \quad (xy, 0), \quad (0, xy), \quad (xy, 0), \quad ((xy)^2, 0), \quad (0, (xy)^2).
\end{align*}$$ (3.29)

**Proof.** If $p = 2$, then (3.27) implies $\lambda_y = 0 = \mu_y$, while (3.28) is a consequence of the remaining relations and can be omitted. It follows that, as a basis for $Z^1(R)$, we can take the set of elements listed in (3.29) together with

$$\begin{align*}
(xy - yx, 0), \quad (0, xy - xy), \quad (0, yxy).
\end{align*}$$

Using Remark 3.1.8, we arrive at the desired statement. \qed

**Remark 3.1.18.** The proof of Proposition 3.1.17 shows that the formulas for the dimensions of the vector spaces $Z^1(R)$, $H^1(R)$, and $B^2(R)$, as indicated in Corollary 3.1.12, remain valid in the case in question. Moreover, we can argue as in Remark 3.1.8 to prove that, as a basis for $B^2(R)$, we can take the set of the following elements:

$$\begin{align*}
(xy + yx, yxy), \quad (yx, xy + yx), \quad (yxy, 0), \quad (0, xy), \quad (xy, (xy)^2), \quad ((xy)^2, yxy).
\end{align*}$$

Case 2.2: $p \neq 2$. If $p \neq 2$ (and $k = 2$), then it is easily seen that the arguments of Case 1.2 (for $p = 3$) and Case 1.3 (for $p \notin \{2, 3\}$) apply without change.

### 3.2. The differential $\delta^2$.

In this subsection we study the differential $\delta^2: R^2 \to R$, where

$$\delta^2(r_1, r_2) = x(r_1) - r_1x + yr_2 - r_2y,$$

and also we describe $\text{HH}^2(R)$.

**Proposition 3.2.1.** a) The vector space $Z^2(R)$ admits a $K$-basis formed by the following elements:

$$\begin{align*}
(3.30)
(y(xy)^i, x(yx)^i) & \text{ for } 0 \leq i \leq k - 2; \\
(3.31)
((xy)^i + (yx)^i, 0), \quad (0, (yx)^i + (xy)^i), \quad (x(yx)^i, 0), \quad (0, y(xy)^i) & \text{ for } 1 \leq i \leq k - 1; \\
(3.32)
(1, 0), \quad (0, 1), \quad (x, 0), \quad (0, y); \\
(3.33)
(y(xy)^{k-1}, 0), \quad (0, x(yx)^{k-1}); \\
(3.34)
((xy)^k, 0), \quad (0, (xy)^k).
\end{align*}$$

b) The vector space $B^2(R)$ admits a $K$-basis formed by the elements

$$\begin{align*}
(3.35)
(xy)^i - (yx)^i, \quad x(yx)^i, \quad y(xy)^i & \text{ for } 1 \leq i \leq k - 1.
\end{align*}$$
Proposition 3.2.3. Proof. Looking at decompositions of the form (3.37) in the standard basis of \( R \), we see that the relation \( \delta^2(r_1, r_2) = 0 \) is equivalent to the following equations for the coefficients \( \lambda_i, \mu_i (b \in B_{st}) \) of these decompositions:

\[
\begin{align*}
\lambda_{y(x^i)} &= \mu_{x(y^i)}, & & \text{for } 0 \leq i \leq k - 2; \\
\lambda_{(y^i)x} &= \mu_{(x^i)y}, & & \text{for } 1 \leq i \leq k - 1.
\end{align*}
\]

This implies directly that the set of elements listed in (3.30)–(3.34) is a basis of \( Z^2(R) \). In particular, we have \( \dim_K Z^2(R) = 5k + 3 \), \( \dim_K B^3(R) = 3k - 3 \).

Next, computing all elements of the form \( \delta^2(b, 0) \) and \( \delta^2(0, b) \) with \( b \in B_{st} \), we see that the elements in (3.35) generate \( B^3(R) \). Since their number is equal to \( \dim_K B^3(R) \), they form a basis of this vector space.

Corollary 3.2.2. a) \( \dim_K Z^2(R) = 5k + 3 \), \( \dim_K B^3(R) = 3k - 3 \).

b) \( \dim_K HH^2(R) = \begin{cases} 
  k + 5 & \text{if } p = 2, \\
  k + 3 & \text{if } p = 3 \text{ and } 3 \text{ divides } k, \\
  k + 2 & \text{if } p = 3 \text{ and } 3 \text{ does not divide } k, \\
  k + 1 & \text{if } p \notin \{2, 3\} \text{ and } p \text{ divides } 3 - 2k,
\end{cases} \)

Proof. Statement a) follows from Proposition 3.2.1. Statement b) follows from Corollaries 3.1.9 and 3.1.10 and from Remark 3.1.18.

Proposition 3.2.3. a) If \( p = 2 \), then a \( K \)-basis of the vector space \( HH^2(R) \) is formed by the cohomology classes of the elements occurring in (3.30), (3.32), and (3.34).

b) Let \( p = 3 \). If \( 3 \) does not divide \( k \), then a \( K \)-basis of the vector space \( HH^2(R) \) is formed by the cohomology classes of the elements (3.30) and the cohomology classes of the elements

\[
(1, 0), \ (0, 1), \ (y(x^ky^{k-1}), 0).
\]

If \( 3 \) divides \( k \), we should add the element \((0, x(y^k)^{-1})\) to the preceding set in order to get a basis of \( HH^2(R) \).

c) Assume that \( p \notin \{2, 3\} \). If \( p \) divides \( 3 - 2k \), then a \( K \)-basis for the vector space \( HH^2(R) \) is formed by the set of the cohomology classes of the elements listed in (3.30) and (3.33). If \( p \) does not divide \( 3 - 2k \), then we should remove the element \((y(x^ky^{k-1}), 0)\) from the preceding set in order to get a basis of \( HH^2(R) \).

Proof. In all cases, the statements follow (with the help of Corollary 3.2.2) immediately from Proposition 3.2.1 and Remarks 3.1.3, 3.1.7, 3.1.10, 3.1.13, 3.1.16, and 3.1.18 in which the corresponding bases for \( B^2(R) \) were presented.

3.3. The differential \( \delta^3 \). Since the resolution (2.2) is 4-periodic, it remains to study the differential \( \delta^3 : R \to R \). Since \( \delta^3 = g \), we have

\[
\delta^3(r) = \sum_{i=1}^{k} (yx)^i \cdot r \cdot (yx)^{k-i} + \sum_{i=0}^{k-1} y(x^i) \cdot r \cdot x(yx)^{k-1-i} + \sum_{i=0}^{k-1} x(y^i) \cdot r \cdot y(x)^{k-1-i} + \sum_{i=0}^{k-1} (yx)^i \cdot r \cdot (yx)^{k-i}.
\]

Proposition 3.3.1. a) If \( p \) does not divide \( 2k \), then the set \( B_{st} \setminus \{1\} \) is a basis for \( Z^3(R) \).

b) If \( p \) divides \( 2k \), then \( \delta^3 = 0 \), whence \( Z^3(R) = R \).
Proof. Since \( g \) is a homogeneous element of degree \( 2k \) (see (2.4)), for any \( b \in \mathcal{B}_d \setminus \{1\} \) we have \( \delta^3(b) = 0 \). Moreover, relation (3.37) implies \( \delta^3(1) = 4k(xy)^k \). Now, both statements follow immediately. \( \square \)

**Proposition 3.3.2.** a) If \( p \) divides \( 2k \), then a \( K \)-basis of the vector space \( \text{HH}^3(R) \) is formed by the cohomology classes of the following elements:

\[
\text{(3.38)} \quad \begin{cases}
1, x, y, \\
(xy)^i \quad \text{with } 1 \leq i \leq k.
\end{cases}
\]

If \( p \) does not divide \( 2k \), then in order to get a basis of \( \text{HH}^3(R) \), we should remove the element \( 1 \) from (3.38).

b) If \( p \) divides \( 2k \), then

\[ \text{HH}^4(R) \simeq \text{HH}^0(R). \]

If \( p \) does not divide \( 2k \), then a \( K \)-basis for the vector space \( \text{HH}^4(R) \) is formed by the cohomology classes of the elements

\[
(xy)^i + (yx)^i \quad \text{for } 1 \leq i \leq k - 1,
\]

Together with the cohomology classes of the elements \( 1, x(yx)^{k-1}, y(xy)^{k-1} \).

**Proof.** The first statement follows from Propositions 3.3.3(a) and 3.2.4(b); the second is a consequence of the proofs of Propositions 3.3.1 and 3.0.1. \( \square \)

**Corollary 3.3.3.**

\[
\dim_K \text{HH}^3(R) = \dim_K \text{HH}^4(R) = \begin{cases}
k + 3 \quad \text{if } p \text{ divides } 2k, \\
k + 2 \quad \text{if } p \text{ does not divide } 2k.
\end{cases}
\]

\[ \text{§4. Generators and relations} \]

We briefly recall an interpretation of the Yoneda product in 

\[ \text{HH}^*(R) = \text{Ext}^*_\Lambda(R, R) = \bigoplus_{n \geq 0} \text{Ext}^n(R, R), \]

which was used in [11].

Let \( \mu: Q_\bullet \to R \) be the minimal \( \Lambda \)-projective resolution (see §2). Let \( \text{Hom}_\Lambda(Q_\bullet, R) = (\text{Hom}_\Lambda(Q_n, R), \delta^n) \) be the complex (3.21). Any \( n \)-cocycle \( f \in Z^n(R) = \text{Ker} \delta^n \) is lifted (uniquely up to homotopy) to a chain map of complexes \( \{\varphi_i: Q_{n+i} \to Q_i\}_{i \geq 0} \). The homomorphism \( \varphi_i \) is called the \( i \)th translate of the cocycle \( f \) and will be denoted by \( T_i(f) \). For cocycles \( f \in \text{Ker} \Delta^n \) and \( g \in \text{Ker} \Delta^t \), we have \( \text{cl}g \cdot \text{cl}f = \text{cl}(\mu T^n(g)(T^t(f))) \). Consequently, for us it suffices to know the composition of the translates \( T^n(g) \) and \( T^t(f) \). In the sequel, we shall use direct decompositions of the modules \( Q_i \) to describe the translates of cocycles and their products with the help of the matrices that correspond to such decompositions. Observe that, by the graded-commutativity of the algebra \( \text{HH}^*(R) \), to compute the product of a pair of homogeneous elements in \( \text{HH}^*(R) \) it suffices to know, for an element of degree \( i \), its translates of order not exceeding \( i \).

4.1. char \( K = 2 \). In this subsection, we assume that the ground field \( K \) has characteristic two, if not stipulated otherwise.

**Case 1:** \( k \geq 3 \). Consider the following homogeneous elements in \( \text{HH}^*(R) \):

- of degree 1: \( u_1 := (1, x(yx)^{k-2}), u'_1 := (y(xy)^{k-2}, 1), u_2 := (xy, 0) \);
- of degree 2: \( v_1 := (y, x), v_2 := (x, 0), v'_2 := (0, y) \);
- of degree 3: \( w := xy \);
- of degree 4: \( z := 1 \).
Recall that earlier we have distinguished (in the case of a field $K$ with arbitrary characteristic) certain elements in $\text{HH}^0(R)$: $p_1, p_2, p'_2, p_3$ (see \[3.3\]).

**Proposition 4.1.1.** Assume that $p = 2$ and $k \geq 3$. Then, in the algebra $\text{HH}^*(R)$, the elements of the set

\begin{equation}
\mathcal{Y}_1 = \{ p_1, p_2, p'_2, p_3, u_1, u_2, v_1, v_2, w, z \}
\end{equation}

satisfy the following relations:

\begin{align}
(4.1) & \quad p_1^k = p_2^2 = (p'_2)^2 = p_1p_2 = p_1p'_2 = p_2p'_2 = 0, \\
(4.2) & \quad \left\{ \begin{array}{ll}
p_1^k = p_2^2 = (p'_2)^2 = p_1p_2 = p_1p'_2 = p_2p'_2 = 0, \\
p_3^2 = p_1p_3 = p_2p_3 = p'_2p_3 = 0;
\end{array} \right. \\
(4.3) & \quad \left\{ \begin{array}{ll}
p_1^{k-1}u_2 = p_2u_2 = p'_2u_2 = p_3u_2 = 0, \\
p_2u_1 = p'_2u'_1 = p_1^{k-2}u_2;
\end{array} \right. \\
(4.4) & \quad \left\{ \begin{array}{ll}
p_1^{k-1}v_1 = p_2v_2 = p'_2v'_2 = p_3v_1 = p_3v'_2 = 0, \\
p_2w = p'_2w = p_3w = 0;
\end{array} \right. \\
(4.5) & \quad p_2v_1 = p_1v'_2 = p'_2v_2 = p_3u_1^3, \\
(4.6) & \quad p_2v_1 = p_1v'_2 = p'_2v_2 = p_3u_1^3; \\
(4.7) & \quad u_1v'_1 = kp_1^{k-2}v_1; \\
(4.8) & \quad u_1u_2 = kp_3(u'_1)^2, \quad u'_1u_2 = kp_3u_1^3, \quad u_2^3 = 0; \\
& \quad u_2v_2 = u_2v'_2 = 0, \quad u_2v_1 = p_1w, \quad u'_1v_2 = u_1v'_2 = p_3^{k-2}w; \\
(4.9) & \quad u_1v_1 = u'_1v'_2, \quad u'_1v_1 = u_1v_2, \quad u_1^3 = (u'_1)^3; \\
& \quad v_2^2 = (v'_2)^2 = v_1v_2 = v_1v'_2 = v_2v'_2 = 0; \\
(4.10) & \quad v_1^2 = p_1^{k-2}w, \quad u_1w = u'_1w = u_2w = v_2w = v'_2w = 0; \\
& \quad v_1w = p_1u_2z, \quad w^2 = 0.
\end{align}

**Proof.** Relations \[4.2\]–\[4.5\] are verified directly. To prove the remaining relations, we need to compute the translates of suitable order for the elements in $\mathcal{Y}_1$ that have a positive degree. By the 4-periodicity of the minimal $\Lambda$-projective resolution \[2.2\], for the element $z$ the identity maps of the corresponding modules can be taken as the translates $T^i(z)$.

**Lemma 4.1.2.** For the role of those translates of the elements in $\mathcal{Y}_1 \setminus \{ z \}$ that have a positive degree, we can take the homomorphisms determined by the following matrices:

\begin{align}
& \quad T^0(u_1) = \left( 1 \otimes 1, \quad x(yx)^{k-2} \otimes 1 \right), \\
& \quad T^1(u_1) = \left( 1 \otimes 1 + (xy)^{k-2} \otimes (xy)^{k-1} + (yx)^{k-2} \otimes (yx)^{k-1} \frac{\sum_{i=0}^{k-2} y(xy)^i \otimes (yx)^{k-2-i}}{\sum_{i=0}^{k-2} (yx)^i \otimes y(xy)^{k-2-i}} \right)
\end{align}

with

\begin{align}
& \quad T^1(u_1)_{2,2} = \sum_{i=1}^{k-2} (xy)^i \otimes x(yx)^{k-2-i} + x(yx)^{k-2} \otimes 1 + \sum_{i=0}^{k-2} (yx)^i \otimes x(yx)^{k-2-i}
\end{align}
The proof of the lemma is a direct verification of the relations

\[ T^0(u_1) = \left( y(xy)^{k-2} \otimes 1, \quad 1 \otimes 1 \right), \]

\[ T^1(u_1) = \begin{pmatrix} * & \sum_{i=0}^{k-2} (xy)^i \otimes (xy)^{k-2-i} \\ \sum_{i=0}^{k-2} x(xy)^i \otimes (xy)^{k-2-i} & 1 \otimes 1 + (yx)^{k-2} \otimes (yx)^{k-1} + (xy)^{k-2} \otimes (xy)^{k-1} \end{pmatrix} \]

with

\[ T^1(u_1)_{1,1} = \sum_{i=0}^{k-2} (xy)^i \otimes y(xy)^{k-2-i} + y(xy)^{k-2} \otimes 1 + \sum_{i=0}^{k-2} (xy)^i \otimes y(xy)^{k-2-i}; \]

\[ T^0(u_2) = \left( xy \otimes 1, \quad 0 \right), \]

\[ T^1(u_2) = \begin{pmatrix} -xy \otimes 1 + \sum_{i=2}^{k-1} (i-1)y(xy)^{k-1-i} \otimes (yx)^{k-1-i} \\ \sum_{i=2}^{k-1} (i-1)(xy)^i \otimes (yx)^{k-1-i} & \sum_{i=1}^{k-1} ix(yx)^i \otimes (yx)^{k-1-i} \end{pmatrix} \]

\[ T^0(v_1) = \left( 1 \otimes y, \quad x \otimes 1 \right), \quad T^1(v_1) = \left( \frac{y \otimes 1}{1 \otimes x} \right), \]

\[ T^2(v_1) = \begin{pmatrix} -x \otimes xy + y(xy)^{k-1} \otimes y + x(yx)^{k-1} \otimes (yx)^{k-1} \\ -y \otimes xy + x(yx)^{k-1} \otimes x + y(xy)^{k-1} \otimes (xy)^{k-1} \end{pmatrix}; \]

\[ T^0(v_2) = \left( x \otimes 1, \quad 0 \right), \quad T^1(v_2) = \left( \frac{x \otimes 1}{0} \right), \]

\[ T^2(v_2) = \begin{pmatrix} \sum_{i=1}^{k} (yx)^i \otimes (yx)^{k-i} + \sum_{i=0}^{k-1} (x)^i \otimes (xy)^{k-i} \\ y \otimes (yx)^{k-1} + x(yx)^{k-1} \otimes (xy)^{k-1} + (yx)^k \otimes x(yx)^{k-2} + (xy)^{k-1} \otimes x(yx)^{k-1} \end{pmatrix}; \]

\[ T^0(u'_2) = \left( 0, \quad y \otimes 1 \right), \quad T^1(u'_2) = \left( 0 \right), \]

\[ T^2(u'_2) = \begin{pmatrix} x \otimes x(yx)^{k-1} + y(xy)^{k-1} \otimes (yx)^{k-1} + (yx)^k \otimes y(xy)^{k-2} + (yx)^{k-1} \otimes y(xy)^{k-1} \\ \sum_{i=0}^{k-1} (yx)^i \otimes (yx)^{k-i} + \sum_{i=0}^{k-1} (yx)^i \otimes (yx)^{k-i} \end{pmatrix}; \]

\[ T^0(w) = (x \otimes y)^*; \]

\[ T^1(w) = \begin{pmatrix} y \otimes (yx)^k - \sum_{i=1}^{k-1} i(yx)^{i+1} \otimes (yx)^{k-1-i} - \sum_{i=0}^{k-2} iy(yx)^{i+1} \otimes (yx)^{k-1-i} \\ \sum_{i=1}^{k-1} i(yx)^{i+1} \otimes (yx)^{k-1-i} - \sum_{i=1}^{k-1} ix(yx)^i \otimes (yx)^{k-i} \end{pmatrix}, \]

\[ T^2(w) = \begin{pmatrix} -x \otimes xyx + y(xy)^{k-1} \otimes yx, \quad x(yx)^{k-1} \otimes (yx)^k + (k-1)(xy)^k \otimes (yx)^{k-1} \\ (k-1)(xy)^k \otimes (yx)^{k-1} \end{pmatrix}; \]

\[ T^3(w) = \begin{pmatrix} * - \sum_{i=1}^{k-1} (y)^{i+1} \otimes (yx)^{k-1-i} - \sum_{i=1}^{k-1} iy(y)^{i+1} \otimes (yx)^{k-1-i} \end{pmatrix}; \]

with

\[ T^3(w)_{1,1} = \sum_{i=0}^{k-2} (k-1-i)y(xy)^i \otimes (yx)^{k-1-i} + \sum_{i=0}^{k-2} (k-1-i)(yx)^i \otimes y(xy)^{k-1-i} \]

\[ + y(xy)^{k-1} \otimes yx + (k-1)(xy)^k \otimes x(yx)^{k-1}. \]

The proof of the lemma is a direct verification of the relations \( \mu T^0(b) = b, \; d_{i-1} T^i(b) = T^{i-1}(b) d_{i+\deg b} \) (0 < i ≤ deg b), where b ∈ \( \mathcal{Y}_1 \setminus \{ z \} \) with deg b > 0, and we leave it to the reader.
Remark 4.1.3. For what follows, it should be noted that the formulas for the translates of the elements \(u_2, v_1\), and \(w\) remain valid if the field \(K\) has an arbitrary characteristic.

Now the proof of Proposition \ref{prop:4.1.1} is completed with the help of calculations with the matrices presented in Lemma \ref{lem:4.1.2}. We illustrate the corresponding techniques by proving the relation \(u_1u_2 = kp_3(u'_1)^2\) (see \ref{eq:118}). The remaining relations are established similarly.

With the help of Lemma \ref{lem:4.1.2} we obtain \(T^0(u'_1)T^1(u'_1) = (A_1, A_2)\), where

\[
A_1 = y(xy)^{k-1} \otimes y(xy)^{k-3} + y(xy)^{k-2} \otimes y(xy)^{k-2} + \sum_{i=0}^{k-2} x(yx)^i \otimes (yx)^{k-2-i},
\]

\[
A_2 = y(xy)^{k-2} \otimes x(yx)^{k-2} + 1 \otimes 1 + (yx)^{k-2} \otimes (yx)^{k-1} + (yx)^{k-2} \otimes (yx)^{k-1}.
\]

Consequently,

\[
\mu \cdot T^0(u'_1)T^1(u'_1) = \begin{cases} (x(yx)^{k-2}, 1) & \text{if } k > 3, \\ (xyx, 1 + (xy)^3) & \text{if } k = 3. \end{cases}
\]

In both cases the 2-cocycle \(\mu T^0(u'_1)T^1(u'_1)\) is cohomological to the 2-cocycle \((0,1)\) (see Remark \ref{rem:3.1.3}). On the other hand, using Lemma \ref{lem:4.1.2} again, we obtain

\[
T^0(u_1)T^1(u_2) = \left( xyx \otimes 1 + \sum_{i=2}^{k-1} (i-1)y(xy)^i \otimes y(xy)^{k-1-i} + \sum_{i=2}^{k} (i-1)(xy)^i \otimes (yx)^{k-i} \right).
\]

Thus, \(\mu T^0(u_1)T^1(u_2) = (xyx, (k-1)(xy)^k)\). This 2-cocycle is cohomological to the cocycle \((0,k(xy)^k)\). Consequently, in \(HH^*(R)\) we have \(u_1u_2 = kp_3(u'_1)^2\). \(\square\)

**Proposition 4.1.4.** Assume that \(p = 2\) and \(k \geq 3\). The set \(\mathcal{Y}_1\) defined in \ref{def:4.1.1} generates \(HH^*(R)\) as a \(K\)-algebra.

**Proof.** Let \(H\) denote the \(K\)-subalgebra of \(HH^*(R)\) generated by the set \(\mathcal{Y}_1 \cup \{1\}\) (here 1 denotes the unity of the algebra \(HH^*(R)\)). Since multiplication by \(z\) gives an isomorphism \(HH^i(R) \to HH^{i+4}(R)\) \((i \geq 0)\), it suffices to prove that \(HH^i(R) \subset H\) for \(i \leq 3\).

By Remark \ref{rem:3.0.2} we have \(HH^0(R) \subset H\). The following relations are satisfied in \(HH^*(R)\):

\[
(x(yx)^i, 0) = p_1^{i-1}u_2 \quad \text{with } 2 \leq i \leq k - 2;
\]

\[
(y(xy)^{k-1}, 0) = p_2u_1, \quad (0, x(yx)^{k-1}) = p_2u'_1;
\]

\[
((xy)^k, 0) = p_3u_1, \quad (0, (xy)^k) = p_3u'_1.
\]

Now, Proposition \ref{prop:4.1.1} implies \(HH^1(R) \subset H\).

Next, in the proof of Proposition \ref{prop:4.1.1} we saw that \((0,1) = (u'_1)^2\); by symmetry we also have \((1,0) = u_2^2\). Moreover, in \(HH^*(R)\) we have \((y(xy)^i, x(yx)^j) = p_1^iv_1\) with \(1 \leq i \leq k - 2\). Using Proposition \ref{prop:3.2.3}a, we see that \(HH^2(R) \subset H\).

As in the proof of Proposition \ref{prop:4.1.1} it is established that for the elements \(1, x, y \in Z^3(R)\), the following relations are satisfied in the algebra \(HH^*(R)\):

\[
1 = u_1^3, \quad x = u_1^iv_1, \quad y = u_1v_1.
\]

Since in \(HH^*(R)\) we also have \((xy)^i = p_1^{i-1}w\) for \(1 \leq i \leq k - 1\), Proposition \ref{prop:3.3.2} implies the inclusion \(HH^3(R) \subset H\). \(\square\)

Let \(A_1 = K[X_1]/I_1\) be the graded \(K\)-algebra defined in \(\S 1\), with \(X_1\) as in \ref{def:1.2}, \(I_1\) being the corresponding ideal of relations (see \ref{def:1.4}–\ref{def:1.5}). The (nonzero) images of monomials in \(K[X_1]\) under the canonical epimorphism \(K[X_1] \to A_1\) are also called monomials. Any element \(a \in A_1\) is represented as a linear combination of monomials (with coefficients
in $K$). Propositions 4.1.1 and 4.1.4 imply that there exists a surjective homomorphism \( \varphi: A_1 \rightarrow \text{HH}^1(R) \) of graded $K$-algebras that takes the generators belonging to the set $\mathcal{X}_1$ to the corresponding generators in $\mathcal{Y}_1$ (see (4.1)). Note that no ambiguity is caused by employing the same letter to denote elements of both sets that correspond to each other. Let $A_1 = \bigoplus_{m \geq 0} A_1^m$ be the direct decomposition of the algebra $A_1$ into homogeneous direct summands. Now, part 1 a) of Theorem 4.1.5 is a consequence of the following statement.

**Proposition 4.1.5.** For any $m \geq 0$, we have

\[ \dim_K A_1^m = \dim_K \text{HH}^m(R). \]

Before proving this proposition, we state the following auxiliary fact.

**Lemma 4.1.6.** The following relations are satisfied in the algebra $A_1$:

\[
\begin{align*}
p_1^2 u_1 &= p_2^2 u_1^2 = 0, \\
p_1 u_1^2 &= p_2 u_2 u_1 = p_1 (u_1')^2 = p_2 (u_1')^2 = p_2^2 (u_1')^2 = 0, \\
u_1^2 u_1' &= u_1 (u_1')^2 = u_2 v_1 = (u_1')^2 v_1 = u_2^2 v_2 = (u_1')^2 v_2 = u_1^3 = (u_1')^4 = 0, \\
p_1 u_1 v_1 &= p_1 u_1' v_1 = p_2 u_1 v_1 = 0, \\
p_3 u_1^3 &= p_1^{k-1} w.
\end{align*}
\]

**Proof.** To prove the lemma, it suffices to deduce the above relations directly from the defining relations of the algebra $A_1$, and we leave this to the reader. \( \square \)

**Proof of Proposition 4.1.5.** On the polynomial ring $K[X_1]$, where $X_1$ is as in (1.2), we introduce a lexicographic order such that

\[ v_2' > v_2 > u_2' > v_1' > v_1 > u_1 > w > z > p_1 > p_2 > p_2' > p_3. \]

Let

\[ f = (v_2')^{a'} v_2'' u_2'(u_1')^{m'} v_1 u_1^m w^z z^a p_1^k p_2^k p_2^l p_3^l \]

be a nonzero monomial in $A_1$. The defining relations of the algebra $A_1$ imply (see, in particular, Lemma 4.1.6) that in (4.11) we necessarily have $\alpha, \alpha', \beta, \varepsilon, \zeta, \zeta', \eta \in \{0, 1\}$, $m \leq 3$, $m' \leq 3$ and $t < k - 1$. There are several additional restrictions on the occurrence of generators in (4.11) (e.g., we have at most one nonzero number among \{t, \zeta, \zeta', \eta\}); we shall analyze such restrictions below.

By definition, the **reduction** of a monomial $f$ in $A_1$ is the process of replacement of some submonomials of $f$ by other elements of $A_1$ in accordance with the following rules (\( a \mapsto b \) means the replacement of every entrance of the monomial $a$ by the element $b$):

\[
\begin{align*}
v_1 w &\mapsto p_1 u_2 z, \\
v_1 v_2 &\mapsto u_1' v_2 \mapsto p_1^{k-2} w, \\
u_2 v_1 &\mapsto p_1 w, \\
u_1' v_2 &\mapsto u_1 v_1, \\
p_1 v_2 &\mapsto p_2 v_2 \mapsto p_2 v_1 \mapsto p_3 u_1^2, \\
u_1 u_2 &\mapsto p_3 (u_1')^2 \text{ (if } k \text{ odd),} \\
(u_1')^3 &\mapsto u_1^3, \\
p_1 u_1' &\mapsto p_2^l u_1,
\end{align*}
\]

Any replacement on the above list is called an elementary step of reduction. Under such an elementary step, any nonzero monomial turns into a strictly smaller monomial with respect to the lexicographic order. Hence, after finitely many steps, we obtain a monomial to which we cannot apply any elementary step of reduction. We say that a presentation of an element $a \in A_1$ as a linear combination of monomials has a normal form if reduction cannot be applied to any of these monomials. Since these elementary
steps correspond to some relations satisfied in the algebra \(A_1\) (see (4.1)–(4.15) and Lemma 4.1.6), any element \(a \in A_1\) admits at least one presentation in the normal form.

Put \(q_i = \dim_K A_1^i\). We denote the number of monomials in \(A_1^i\) presented in the normal form by \(\tilde{q}_i\). It is clear that \(\tilde{q}_i \geq q_i\). Since there is an epimorphism \(A_1^i \to \text{HH}^i(R)\), we see that \(q_i \geq \dim_K \text{HH}^i(R)\); consequently, it suffices to show that

\[
(4.13) \quad \tilde{q}_i = \dim_K \text{HH}^i(R).
\]

We prove that all (nonzero) monomials having normal form are contained in the following list:

<table>
<thead>
<tr>
<th>Degree</th>
<th>Normal forms</th>
<th>Number</th>
</tr>
</thead>
<tbody>
<tr>
<td>4n</td>
<td>(z^n p_1^i) ((0 \leq i \leq k - 1)), (z^n p_2^i, z^n p_3^i)</td>
<td>(k + 3)</td>
</tr>
<tr>
<td>4n + 1</td>
<td>(u_2 z^n p_1^i) ((0 \leq i \leq k - 3)), (u_1 z^n, u_1 z^n p_1, u_1 z^n p_2, u_1 z^n p_3)</td>
<td>(k + 5)</td>
</tr>
<tr>
<td>4n + 2</td>
<td>(v_1 z^n p_1^i) ((0 \leq i \leq k - 2)), (v_1 z^n p_2, v_1 z^n, v_1 z^n p_3)</td>
<td>(k + 5)</td>
</tr>
<tr>
<td>4n + 3</td>
<td>(w z^n p_1^i) ((0 \leq i \leq k - 1)), (v_1 u_1 z^n, v_1 u_1 z^n, v_1 u_1 z^n)</td>
<td>(k + 3)</td>
</tr>
</tbody>
</table>

It is easily seen that all monomials in this list have normal form.

Let \(f\) be a nonzero monomial in \(A_1^i\) represented in the normal form. It is clear that \(\gamma \leq 1\) (by the reduction \(v_i^j \mapsto p_i^j z\)) and \(m' \leq 2\) (by \((u_1')^3 \mapsto u_3^2\)). Next, we consider several cases successively.

1) Assume that the monomial \(f\) contains a factor \(w\). Some of the monomial relations satisfied in the algebra \(A_1\) (see (4.1)–(4.15) and Lemma 4.1.6) imply that \(f\) does not contain \(v_1, v_2, v_3, u_1, u_1', u_2, p_2, p_3\). Consequently, we have

\[
f = w z^n p_1^i \quad \text{for} \quad 0 \leq i \leq k - 1.
\]

2) Assume that \(f\) does not involve \(w\), but involves \(u_1\). Then \(f\) cannot involve any one of the following elements: \(u_1'\) (because we have the reduction \(u_1 u_1' \mapsto k_1^{k-1} v_1\) if \(k\) is odd, and \(u_1 u_1' = 0\) if \(k\) is even), \(u_2\) (because we have the reduction \(u_1 u_2 \mapsto p_3(u_1')^2\) if \(k\) is odd, and \(u_1 u_2 = 0\) if \(k\) is even), \(v_2\) (because we have \(u_1 v_2 \mapsto u_1' v_1\)), \(v_2'\) (because we have \(v_1 v_2' \mapsto p_1^{k-2} w\)). Consequently,

\[
f = v_1^t u_1^m z^n p_1^i p_2^j (p_2')^z p_3^n.
\]

Here \(t \leq 1\) (because \(p_3^3 u_1 = 0\); see Lemma 4.1.6). Moreover, if \(m > 1\), then \(t = \gamma = \eta = 0\) by Lemma 4.1.6 if \(m = 3\), then also \(\gamma = 0\); and if \(\gamma = 1\), then, by Lemma 4.1.6 \(m = 1\) and also \(t = \gamma = \eta = 0\). Consequently, \(f\) coincides with one of the following monomials:

\[
u_1 z^n, u_1 z^n p_1, u_1 z^n p_2, u_1 z^n p_3, u_1^3 z^n, u_2^3 z^n, u_3^3 z^n, v_1 z^n u_1.
\]

3) Assume that \(f\) involves neither \(w\) nor \(u_1\), and that \(v_1\) occurs in \(f\). Arguing as above, we see that \(f\) does not involve \(v_2, v_3, u_2, p_2, p_3\). Consequently,

\[
f = (u_1')^m v_1 z^n p_1^i (p_2')^z;
\]

here \(t \leq k - 2\) and \(m' \leq 1\). If additionally we have \(m' = 1\), then \(t = \gamma = 0\). Consequently, \(f\) coincides with one of the following monomials:

\[
v_1 z^n p_1^i \quad \text{with} \quad 0 \leq i \leq k - 2; \quad v_1 z^n p_2, u_1' v_1 z^n.
\]
Assume that \( \delta \) does not involve \( v_2, v'_2, p_2, p'_2, p_3 \). Consequently, \( f = \delta \beta' \) for \( \delta > k - 3 \), because we have the reduction \( p'_2 \rightarrow p_2 \).

6) Assume that \( \delta, \eta_1, \eta_1', \eta_2, \eta_2' \) do not occur and \( \eta_2 \) does not occur in \( \delta \). Then \( \delta \delta \) does not involve \( \eta_2, p_2, p'_2, p_3 \). Consequently, \( f = \delta \beta x \).

7) Assume that \( \delta, \eta_1, \eta_1', \eta_2, \eta_2' \) do not occur and \( \eta_2' \) does not occur in \( \delta \). Then \( \delta \delta \) does not involve \( \eta_2, p_2, p'_2, p_3 \). Consequently, \( f = \delta \beta x \).

8) Finally, assume that \( \delta, \eta_1, \eta_1', \eta_2, \eta_2' \) do not occur in \( \delta \). In this case, clearly, \( f \) coincides with one of the monomials

\[
\beta x : \text{for} \ 0 \leq i \leq k - 1; \ \beta x. \text{Consequently, we have shown that any monomial having the normal form is on the list above, and this completes the proof of (4.13).}
\]

Case 2: \( k = 2 \). Consider the following homogeneous elements of the algebra \( \text{HH}^*(R) \):

- of degree 1: \( \eta_1 := (1 + xy, x), \eta_1' := (y, 1 + yx) \);
- of degree 2: \( \eta_2 := (y, x) \), \( \eta_2' := (x, 0) \); \( \eta_2'' := (0, y) \);
- of degree 4: \( \eta_4 := 1 \).

**Proposition 4.1.7.** Assume that \( p = 2 \) and \( k = 2 \). Then, in the algebra \( \text{HH}^*(R) \), the elements of the set

\[
\mathcal{Y}_2 = \{ p_1, p_2, p'_2, p_3, \eta_1, \eta_1', \eta_2, \eta_2', \eta_4 \}
\]

satisfy relations (4.12), (4.4), (4.6), (4.7), (4.9), and (4.10), and also the relations

\[
p_2 \eta_1 = p'_2 \eta_1', \eta_1' \eta_2 = \eta_1 \eta_2', \eta_2'' = 0.
\]

**Proof.** As in the proof of Proposition 4.1.1, we need to know the translates for the elements of the set \( \mathcal{Y}_2 \) that have positive degree. It is easily seen that the formulas for the translates of \( \eta_1, \eta_2, \eta_2' \) presented in Lemma 4.1.2 remain valid for \( k = 2 \). Hence, we must compute additionally the corresponding translates for the elements \( \eta_1 \) and \( \eta_1' \).

**Lemma 4.1.8.** For the role of the translates (up to first order inclusive) of the elements \( \eta_1 \) and \( \eta_1' \) we can take the following maps:

\[
\begin{align*}
T^0(\eta_1) & = \left( (1 + xy) \otimes 1, \ x \otimes 1 \right), \\
T^1(\eta_1) & = \left( 1 \otimes (1 + xy + yx), \ (y + yx) \otimes 1 \right), \\
T^0(\eta_1') & = \left( y \otimes 1, \ (1 + yx) \otimes 1 \right), \\
T^1(\eta_1') & = \left( y \otimes 1 + 1 \otimes y + y \otimes xy \right) \times (1 \otimes (1 + yx + xy)).
\end{align*}
\]

This lemma is proved by direct inspection (cf. Lemma 4.1.2).

Now, we can finish the proof of Proposition 4.1.1 with the help of the same technique as in the proof of Proposition 4.1.1.

**Proposition 4.1.9.** Assume that \( p = 2 \) and \( k = 2 \). The set \( \mathcal{Y}_2 \) defined in (4.14) generates \( \text{HH}^*(R) \) as a \( K \)-algebra.
Proposition 4.1.10. For any \( m \geq 0 \), we have

\[
\dim_K \mathcal{A}_m^2 = \dim_K \text{HH}^m(R).
\]

Proof. The proof of this proposition repeats the proof of Proposition 4.1.4 with minor changes. We only remark that on \( K[X_2] \) we introduce the lexicographic order such that

\[
v_2 > v_1 > u_1 > w > p_1 > p_2 > p_3.
\]

Moreover, from the list (4.12) we remove the elementary steps of reduction in which \( u_2 \) or \( w \) occurs. \( \square \)

4.2. \( \text{char } K = 3 \). In this subsection, we assume that the ground field \( K \) has characteristic three, if not stipulated otherwise.

Case 1: 3 does not divide \( k \). Consider the following homogeneous elements in \( \text{HH}^*(R) \):

- of degree 0: \( p_1, p_2, p_3 \) (see (3.4));
- of degree 1: \( u_2 := (xy, 0), u_3 := (x, -y) \);
- of degree 2: \( v_0 := (1, 0), v_0' := (0, 1), v_1 := (y, x) \);
- of degree 3: \( w := xy \);
- of degree 4: \( z := 1 \).

Proposition 4.2.1. Assume that \( p = 3 \) and 3 does not divide \( k \). Then, in the algebra \( \text{HH}^*(R) \), the elements of the set

\[
\mathcal{Y}_3 = \{ p_1, p_2, p_3, u_2, u_3, v_0, v_0', v_1, w, z \}
\]

satisfy the following relations:

\[
\begin{align*}
p_1^{k+1} &= p_2^2 = (p_2')^2 = p_1 p_2 = p_1 p_2' = p_2 p_2' = 0; \\
p_1 v_0 &= p_1 v_0' = p_2 v_0 = p_2 v_0' = p_2 v_1 = p_2' v_1 = p_1^{k-1} v_1 = 0; \\
p_2 u_2 &= p_2' u_2 = p_1^{k-1} u_2 = 0; \\
p_2 v_0' + p_2' v_0 &= 0; \\
p_1 u_3 &= u_2 u_3 = u_3 v_1 = 0; \\
p_2 w &= p_2' w = u_2 v_0 = u_2 v_0' = u_2 w = p_2 v_1 = p_2' v_1 = 0; \\
p_2' u_3 v_0 &= p_1^{k-1} w; \\
2 p_2 z &= 2 p_2 z; \\
2 p_2 z &= -p_1^2 z; \\
2 p_2 z &= -p_1^2 z; \\
v_0 v_0' &= v_0 v_1 = v_0' v_1 = 0; \\
v_0^2 &= 2 p_2 z, \\
v_0^2 &= 2 p_2 z, \\
v_1 w &= v_0' w = 0; \\
v_1 w &= v_1 w = -p_1 u_2 z.
\end{align*}
\]

Proof. To prove these relations, we need to know the translates (of suitable orders) for the elements of \( \mathcal{Y}_3 \) that have positive degree. By Remark 4.1.3, we must calculate only the translates for \( u_3, v_0, v_0' \).
Lemma 4.2.2. For the role of the translates of the elements $u_3, v_0, v_0'$, we can take the following maps:

$$T^0(u_3) = (x \otimes 1, -y \otimes 1),$$
$$T^1(u_3) = \left( -x \otimes 1 - \sum_{i=0}^{k-2} y(xy)^i \otimes (xy)^{k-2-i}, 0 \right),$$
$$T^0(v_0) = (1 \otimes 1, 0), \quad T^1(v_0) = \left( \frac{1 \otimes 1}{0} \right),$$
$$T^2(v_0) = \left( \sum_{i=0}^{k-1} y(xy)^i \otimes (xy)^{-i} + \sum_{i=0}^{k-1} (xy)^i \otimes y(xy)^{-i} \right),$$
$$T^0(v_0') = (0, 1 \otimes 1), \quad T^1(v_0') = \left( \frac{0}{1 \otimes 1} \right),$$
$$T^2(v_0') = \left( \sum_{i=0}^{k-1} x(xy)^i \otimes (xy)^{-i} + \sum_{i=0}^{k-1} (xy)^i \otimes x(xy)^{-i} \right).$$

This lemma is proved by direct calculation (cf. Lemma 4.1.2).

Remark 4.2.3. It should be noted that the formulas for the translates of the elements $v_0$ and $v_0'$ remain valid in the cases where $k$ is divisible by $p = 3$ or $p \not\in \{2, 3\}$.

Now, the proof of Proposition 4.2.1 can be completed as was done in the proof of Proposition 4.1.1.

Proposition 4.2.4. Assume that $p = 3$ and $3$ does not divide $k$. The set $\mathcal{Y}_3$ defined in (4.16) generates $\text{HH}^*(R)$ as a $K$-algebra.

Proof. The proof is similar to that of Proposition 4.1.4 and employs, in particular, Propositions 4.1.3, 4.2.3, and 4.3.2. Besides the relations obtained in the proof of Proposition 4.1.1, the following relations should be used:

- In $\text{HH}^1(R)$: $(x(xy)^k, 0) = p_2u_3, \quad (0, (xy)^k) = -p_2u_3$;
- In $\text{HH}^2(R)$: $(y(xy)^{k-1}, 0) = p_2v_0$;
- In $\text{HH}^3(R)$: $x = u_3v_0, \quad y = -u_3v_0'$;
- In $\text{HH}^4(R)$: $(x)^i + (yx)^i = p_i^4z$ (for $1 \leq i \leq k - 1$), $x(xy)^k = p_{2z}, \quad y(xy)^k = p_{1z}$.

Let $A_3 = K[\mathcal{X}_3]/I_3$ be the graded $K$-algebra defined in §1, with $\mathcal{X}_3$ as in (1.17), $I_3$ being the corresponding ideal of relations (see (1.10)–(1.31)). Propositions 4.2.1 and 4.2.4 imply that there exists a surjective homomorphism $\varphi: A_3 \to \text{HH}^*(R)$ of graded $K$-algebras that takes the generators belonging to $\mathcal{X}_3$ to the corresponding generators in $\mathcal{Y}_3$ (see (1.16)). Let $A_3 = \bigoplus_{m \geq 0} A_3^m$ be the direct decomposition into homogeneous direct summands. Now, part 2a) of Theorem 4.4 is a consequence of the following statement.

Proposition 4.2.5. For any $m \geq 0$, we have

$$\dim_K A_3^m = \dim_K \text{HH}^m(R).$$

Proof. On the polynomial ring $K[\mathcal{X}_3]$, we introduce the lexicographic order such that

$$v_0' > v_0 > v_1 > u_2 > u_3 > w > z > p_1 > p_2 > p_2'.$$

Since the algebra $A_3$ is graded-commutative, any nonzero monomial $f \in A_3$ is represented, up to a scalar factor, in the form

$$f = (v_0')^{\alpha} v_0^\alpha v_1^\beta u_2^\gamma u_3^\delta w^\epsilon z^n p_1^{t_1} p_2^{t_2} (p_2')^{t_0'}.$$
Such representations of elements of the algebra \( A_3 \) can be viewed as elements of \( K[\mathcal{X}_3] \). Consider the following list of elementary steps of reduction:

\[
\begin{align*}
&v_1 w \mapsto p_1 u_2 z, \\
p_2 v_0' u_3 \mapsto p_1' p_2 v_0 u_3 \mapsto p_1^{k-1} w, \\
v_0^2 \mapsto p_2' z, \\
p_2 v_0' \mapsto p_2' v_0.
\end{align*}
\]  

(4.24)

As in the proof of Proposition 4.1.5, we can define the normal form of an element \( a \in A_3 \) (with respect to the steps of reduction (4.24)) and then verify that any element \( a \in A_3 \) admits at least one normal form. Finally, studying several cases successively, we prove that all (nonzero) monomials having normal form are on the following list:

<table>
<thead>
<tr>
<th>Degree</th>
<th>Normal forms</th>
<th>Number</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>( p_1^1 ) (1 ( \leq i \leq k )), ( 1, p_2, p_2' )</td>
<td>( k + 3 )</td>
</tr>
<tr>
<td>4n, ( n &gt; 0 )</td>
<td>( z^n p_1^1 ) (0 ( \leq i \leq k - 1 )), ( z^n p_2, z^n p_2' )</td>
<td>( k + 2 )</td>
</tr>
<tr>
<td>4n + 1</td>
<td>( u_2 z^n p_1^1 ) (0 ( \leq i \leq k - 2 )), ( u_3 z^n, u_3 z^n p_2, u_3 z^n p_2' )</td>
<td>( k + 2 )</td>
</tr>
<tr>
<td>4n + 2</td>
<td>( v_1 z^n p_1^1 ) (0 ( \leq i \leq k - 2 )), ( v_0 z^n, v_0 z^n p_2, v_0 z^n p_2' )</td>
<td>( k + 2 )</td>
</tr>
<tr>
<td>4n + 3</td>
<td>( w z^n p_1^1 ) (0 ( \leq i \leq k - 1 )), ( v_0 u_3 z^n, v_0' u_3 z^n )</td>
<td>( k + 2 )</td>
</tr>
</tbody>
</table>

As in the proof of Proposition 4.1.5, this implies (4.23). The details are left to the reader. \( \square \)

**Case 2:** 3 divides \( k \). Consider the following homogeneous elements of \( HH^+ (R) \):

- of degree 0: \( p_1, p_2, p_2' \) (see (4.24));
- of degree 1: \( \bar{u}_1 := (x, 0), \bar{u}_1' := (0, y) \);
- of degree 2: \( v_1, v_1', v_1 \) (see (4.13));
- of degree 3: \( \bar{w} := 1 \);
- of degree 4: \( z := 1 \).

**Proposition 4.2.6.** Assume that \( p = 3 \) and 3 divides \( k \). Then, in the algebra \( HH^+ (R) \), the elements of the set

\[
(4.25)
\]

\[ \mathcal{Y}_4 = \{ p_1, p_2, p_2', \bar{u}_1, \bar{u}_1', v_1, v_1', v_1, \bar{w}, z \} \]

satisfy relations (4.17), (4.18), and (4.24), and the relations

\[
\begin{align*}
p_2 \bar{u}_1 = p_2' \bar{u}_1' = p_1' \bar{u}_1 = p_1' \bar{u}_1' = 0, & \quad p_1 \bar{u}_1 = p_1 \bar{u}_1'; \\
\bar{u}_1 \bar{u}_1' = 0, & \quad p_1^{k-1} v_1 = p_1 v_1 + p_2 v_1'; \\
p_2 \bar{w} = p_2' \bar{w} = \bar{u}_1' v_0 = \bar{u}_1 v_0 = 0, & \quad \bar{u}_1 v_1 = \bar{u}_1 v_1', \quad p_1 \bar{w} = 2 \bar{u}_1 v_1; \\
\bar{u}_1 \bar{w} = \bar{u}_1' \bar{w} = v_0 \bar{w} = v_0' \bar{w} = 0, & \quad v_1 \bar{w} = -2 \bar{u}_2 z.
\end{align*}
\]  

(4.26)

**Proof.** By Remark 4.2.3 to prove (4.26) it remains to calculate the translates of the elements \( \bar{u}_1, \bar{u}_1', \) and \( \bar{w} \).
Lemma 4.2.7. For the role of the translates of $\tilde{u}_1, \tilde{u}_1'$, and $\tilde{w}$, we can take the following maps:

\[
T^0(\tilde{u}_1) = \left( x \otimes 1, \ 0 \right),
\]

\[
T^1(\tilde{u}_1) = \left( -x \otimes 1 + \sum_{i=1}^{k-2} iy(x^i) \otimes y(xy)^{k-2-i} \right),
\]

\[
T^0(\tilde{u}_1') = \left( 0, \ y \otimes 1 \right),
\]

\[
T^1(\tilde{u}_1') = \left( \sum_{i=0}^{k-2} (i+1)y(x^i) \otimes y(xy)^{k-2-i} \right),
\]

\[
T^0(\tilde{w}) = \left( 1 \otimes 1 \right),
\]

\[
T^1(\tilde{w}) = \left( -\sum_{i=0}^{k-1} (2i+1)y(x^i) \otimes y(xy)^{k-1-i} \right),
\]

\[
T^2(\tilde{w}) = \left( -2x \otimes x + x^2 \otimes 1 + 1 \otimes x^2 \right),
\]

\[
T^3(\tilde{w}) = \left( -\sum_{i=0}^{k-1} (2i+1)(y(x^i) \otimes (y(xy)^{k-1-i} \right). \quad \ast
\]

with

\[
T^3(\tilde{w})_{1,2} = -2\sum_{i=0}^{k-2} (i+1)x(y(x^i) \otimes (y(xy)^{k-2-i} - \sum_{i=0}^{k-1} 2i(y(x^i) \otimes x(y(xy)^{k-2-i}.
\]

This lemma is proved by direct calculation (cf. Lemma 4.1.2).

Remark 4.2.8. Observe that the formulas for the translates of $\tilde{w}$ remain valid in the case where $p \not\in \{2, 3\}$ and $p$ divides $k$.

Now, the proof of Proposition 4.2.6 can be completed as was done in the proof of Proposition 4.1.3.

Proposition 4.2.9. Assume that $p = 3$ and $3$ divides $k$. The set $\mathcal{Y}_4$ defined in (4.25) generates $\text{HH}^* (R)$ as a $K$-algebra.

Proof. The proof is similar to that of Proposition 4.1.4 and employs, in particular, Propositions 3.1.8, 3.2.3 b), and 3.3.2.

Let $\mathcal{A}_4 = K[\mathcal{X}_4]/I_4$ be the graded $K$-algebra defined in §1, with $\mathcal{X}_4$ as in (3.32). $I_4$ being the corresponding ideal of relations. Propositions 4.2.0 and 4.2.3 imply that there exists a surjective homomorphism $\varphi: \mathcal{A}_4 \to \text{HH}^* (R)$ of graded $K$-algebras that takes the generators belonging to $\mathcal{X}_4$ to the corresponding generators in $\mathcal{Y}_4$ (see (4.1.30)). Let $\mathcal{A}_4 = \bigoplus_{m \geq 0} \mathcal{A}_4^m$ be the direct decomposition into homogeneous direct summands. Now, part 2 b) of Theorem 1.10 is a consequence of the following statement.

Proposition 4.2.10. For any $m \geq 0$, we have

\[
\dim_K \mathcal{A}_4^m = \dim_K \text{HH}^m (R).
\]

Proof. The proof repeats that of Proposition 4.2.5. On the polynomial ring $K[\mathcal{X}_4]$, we introduce the lexicographic order such that

\[
v_1 > v'_0 > v_0 > u'_1 > u_1 > w > z > p_1 > p_2 > p'_2.
\]
Then we consider the following list of elementary steps of reduction:

\[
\begin{align*}
\bar{w}_1 v_1 & \mapsto \bar{w}_1 v_1 \mapsto p_1 \bar{w}, \\
\bar{w}_2 v_0 & \mapsto \bar{w}_2 v_0 \mapsto p_2 \bar{w}_1 v_0 \mapsto p_1^k \bar{w}, \\
v_0^2 & \mapsto v_0^2 z, \\
v_0 & \mapsto v_0^2.
\end{align*}
\]

This list includes the steps \( p_2 \bar{w}_1 v_0 \mapsto p_1^k \bar{w} \), because the defining relations of the algebra \( A_4 \) imply that \( p_1^k \bar{w} = 2p_2 \bar{w}_1 v_0 = 2p_2^2 \bar{w}_1 v_0 \). Finally, it can be checked that all (nonzero) monomials having normal form are contained in the following list:

<table>
<thead>
<tr>
<th>Degree</th>
<th>Normal forms</th>
<th>Number</th>
</tr>
</thead>
<tbody>
<tr>
<td>4n</td>
<td>( z^n p_1 (0 \leq i \leq k) ), ( z^n p_2, z^n p_2' )</td>
<td>( k + 3 )</td>
</tr>
<tr>
<td>4n + 1</td>
<td>( u_1 z^n p_1 (0 \leq i \leq k - 1), ) ( \bar{w}_1 z^n p_2, \bar{w}_1' z^n, \bar{w}_1^1 z^n p_2 )</td>
<td>( k + 3 )</td>
</tr>
<tr>
<td>4n + 2</td>
<td>( v_1 z^n p_1 (0 \leq i \leq k - 2), ) ( v_0 z^n, v_0 z^n p_1', v_0' z^n, v_0' z^n p_2 )</td>
<td>( k + 3 )</td>
</tr>
<tr>
<td>4n + 3</td>
<td>( \bar{w} z^n p_1 (0 \leq i \leq k), ) ( v_0 \bar{w}_1, v_0' \bar{w}_1 )</td>
<td>( k + 3 )</td>
</tr>
</tbody>
</table>

This leads to \( (4.27) \).

**4.3.** \( K \not\in \{2, 3\} \). In this subsection, we assume that the ground field \( K \) has characteristic different from 2 and 3.

Case 1: \( p \) divides neither \( 3 - 2k \) nor \( k \). Consider the following homogeneous elements in \( HH^*(R) \):

- of degree 0: \( p_1, p_2, p_2' \) (see (4.3));
- of degree 1: \( u_2 := (xy, 0), u_4 := ((xy)^k, 0), u_4' := (0, (xy)^k) \);
- of degree 2: \( v_0, v_0', v_1 \) (see (4.15));
- of degree 3: \( w_1 := x, w_1' := y, w := xy \);
- of degree 4: \( z := 1 \).

**Proposition 4.3.1.** Assume that \( p \) divides neither \( 3 - 2k \) nor \( k \). Then, in the algebra \( HH^*(R) \), the elements of the set

\[
\mathcal{V}_5 = \{p_1, p_2, p_2', u_2, u_4, u_4', v_0, v_0', v_1, w_1, w_1', w, z\}
\]

satisfy relations (4.17), (4.18), (4.19), (4.20), (4.21), and (4.22), and also the relations

\[
\left\{
\begin{align*}
p_1 u_4 &= p_1 u_4' = p_2 u_4 = p_2 u_4' = p_2' u_4 = 0; \\
u_2 u_4 &= u_2 u_4' = u_4 u_4' = 0; \\
p_1 w_1 &= p_1 w_1' = p_2 w_1 = p_2' w_1' = 0; \\
p_2 w_1' &= p_2' w_1 = u_4 v_0 = u_4' v_0' = 0; \\
u_4 v_0' &= u_4' v_0 = u_1 v_1 = u_1 v_1 = 0; \\
u_2 w_1' &= u_2 w_1' = u_4 w_1 = u_4 w_1' = u_4' w_1 = u_4' w_1' = 0; \\
v_0 w_1' &= v_0' w_1 = v_1 w_1 = v_1 w_1' = 0; \\
v_0' w_1 &= v_0' w_1 = 2 u_4 z, \\
w_1 w_1' &= 0; \\
u_4' v_0 &= p_1^{-1} w, \\
u_4 w &= u_4' w = w_1 w = w_1' w = 0.
\end{align*}
\right.
\]

**Proof.** By Remarks 4.1.3 and 4.2.3 to prove the relations mentioned above it remains to calculate the translates (of suitable orders) of the elements \( u_4, u_4', w_1, \) and \( w_1' \).
Lemma 4.3.2. For the role of the translates of $u_4, u_4', w_1,$ and $w_1'$, we can take the following maps:

\[
T^0(u_4) = (xy)^k \otimes 1, \quad T^1(u_4) = \begin{pmatrix}
(xy)^k \otimes 1 & 0 \\
0 & -(xy)^k \otimes x(yx)^{k-2}
\end{pmatrix};
\]
\[
T^0(u_4') = 0, \quad T^1(u_4') = \begin{pmatrix}
(xy)^k \otimes y(yx)^{k-2} & 0 \\
0 & -(xy)^k \otimes 1
\end{pmatrix};
\]
\[
T^0(w_1) = (x \otimes 1)^*,
T^1(w_1) = \left( \sum_{i=1}^{k-1} y(xy)^{i-1} \otimes x(yx)^{k-i} + \sum_{i=0}^{k-1} (xy)^i \otimes (xy)^{k-i} - (xy)^k \otimes 1 \right),
T^2(w_1) = \left( (xy)^k \otimes 1 + 1 \otimes (xy)^k 
\right.
\left. \begin{array}{cc}
y(yx)^{k-1} & 0 \\
x(yx)^{k-1} \otimes (xy)^{k-1} \end{array} \right),
T^3(w_1) = \left( \sum_{i=0}^{k-1} y(xy)^i \otimes x(yx)^{k-1-i} + \sum_{i=0}^{k-1} (xy)^i \otimes (xy)^{k-i}, -2y(xy)^{k-1} \otimes (yx)^{k-1} \right);
T^0(w_1') = (x \otimes 1)^*,
T^1(w_1') = \left( \sum_{i=1}^{k-1} x(yx)^{i-1} \otimes y(xy)^{k-i} + \sum_{i=0}^{k-1} (xy)^i \otimes (yx)^{k-i} - (xy)^k \otimes 1 \right),
T^2(w_1') = \left( \begin{array}{cc}
x(yx)^{k-1} & 0 \\
(xyx)^{k-1} \otimes x(yx)^{k-1} \end{array} \right),
T^3(w_1') = \left( -2y(xy)^{k-1} \otimes (yx)^{k-1}, \sum_{i=0}^{k-1} x(yx)^i \otimes y(xy)^{k-1-i} + \sum_{i=0}^{k-1} (xy)^i \otimes (yx)^{k-i} \right).
\]

Using Lemma 4.3.2, we can complete the proof of Proposition 4.3.1 as was done in the proof of Proposition 4.1.1. □

Proposition 4.3.3. Assume that $p$ divides neither $3 - 2k$ nor $k$. The set $\mathcal{Y}_5$ defined in (4.29) generates $\text{HH}^*(R)$ as a $K$-algebra.

The proof is similar to that of Proposition 4.1.4. □

Let $\mathcal{A}_5 = K[\mathcal{X}_5]/I_5$ be the graded $K$-algebra defined in §1, with $\mathcal{X}_5$ as in (4.38), $I_5$ being the corresponding ideal of relations. Propositions 4.3.1 and 4.3.3 imply that there exists a surjective homomorphism $\varphi: \mathcal{A}_5 \to \text{HH}^*(R)$ of graded $K$-algebras that takes the generators belonging to $\mathcal{X}_5$ to the corresponding generators in $\mathcal{Y}_5$ (see (4.29)). Let $\mathcal{A}_5 = \bigoplus_{m \geq 0} \mathcal{A}_5^m$ be the direct decomposition into homogeneous direct summands. Now, part 3a) of Theorem 1.1 is a consequence of the following statement.

Proposition 4.3.4. For any $m \geq 0$, we have

\begin{equation}
\dim_K \mathcal{A}_5^m = \dim_K \text{HH}^m(R).
\end{equation}

Proof. On $K[\mathcal{X}_5]$, we introduce the lexicographic order such that

$v'_0 > v_0 > v_1 > u_2 > u'_4 > u_4 > w > w'_1 > w_1 > z > p_1 > p_2 > p'_2$. 
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Consider the following list of elementary steps of reduction:

\[
\begin{align*}
  v_0 w_1 &\mapsto u_4 z, & v_0' w_1' &\mapsto u_4' z, \\
v_0^2 &\mapsto p_2 z, & (v_0')^2 &\mapsto p_2 z, \\
v_1^2 &\mapsto p_1^2 z, & u_2 v_1 &\mapsto p_1 w, \\
u_1 v_0' &\mapsto u_4 v_0 &\mapsto p_2' w_1, & p_1^{-1} w &\mapsto p_2 w_1' &\mapsto p_2' w_1, \\
v_1 w &\mapsto p_1 u_2 z.
\end{align*}
\]

(4.32)

As in the proof of Proposition 4.1.5, we can define the normal form of an element \( a \in A_5 \) and then verify that any element \( a \in A_5 \) admits at least one normal form (see also the proof of Proposition 4.2.5). After that, we check that all (nonzero) monomials having normal form are on the following list:

<table>
<thead>
<tr>
<th>Degree</th>
<th>Normal forms</th>
<th>Number</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>( p_1(1 \leq i \leq k) ), ( 1, p_2, p'_2 )</td>
<td>( k + 3 )</td>
</tr>
<tr>
<td>4n, ( n &gt; 0 )</td>
<td>( z^n p_1(0 \leq i \leq k - 1) ), ( z^n p_2, z^n p'_2 )</td>
<td>( k + 2 )</td>
</tr>
<tr>
<td>4n + 1</td>
<td>( u_2 z^n p_1(0 \leq i \leq k - 2) ), ( u_4 z^n, u_4' z^n )</td>
<td>( k + 1 )</td>
</tr>
<tr>
<td>4n + 2</td>
<td>( v_1 z^n p_1(0 \leq i \leq k - 2) ), ( v_0 z^n, v_0' z^n )</td>
<td>( k + 1 )</td>
</tr>
<tr>
<td>4n + 3</td>
<td>( wz^n p_1(0 \leq i \leq k - 2) ), ( w_1 z^n, w_1 z^n p_2, w_1' z^n )</td>
<td>( k + 2 )</td>
</tr>
</tbody>
</table>

This leads to (4.31).

Case 2: \( p \) does not divide \( 3 - 2k \) and divides \( k \). Consider the following homogeneous elements in \( HH^*(R) \):

- of degree 0: \( p_1, p_2, p'_2 \) (see (4.4));
- of degree 1: \( u_2, u_4, u_4' \) (see (4.28));
- of degree 2: \( v_0, v_0', v_1 \) (see (4.15));
- of degree 3: \( \tilde{w} := 1 \), \( w := x, w' := y \);
- of degree 4: \( z := 1 \).

**Proposition 4.3.5.** Assume that \( p \) does not divide \( 3 - 2k \) and divides \( k \). Then, in the algebra \( HH^*(R) \), the elements of the set

\[
\mathcal{Y}_6 = \{ p_1, p_2, p_2', u_2, u_4, u_4', v_0, v_0', v_1, \tilde{w}, w, w_1, w_1' \}
\]

satisfy relations (4.17), (4.18), (4.19), and (4.30), and the relations

\[
\begin{align*}
  u_4 v_0 &= p_1 \tilde{w}, \quad u_2 v_1 &= p_2 \tilde{w}, \quad p_2 \tilde{w} &= p_2' \tilde{w} = 0; \\
  u_2 \tilde{w} &= u_4 \tilde{w} = u_4' \tilde{w} = v_0 \tilde{w} = v_0' \tilde{w} = 0, \quad v_1 \tilde{w} &= -2 u_2 z; \\
  w_1 \tilde{w} &= w_1' \tilde{w} = 0.
\end{align*}
\]

**Proof.** The arguments are similar to those in the proof of Proposition 4.1.1. We observe additionally that the required translates of the elements of \( \mathcal{Y}_6 \) have been calculated earlier, and a large part of the relations mentioned above have already been established.

Now, the proof of part 3 b) of Theorem 4.1 can be completed as in the previous cases. In particular, on the ring \( K[A_6] \) (with \( A_6 \) as in 4.30), we use the lexicographic order such that

\[
v'_0 > v_0 > v_1 > u_2 > u_4 > u_4 > \tilde{w} > w'_1 > w_1 > z > p_1 > p_2 > p'_2.
\]
Then we introduce a list of elementary steps of reduction, obtained from the list \((4.32)\) by deleting the steps that involve \(w\) and adding the following steps to this list:

\[ u_2v_1 \mapsto p_1^2\bar{w}, \quad v_1\bar{w} \mapsto u_2z, \quad p_k\bar{w} \mapsto p_2w'. \]

After that, we show that the monomials having a normal form (with respect to the steps of reduction mentioned above) are as follows:

<table>
<thead>
<tr>
<th>Degree</th>
<th>Normal forms</th>
<th>Number</th>
</tr>
</thead>
<tbody>
<tr>
<td>4n</td>
<td>(z^n p_1^i(0 \leq i \leq k), z^n p_2, z^n p_2')</td>
<td>(k + 3)</td>
</tr>
<tr>
<td>4n + 1</td>
<td>(u_2z^n p_1^i(0 \leq i \leq k - 2), u_4z^n, u_4' z^n)</td>
<td>(k + 1)</td>
</tr>
<tr>
<td>4n + 2</td>
<td>(v_1z^n p_2^i(0 \leq i \leq k - 2), v_0 z^n, v_0' z^n)</td>
<td>(k + 1)</td>
</tr>
<tr>
<td>4n + 3</td>
<td>(wz^n p_1(0 \leq i \leq k - 1), w_1 z^n, w_1' z^n, w_1' z^n)</td>
<td>(k + 3)</td>
</tr>
</tbody>
</table>

**Case 3:** \(p\) divides \(3 - 2k\); it is clear that \(p\) does not divide \(k\). Consider the following homogeneous elements in \(\text{HH}^*(R)\):

- of degree 0: \(p_1, p_2, p_2'\) (see (4.3));
- of degree 1: \(\bar{w}_3 := (x, y)\);
- of degree 2: \(v_0, v_0', v_1\) (see (4.15));
- of degree 4: \(z := 1\).

**Proposition 4.3.6.** Assume that \(p\) divides \(3 - 2k\). Then, in the algebra \(\text{HH}^*(R)\), the elements of the set \(\mathcal{V}_7 = \{p_1, p_2, p_2', \bar{w}_3, v_0, v_0', v_1, z\}\) satisfy relations (4.17), (4.18), and (4.21), and also the relations

\[ p_2 v_0' = p_2' v_0, \quad p_1^1 \bar{w}_3 = p_1^1 z = 0. \]

The proof is similar to that of Proposition 4.1.1. We need to use the translates of the element \(\bar{w}_3\) that are presented in the following lemma.

**Lemma 4.3.7.** For the role of the translates (up to first order inclusive) of the element \(\bar{w}_3\), we can take the following maps:

\[ T^0(\bar{w}_3) = (x \otimes 1, y \otimes 1), \]

\[ T^1(\bar{w}_3) = \]

\[
\begin{pmatrix}
-x \otimes 1 + \sum_{i=1}^{k-2} (2i + 1) y (xy)^i \otimes y(xy)^{k-2-i} & \sum_{i=1}^{k-1} 2i (xy)^i \otimes (yx)^{k-1-i} \\
- y \otimes 1 + \sum_{i=0}^{k-2} (2i + 1) x (yx)^i \otimes x(xy)^{k-2-i}
\end{pmatrix}
\]

Now, the proof of part 3c) of Theorem 1.1 can be completed as in the preceding cases. On the ring \(K[\mathcal{X}_7]\) (with \(\mathcal{X}_7\) as in (1.37)), we use the lexicographic order such that

\[ v_0' > v_0 > v_1 > \bar{w}_3 > z > p_1 > p_2 > p_2'. \]
Then we introduce the following list of elementary steps of reduction:

\[
\begin{align*}
    v_0^2 & \mapsto p_2z, \\
    v_1^2 & \mapsto p_2z, \\
    (v_0')^2 & \mapsto p_2z, \\
    v_2v_0 & \mapsto p_2v_0,
\end{align*}
\]

and show that all monomials having a normal form (with respect to the steps of reduction mentioned above) are on the following list:

<table>
<thead>
<tr>
<th>Degree</th>
<th>Normal forms</th>
<th>Number</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>(p_i^1(1 \leq i \leq k)), (1, p_2, p_2')</td>
<td>(k + 3)</td>
</tr>
<tr>
<td>(4n, n &gt; 0)</td>
<td>(z^n p_1^1(0 \leq i \leq k - 1)), (z^n p_2, z^n p_2')</td>
<td>(k + 2)</td>
</tr>
<tr>
<td>(4n + 1)</td>
<td>(u_3 z^n p_1^1(0 \leq i \leq k - 1)), (u_3 z^n p_2, u_3 z^n p_2')</td>
<td>(k + 2)</td>
</tr>
<tr>
<td>(4n + 2)</td>
<td>(v_1 z^n p_1^1(0 \leq i \leq k - 2)), (v_0 z^n, v_0 z^n p_2, v_0 z^n p_2')</td>
<td>(k + 2)</td>
</tr>
<tr>
<td>(4n + 3)</td>
<td>(v_1 u_3 z^n p_1^1(0 \leq i \leq k - 2)), (v_0 u_3 z^n, v_0 u_3 z^n p_2, v_0 u_3 z^n p_2)</td>
<td>(k + 2)</td>
</tr>
</tbody>
</table>

This completes the proof of Theorem 1.1.

§5. Appendix. The Yoneda algebra

Here we give (without a detailed proof) the description of the Yoneda algebra for the algebras \(R_k\) \((k \geq 2)\).

Let \(R = R_k\), and let \(S\) be a unique simple left \(R\)-module. The Yoneda algebra \(\mathcal{Y}(R)\) of the algebra \(R\) is a direct sum \(\sum_{m \geq 0} \text{Ext}^m_R(S, S)\) with multiplication given by the Yoneda product.

**Proposition 5.1.** The module \(S\) is \(\Omega\)-periodic with period 4, and its minimal projective resolution is of the form

\[
0 \leftarrow S \leftarrow R^{(x,y)} \leftarrow R^{((x,y)^{k-1})} \leftarrow \cdots
\]

The proof consists in a direct verification of the fact that the sequence presented above is exact. Recall that the entries of the matrices of the differentials are endomorphisms of the left \(R\)-module \(R\) that are induced by multiplication on the right by the corresponding elements of the algebra \(R\).

Now, using the techniques of the papers [24, 25], we can prove the following statement.

**Theorem 5.2.** Let \(R = R_k\) with \(k \geq 2\). Then, as a graded algebra, the Yoneda algebra \(\mathcal{Y}(R)\) is isomorphic to the algebra

\[
K[\xi, \zeta, \eta]/(\xi \zeta, \xi^3 - \zeta^3, \xi^4, \zeta^4),
\]

where \(\deg \xi = \deg \zeta = 1, \deg \eta = 4\).

**Remark 5.3.** Let \(G\) be the generalized quaternion group, and let \(K = F_2\). The corresponding cohomology ring \(H^*(G, K) = \mathcal{Y}(KG)\) was calculated earlier in [26].
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