ADMISSIBILITY OF MAJORANTS IN CERTAIN MODEL SUBSPACES: NECESSARY CONDITIONS

YU. S. BELOV

Abstract. A nonnegative function $\omega$ on $\mathbb{R}$ is called an admissible majorant for an inner function $\Theta$ if there is a nonzero function $f \in H^2 \ominus \Theta H^2$ such that $|f| \leq \omega$. Some conditions necessary for admissibility are presented in the case where $\Theta$ is meromorphic.

§ 1. Introduction

Let $\Theta$ be an inner function on the upper half-plane $\mathbb{C}^+$, and let $K_\Theta = H^2 \ominus \Theta H^2$ be the corresponding model subspace of the Hardy space $H^2 = H^2(\mathbb{C}^+)$. Principal attention will be paid to the classical case where $\Theta(z) = e^{i\sigma z}$, $\sigma > 0$; then $K_\Theta$ turns into $e^{i\sigma z/2}PW_{\sigma/2}$, where $PW_{\sigma}$ denotes the Paley–Wiener space consisting of entire functions of degree at most $\sigma$ that are square integrable on $\mathbb{R}$. A nonnegative function $\omega$ is called an admissible majorant for $K_\Theta$ (or a $\Theta$-admissible majorant) if there is a nonzero function $f$ in $K_\Theta$ with $|f| \leq \omega$ a.e. on $\mathbb{R}$.

The class of all $\Theta$-admissible majorants is denoted by $\text{Adm}(\Theta)$.

Conditions sufficient for admissibility were studied in [HM1, HM2, B, BH, BBH, Bl2, Bl3, MNH]. Here we look for conditions necessary for $\Theta$-admissibility in the case where $\Theta$ is a meromorphic Blaschke product on the upper half-plane.

An obvious necessary condition is the convergence of the logarithmic integral $L(\omega)$:

$$L(\omega) := \int_{\mathbb{R}} \frac{\log \omega(x)}{1 + x^2} \, dx > -\infty.$$  

It is well known (see [BH]) that this condition is not sufficient. More precisely, for every inner function $\Theta$ there is a nonnegative function $\omega$ such that $L(\omega) > -\infty$ but $\omega \notin \text{Adm}(\Theta)$. So, $\Theta$-admissibility always requires more than merely the convergence of the logarithmic integral. For instance, in the Beurling–Malliavin theorem pertaining to the case of $\Theta = e^{i\sigma z}$, $\sigma > 0$, some regularity of the majorant $\omega$ is also required.

An arbitrary meromorphic inner function $\Theta$ admits the following representation:

$$\Theta(z) = e^{iaz} \prod_{k \in \mathbb{Z}} \frac{z - z_k}{z - z_k^*} \cdot e^{ia_k}, \quad \text{Im} z > 0,$$

where $a \geq 0$ and the sequence $\{z_k\}$, $z_k = x_k + iy_k$, $x_k \in \mathbb{R}$, $y_k > 0$, satisfies $\lim_{k \to \infty} |z_k| = \infty$ and

$$\sum_{k \in \mathbb{Z}} \frac{y_k}{|z_k|^2} < +\infty \quad \text{(the Blaschke condition)};$$
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the unimodular factors $e^{i\alpha_k}$ ensure the convergence of the infinite product. Let $\arg \Theta$ be a continuous branch of the argument of $\Theta$. Then

$$
\frac{d}{dx} \arg \Theta(x) = a + \sum_{k \in \mathbb{Z}} \frac{2y_k}{(x-x_k)^2 + y_k^2}, \quad x \in \mathbb{R}
$$

(see [HM1, p. 1259]).

We shall use the following notation:

$$\Omega = -\log \omega;$$

$P$ is the Poisson measure on $\mathbb{R}$:

$$dP(x) = \frac{1}{\pi} \frac{dx}{1+x^2}.$$ 

With every function $F \in L^1(P)$, we associate its Hilbert transform $\tilde{F}$ (also denoted sometimes by $h(F)$):

$$\tilde{F}(x) = \frac{1}{\pi} \text{P.V.} \int_{\mathbb{R}} F(t) \left( \frac{1}{x-t} + \frac{t}{t^2+1} \right) dt, \quad x \in \mathbb{R}.$$ 

Observe that the integral on the right is finite for a.e. $x \in \mathbb{R}$. The results of the papers [HM1, HM2, B2, BH] show that the conditions sufficient for admissibility depend on the rate of growth of $\arg \Theta$ (that is, on the right-hand side of (1.1)): the slower $\arg \Theta$ grows, the more narrow is $\text{Adm}(\Theta)$ (as is well known, $K_{\Theta_2} \subset K_{\Theta_1}$ if and only if $\frac{\Theta_2}{\Theta_1} \in H^\infty$; see [N]). In the papers indicated above, the conditions sufficient for admissibility were usually expressed in terms of $\Omega'$ or $\tilde{\Omega}'$ (see [HM2, B2]). Of course, the first option is preferred because then the conditions are related to $\omega$ itself, whereas in the other case, some additional work is required in order to restate the conditions on $\Omega$ in terms of $\Omega$.

For a wide class of inner functions $\Theta$, some growth restrictions for $\Omega'$ and $\tilde{\Omega}'$ together with the convergence of the logarithmic integral $L(\omega)$ are sufficient for admissibility. In particular, the Beurling–Malliavin theorem says that an arbitrary majorant $\omega$ such that $\Omega'$ is bounded and $L(\omega) > -\infty$ is admissible in the classical case of $\Theta(z) = e^{i\alpha z}$.

The necessary conditions obtained in the present paper impose restrictions on $\Omega$ itself (or on the averaged function $S_\lambda(\Omega)$; see (4.3) for the definition). Nonetheless, these conditions make it possible to construct nonadmissible majorants for which $\Omega'$ grows moderately.

The question concerning the sharpness of the sufficient conditions from [HM2, B2] remains open. In the last part of the paper, we give some conditions sufficient for admissibility in the case of a meromorphic Blaschke product whose zeros approach $\mathbb{R}$ tangentially. See [B2, BH] for other admissibility results for such inner functions.

The paper is organized as follows. In §2, we prove several auxiliary lemmas. In §3, we present some indispensable constructions. A key role in deducing necessary conditions is played by the operator $h_l$, the inversion formula (3.4), and equation (2.1). In §4, the main results are proved. Theorem 4 provides conditions necessary for $\Theta$-admissibility if the argument of $\Theta$ does not grow too fast (specifically, if $\arg \Theta \in L^1((1+|x|^{l+1})^{-1}dx)$, $l \in \mathbb{N}$, $l > 1$).

The estimates in Theorem 4 depend on the rate of growth of $\arg \Theta$ and on the minimal $l$ for which $\arg \Theta \in L^1((1+|x|^{l+1})^{-1}dx)$. In general, an admissible majorant $\omega$ may take zero values. Thus, the function $\Omega = -\log \omega$ may be infinite at some points. The assumptions of Theorem 4 are fairly bulky, which causes some inconvenience. On the other hand, since $\Omega$ is integrable on the real line against the Poisson measure $P$, an arbitrary averaging of $\Omega$ is finite on the real line $(S_\lambda(\Omega))(x) < +\infty$, $x \in \mathbb{R})$. Theorem 5 provides a condition sufficient for admissibility in terms of $S_\lambda(\Omega)$ provided $\arg \Theta$ does not
grow too fast. Examples 1–3 show how Theorem 5 applies to certain specific functions Ω treated in [HM2, Bl2]. Statement 3 pertains to a fairly wide class of inner functions with a moderately growing argument (this allows us to apply Theorems 4 and 5). In Subsection 4.4 we shall show that for every inner function with a moderately growing argument, there exists a nonadmissible positive majorant with a convergent logarithmic integral. In [BH], the existence of a nonnegative nonadmissible majorant with a convergent logarithmic integral was proved for an arbitrary inner function Θ.

In §5, we show that the necessary conditions are sharp in the classical case (Statement 4) and that there exist nonadmissible majorants for which Ω′ grows moderately (see Statements 5 and 6).

In §6, we study the relationship between certain classes of admissible majorants. This will enable us to obtain conditions sufficient for admissibility in the case of some meromorphic Blaschke products whose zeros tend to the real line tangentially.

§2. Preliminary remarks

Let Θ be an inner function on $\mathbb{C}^+$ admitting meromorphic continuation to the entire plane $\mathbb{C}$. The following criterion for Θ-admissibility was obtained in [HM1].

Theorem 1. The nonnegative function $\omega = e^{-\Omega}$ with $\Omega \in L^1(\mathbb{P})$ is Θ-admissible if and only if there exists $m \in L^\infty(\mathbb{R})$, an integer-valued function $n$, and a real number $\gamma$ such that $\log m \in L^1(\mathbb{P})$, $m\omega \in L^2(\mathbb{R})$, and

$$\text{arg } \Theta + 2\tilde{\Omega} = 2\log m + 2\pi n + \gamma. \tag{2.1}$$

If (2.1) is fulfilled, then $m\omega \in |K_\Theta| = \{|f| : f \in K_\Theta\}$. (We remind the reader that arg Θ is a continuous monotone increasing branch of the argument.) We need two lemmas.

Lemma 1. If $m$ and $n$ are as in Theorem 1, then $n$ is monotone nondecreasing.

Proof. If $m$ and $n$ satisfy (2.1), then there exists an outer function $f$ with

$$f \in K_\Theta, \quad |f| = m\omega \quad \text{a.e. on } \mathbb{R}.$$  

Since Θ is meromorphic, the functions in $K_\Theta$ are analytic on the real line. Therefore, $f$ possesses only isolated real zeros $a_k$. This means that $|f(x)| = |x - a_k|g$, $x \in \mathbb{R}$, where $g$ is bounded away from zero in a neighborhood of $a_k$. Take a positive function $a \in C^\infty(\mathbb{R})$ vanishing off this neighborhood and equal to 1 near $a_k$. Then

$$h(\log |f|) = h(\log(m\omega)) = h(a \log |x - a_k|) + h(a \log g) + h((1 - a) \log |f|).$$

The second and third terms on the right are continuous near $a_k$. It can easily be observed that the first term jumps down at $a_k$. But

$$2\pi n = \text{arg } \Theta - 2h(\log(m\omega))$$

by (2.1), which implies that the function $n$ is monotone nondecreasing, continuous (hence, constant) on any interval $(a_k, a_{k+1})$ and jumps up at all points $a_k$. \qed

Lemma 2. For every positive $\varepsilon$ and $\delta$ and all sufficiently large $x$ ($x > X(\omega, \varepsilon, \delta) > 0$), we have

$$-|\gamma| - \delta x + \text{arg } \Theta((1 - \varepsilon)x) \leq 2\pi n(x) \leq \text{arg } \Theta((1 + \varepsilon)x) + \delta x + |\gamma| \tag{2.2}$$

($\gamma$ is the number occurring in (2.1)).
Proof. Consider the intervals $I_{x, \varepsilon} = [x, (1 + \varepsilon)x]$. We observe that $rac{\varepsilon}{|x|} > P(I_{x, \varepsilon}) > \frac{\varepsilon}{|x|}$ for $\varepsilon$ sufficiently small and $|x| > 2$. By the Kolmogorov theorem, if $f \in L^1(P)$, then

$$P(x : |h(f)(x)| > a) = o(1/a), \quad a \to +\infty.$$ 

Consequently, for every $f \in L^1(P)$, $\sigma > 0$, and $x > X(f, \sigma, \varepsilon)$ we have

$$|h(f)(s)| \leq \sigma s$$

for some $s \in I_{x, \varepsilon}$. In particular, this is true for $f = -\log(\omega_m)$.

To prove the upper estimate for $n$, we observe that, for $x > X(f, \sigma, \varepsilon)$, Lemma 1 implies

$$2\pi n(x) \leq 2\pi n(s) = \arg \Theta(s) + 2f(s) - \gamma$$

$$\leq \arg \Theta((1 + \varepsilon)x) + 2\sigma(1 + \varepsilon)x + |\gamma| < \arg \Theta((1 + \varepsilon)x) + \delta x + |\gamma|,$$

provided $\sigma < \frac{\delta}{2(1 + \varepsilon)}$, i.e., we have arrived at the right-hand part of (2.2). To prove the left-hand part, we consider intervals $I_{-x, \varepsilon} = [(1 - \varepsilon)x, x]$.

Rem 1. It is easy to prove similar estimates of $n$ for $x < 0$, i.e.,

$$-|\gamma| - \delta|x| + \arg \Theta((1 + \varepsilon)x) \leq 2\pi n(x) \leq \arg \Theta((1 - \varepsilon)x) + \delta|x| + |\gamma|, \quad x < 0.$$

§3. GENERALIZED HILBERT TRANSFORMATION. INVERSION FORMULA

We shall need the Poisson measures $P_l$ on $\mathbb{R}$, $l = 1, 2, \ldots$:

$$dP_l(x) = \frac{dx}{1 + |x|^{l+1}}.$$ 

Then $P_1$ is proportional to $P$.

By Theorem 1, a majorant $\omega$ is $\Theta$-admissible if and only if equation (2.1) is solvable. We rewrite (2.1) as follows:

$$\arg \Theta - 2\pi n - \gamma = 2h(\log(\omega_m)).$$

To deduce conditions necessary for admissibility, it would be desirable to take the Hilbert transforms of the two sides of (3.1) in order to release $\log \omega$ from the operator $h$, and obtain a “pure” formula for $\omega$ in terms of $\arg \Theta$, $m$, and $n$. However, generally speaking, $\arg \Theta - n + \gamma \notin L^1(P)$. Therefore, we need a new version of the classical inversion formula for the Hilbert transformation. The following theorem is a consequence of a result due to V. I. Smirnov (see, e.g., [Ba]).

Theorem 2. If $u \in L^1(P)$ and $h(u) \in L^1(P)$, then

$$h(h(u)) = -u + \text{const} \quad \text{a.e. on } \mathbb{R}.$$ 

In general, $h(u) \notin L^1(P)$ for $u \in L^1(P)$; moreover, $h(u)$ may fail to belong even to $\bigcup_{l \in \mathbb{N}} L^1(P_l)$. If $u \in L^1(P)$, then $h(h(u))$ can be understood as the so-called $A$-integral, but, as far as I know, the validity of (3.2) is still a problem (see [Ba]). Our problem is even more involved because we are interested in an inversion formula for $u \in L^1(P)$ with $l$ arbitrary. To overcome the difficulties, we begin with the following definition: for $u \in L^1(P_l)$, put

$$h_l(u)(x) = \frac{1}{\pi} \text{P.V.} \int_{\mathbb{R}} u(t) \frac{1}{x - t} \cdot \text{Re} \left( \frac{x + i}{t + i} \right) \frac{1}{t} dt.$$

Note that $h_1 = h$. 

\[\text{Proof.}\] Consider the intervals $I_{x, \varepsilon} = [x, (1 + \varepsilon)x]$. We observe that \(\frac{\varepsilon}{|x|} > P(I_{x, \varepsilon}) > \frac{\varepsilon}{|x|}\) for \(\varepsilon\) sufficiently small and \(|x| > 2\). By the Kolmogorov theorem, if \(f \in L^1(P)\), then

\[P(x : |h(f)(x)| > a) = o(1/a), \quad a \to +\infty.\]

Consequently, for every \(f \in L^1(P)\), \(\sigma > 0\), and \(x > X(f, \sigma, \varepsilon)\) we have

\[|h(f)(s)| \leq \sigma s\]

for some \(s \in I_{x, \varepsilon}\). In particular, this is true for \(f = -\log(\omega_m)\).

To prove the upper estimate for \(n\), we observe that, for \(x > X(f, \sigma, \varepsilon)\), Lemma 1 implies

\[2\pi n(x) \leq 2\pi n(s) = \arg \Theta(s) + 2f(s) - \gamma\]

\[\leq \arg \Theta((1 + \varepsilon)x) + 2\sigma(1 + \varepsilon)x + |\gamma| < \arg \Theta((1 + \varepsilon)x) + \delta x + |\gamma|,

provided \(\sigma < \frac{\delta}{2(1 + \varepsilon)}\), i.e., we have arrived at the right-hand part of (2.2). To prove the left-hand part, we consider intervals \(I_{-x, \varepsilon} = [(1 - \varepsilon)x, x]\).

Rem 1. It is easy to prove similar estimates of \(n\) for \(x < 0\), i.e.,

\[-|\gamma| - \delta|x| + \arg \Theta((1 + \varepsilon)x) \leq 2\pi n(x) \leq \arg \Theta((1 - \varepsilon)x) + \delta|x| + |\gamma|, \quad x < 0.

§3. GENERALIZED HILBERT TRANSFORMATION. INVERSION FORMULA

We shall need the Poisson measures \(P_l\) on \(\mathbb{R}\), \(l = 1, 2, \ldots\):

\[dP_l(x) = \frac{dx}{1 + |x|^{l+1}}.\]

Then \(P_1\) is proportional to \(P\).

By Theorem 1, a majorant \(\omega\) is \(\Theta\)-admissible if and only if equation (2.1) is solvable. We rewrite (2.1) as follows:

\[\arg \Theta - 2\pi n - \gamma = 2h(\log(\omega_m)).\]

To deduce conditions necessary for admissibility, it would be desirable to take the Hilbert transforms of the two sides of (3.1) in order to release \(\log \omega\) from the operator \(h\), and obtain a “pure” formula for \(\omega\) in terms of \(\arg \Theta\), \(m\), and \(n\). However, generally speaking, \(\arg \Theta - n + \gamma \notin L^1(P)\). Therefore, we need a new version of the classical inversion formula for the Hilbert transformation. The following theorem is a consequence of a result due to V. I. Smirnov (see, e.g., [Ba]).

Theorem 2. If \(u \in L^1(P)\) and \(h(u) \in L^1(P)\), then

\[h(h(u)) = -u + \text{const} \quad \text{a.e. on } \mathbb{R}.\]

In general, \(h(u) \notin L^1(P)\) for \(u \in L^1(P)\); moreover, \(h(u)\) may fail to belong even to \(\bigcup_{l \in \mathbb{N}} L^1(P_l)\). If \(u \in L^1(P)\), then \(h(h(u))\) can be understood as the so-called \(A\)-integral, but, as far as I know, the validity of (3.2) is still a problem (see [Ba]). Our problem is even more involved because we are interested in an inversion formula for \(u \in L^1(P)\) with \(l\) arbitrary. To overcome the difficulties, we begin with the following definition: for \(u \in L^1(P_l)\), put

\[h_l(u)(x) = \frac{1}{\pi} \text{P.V.} \int_{\mathbb{R}} u(t) \frac{1}{x - t} \cdot \text{Re} \left( \frac{x + i}{t + i} \right) \frac{1}{t} dt.\]

Note that \(h_1 = h\).
3.1. Inversion formula for $h_l$. Before proving an inversion formula for the operator $h_l$, we establish a simple property of it: $h_l(p) = 0$ for every polynomial $p$ of degree strictly smaller than $l$.

**Proof.** By the Cauchy formula for the upper half-plane, we have

$$p(z) = \frac{(z + i)^l}{2\pi i} \int_{\mathbb{R}} \frac{p(t)}{(t + i)^l(t - z)} dt, \quad \text{Im } z > 0.$$ 

The Sokhotskii–Privalov formula shows that

$$p(x) = \frac{(x + i)^l}{2\pi i} \text{P.V.} \int_{\mathbb{R}} \frac{p(t)}{(t - x)(t + i)^l} dt$$

for all $x \in \mathbb{R}$. Taking the imaginary part on the right, we see that $h_l(p) = 0$ for every real polynomial $p$ with deg $p < l$. \hfill $\square$

For convenience, we shall treat $h(u)$ modulo a summand $p$, where $p$ is an arbitrary polynomial of degree smaller than $l$.

We pass to an analog of (3.2) for $h_l$.

**Theorem 3.** Suppose $v \in L^1(P)$ is a real-valued function with $h(v) \in L^1(P_l)$. Then

$$h_l(h(v)) = -v + p_v \quad \text{a.e. on } \mathbb{R},$$

where $p_v$ is a polynomial with deg $p < l$.

**Proof.** Consider the following operator $h_l^*$:

$$h_l^*(u)(x) = \frac{1}{\pi} \text{P.V.} \int_{\mathbb{R}} u(t) \frac{1}{x - t} \left(\frac{x + i}{t + i}\right)^l dt, \quad u \in L^1(P_l).$$

Clearly, Re $h_l^*(u) = h_l(u)$. At the same time,

$$\text{Im } h_l^*(u)(x) = \frac{1}{\pi} \text{P.V.} \int_{\mathbb{R}} u(t) \frac{1}{x - t} \cdot \text{Im } \left(\frac{x + i}{t + i}\right)^l dt$$

$$= \frac{1}{\pi} \text{P.V.} \int_{\mathbb{R}} u(t) \frac{1}{x - t} \cdot \text{Im } \left(\frac{x + i}{t + i}\right)^l dt.$$ 

It is easily seen that the function $\frac{1}{x - t} \cdot \text{Im } \left(\frac{x + i}{t + i}\right)^l$ is a polynomial of degree smaller than $l$ in $x$. Consequently,

$$h_l^*(u) = h_l(u) + ip_u,$$

where $p_u$ is a polynomial with deg $p < l$. If $u \in L^1(P)$ and $h_l^*(u) \in L^1(P)$, then an application of Theorem 2 yields

$$h_l^*(h_l^*(u)) = -u + \text{const a.e. on } \mathbb{R}.$$ 

We shall also need a formula relating $h_l^*(u)$ and $h_l^*(u)$. It is readily seen that

$$h_l^*(u) - h_l^*(u) = \frac{1}{\pi} \text{P.V.} \int_{\mathbb{R}} u(t) \frac{1}{x - t} \cdot \left(\frac{x + i}{t + i}\right)^l - 1 \cdot \frac{x + i}{t + i} dt = Q_u(x).$$

Observe that $Q_u$ is a polynomial of degree at most $l - 1$. Consequently,

$$h_l^*(u) = h_l^*(u) + Q_u.$$ 

Suppose that $u \in L^1(P_l)$, $l \in \mathbb{N}$. Then

$$h_l^*(u)(x) = \frac{1}{\pi} \text{P.V.} \int_{\mathbb{R}} u(t) \frac{1}{x - t} \cdot \left(\frac{x + i}{t + i}\right)^l dt = (x + i)^{l-1}h_l^*(\frac{u(t)}{(t + i)^{l-1}}).$$
We know that \( h_1(v) \in L^1(\mathbb{P}_l) \). Therefore, by (3.5), we obtain \( h_1^*(v) \in L^1(\mathbb{P}_l) \). Using (3.6) and (3.7), we arrive at

\[
\begin{align*}
    h_1^*(h_1^*(v))(x) &= h_1^*(h_1^*(v)) - h_1^*(Q_v) = (x + i)^{l-1}h_1^*(\frac{h_1^*(v)(t)}{(l + i)^{l-1}}) - h_1^*(Q_v) \\
    &= (x + i)^{l-1}h_1^*(\frac{v(t)}{(l + i)^{l-1}}) - h_1^*(Q_v) \\
    &= -v + \text{const} - h_1^*(Q_v).
\end{align*}
\]

A direct calculation shows that \( h_1^*(Q_v) \) is a polynomial of degree at most \( l - 1 \). Now, (3.4) can be deduced from (3.5).

**3.2. Some estimates of \( h_l(f) \).** If \( f \) vanishes near zero, then there exists a polynomial \( p_f \) with \( \deg p_f \leq l - 1 \) and such that

\[
h_l(f)(x) = \frac{1}{\pi} \text{P.V.} \int f(t) \frac{x^l}{t^l(x-t)} dt + p_f.
\]

On the other hand, if \( f \) is compactly supported, then

\[
|\pi h_l(f)| = \left| \text{P.V.} \int f(t) \frac{x^l}{t^l(x-t)} dt + p_f \right| \\
= \left| \text{P.V.} \int f(t) - f(x) \frac{x^l}{t^l(x-t)} dt + p_f \right| \leq \| f' \|_{\infty} + (1 + |x|^{l-1}),
\]

where \( \deg p_f \leq l - 1 \). Therefore, \( |h_l(f)(x)| \leq (1 + |x|)^{l-1}, x \in \mathbb{R} \).

We shall need another estimate of \( h_l(f) \).

**Statement 1.** Suppose that \( f \in L^1(\mathbb{P}_l) \cap C^1(\mathbb{R}) \). Then there exists a polynomial \( p_f \) of degree at most \( l \) and such that

\[
|h_l(f)(x)| \leq \frac{1 + \delta}{\delta} |x|^l \int_{|t| \geq (1+\delta)|x|} \frac{|f(t)|}{|t|^{l+1}} dt + \int_{|t| < (1+\delta)|x|} \frac{|f(t)|}{|t|^l} dt \cdot l(1+\delta)^l \\
+ 2 \left| f(t) \right|_{-(1+\delta)|x|}^{(1+\delta)|x|} \log |x| + \int_{|t| < (1+\delta)|x|} \log |x-t| df(t) + |p_f(|x|)|
\]

for every \( \delta > 0 \).

**Proof.** Take a function \( a \in C^\infty(\mathbb{R}) \) supported on \([-2,2]\) and such that \( a \equiv 1 \) on \([-1,1]\). Then \( h_l(f) = h_l(af) + h_l((1-a)f) \). Since \( h_l(af) \leq (1+|x|)^{l-1} \) and \( (1-a(x))f(x) = f(x) \) for \( |x| > 2 \), we may assume that \( f \equiv 0 \) on \([-1,1]\). Consequently,

\[
\pi h_l(f)(x) = \text{P.V.} \int f(t) \frac{x^l}{t^l(x-t)} dt + p_f \\
= \int_{|t| \geq (1+\delta)|x|} + \int_{|t| < (1+\delta)|x|} + p_f = I_1 + I_2 + p_f,
\]

where \( p_f \) is a polynomial of degree at most \( l \). It is easily seen that

\[
|I_1| \leq |x|^l \int_{|t| \geq (1+\delta)|x|} \frac{|f(t)|}{|t|^{l+1}} dt \leq \frac{1 + \delta}{\delta} |x|^l \int_{|t| \geq (1+\delta)|x|} \frac{|f(t)|}{|t|^{l+1}} dt.
\]

On the other hand,

\[
|I_2| \leq \left| \text{P.V.} \int f(t) \frac{dt}{x-t} \right| + \int_{|t| < (1+\delta)|x|} |f(t)| \frac{1}{|t|} \cdot \frac{x^l - t^l}{x-t} dt.
\]
Since \( |x^t - x^s| \leq \sum_{k=0}^{l-1} |x|^{l-1-k} |t|^k \leq l(1 + \delta)^l |x|^{l-1} \) for \( |t| \leq (1 + \delta)|x| \), we obtain

\[
(3.12) \quad \int_{|t| < (1 + \delta)|x|} |f(t)| \frac{x^t - x^s}{x - t} \, dt \leq \int_{1 < |t| < (1 + \delta)|x|} |f(t)| \frac{|x|^t - 1}{|t|^t} \, dt \cdot l(1 + \delta)^t.
\]

Next,

\[
(3.13) \quad \left| \text{P.V.} \int_{|t| < (1 + \delta)|x|} f(t) \frac{dt}{x - t} \right| = \left| \int_{|t| < (1 + \delta)|x|} \log |x - t| \, df(t) + \left( f(t) \log |x - t| \right) \frac{(1 + \delta)|x|}{1} \right|
\]

The claim follows from (3.10)–(3.13).

**Remark 2.** Estimate (3.9) is true also in the case where \( f \) is a step function, i.e., \( f = c_k \) on \( (a_k, a_k + 1) \), where \( \{a_k\} \) and \( \{c_k\} \) are monotone increasing sequences and \( \{a_k\} \) has no limit points.

**Proof.** All the details of the preceding proof remain the same, except for the fourth integral in (3.9), which is a finite sum of terms of the form \( D \text{P.V.} \int_B \frac{dt}{x - t} = D(\log|x - C| - \log|x - B|) \), where \( D = c_k, B = a_k, C = a_k + 1 \) (or \( \pm(1 + \delta)x \)).

**Remark 3.** We can use (3.9) for the differences \( f_1 - f_2 \), where \( f_1 \) is as in Statement 1 and \( f_2 \) is as in Remark 2.

Put \( J_{x,\delta} = \{ t \in \mathbb{R} : |t| \leq (1 + \delta)|x| \} \).

**Remark 4.** Suppose \( f \in C^1(\mathbb{R}) \) is monotone decreasing. Then

\[
\left| \int_{J_{x,\delta}} \log |x - t| \, df(t) \right| \leq 2 \max_{|x-1,x+1|} |f'| + (\Delta_{J_{x,\delta}} f) \cdot \log((2 + \delta)|x|)
\]

for every \( x \in \mathbb{R} \), where \( \Delta_{J_{x,\delta}} f \) is the increment of \( f \) on the interval \( J_{x,\delta} \).

**Proof.** Indeed,

\[
\left| \int_{J_{x,\delta}} \right| \leq \left| \int_{[x-1,x+1]} \right| + \left| \int_{J_{x,\delta}\setminus[x-1,x+1]} \right| = |J_1 + J_2|.
\]

Next,

\[
J_1 \leq 2 \max_{|x-1,x+1|} |f'| \int_0^1 |\log u| \, du = 2 \max_{|x-1,x+1|} |f'|,
\]

\[
J_2 \leq \int_{J_{x,\delta}\setminus[x-1,x+1]} \log(|x| + (1 + \delta|x|)) \, df(t) = \log((2 + \delta)|x|) \cdot (\Delta_{J_{x,\delta}} f).
\]

\[\Box\]

**§4. Conditions necessary for admissibility**

Now, we are ready to prove the main technical result of the paper. It gives a condition necessary for \( \Theta \)-admissibility and appears fairly bulky. But we shall see subsequently that, still, it is a source of more natural (and even sharp) admissibility conditions. We return to a meromorphic inner function \( \Theta \) and put \( A(=A_\Theta) = \arg \Theta \) for short.

**Theorem 4.** Suppose that \( A \in L^1(\mathbb{P}^l) \) for some natural number \( l \), and that \( \omega = e^{-\Omega} \) (where \( \Omega \geq 0 \)) is a \( \Theta \)-admissible function. Then for every \( \delta > 0 \) there exists a constant \( C(\delta, l) \) such that

\[
\Omega(x) \leq C(\delta, l)(I + J + S),
\]
where
\[
I = I_A = |x|^l \int_{|t|\geq|x|} \frac{|A(t)|}{|t|^l+1} dt + \int_{1<|t|<(1+2\delta)|x|} |A(t)| \frac{|x|^{l-1}}{|t|^l} dt,
\]
\[
J = \Delta_{j_x,t} A \cdot \log |x| + \sup_{|x-1,x+1|} |A'| + |x|^{l-1} + 1,
\]
\[
S = \sum_{\{a_k\}< (1+\delta)|x|} \log |x - a_k|,
\]
and the real sequence \(\{a_k\}\) satisfies
\[
\text{card}\, \{k : |a_k| < |x|\} \leq \Delta_{j_x,t} A + C_1 |x| + C_2
\]
for some constants \(C_1\) and \(C_2\).

**Proof.** Since \(\omega\) is \(\Theta\)-admissible, there exist functions \(m\) and \(n\) resolving equation (2.1). Therefore,
\[
\arg \Theta - 2\pi n - \gamma = 2h(\log(\omega m)),
\]
where \(0 \leq m \leq 1\). There is no loss of generality in assuming that \(n\) vanishes near zero. By our assumptions on \(A\) and by Lemma 2, the left-hand side of (4.2) is in \(L^1(P_1)\). Thus,
\[
h_l(\arg \Theta - 2\pi n + \gamma) = h_l(h_1(\log(\omega m))) = -\log \omega - \log m + p_{\omega} \geq \omega + p_{\omega},
\]
where \(p_{\omega}\) is a polynomial with \(\deg p_{\omega} < l\). Put \(g = A - 2\pi n\). Using Lemma 2, we obtain the inequality \(|g(x)| \leq 2|A((1+\varepsilon)x)| + C_1 |x| + C_2\); the function \(g\) satisfies the assumptions of Remark 3. Consequently, we may use Statement 1 to estimate \(|h_l(g)|\).

Taking \((1+\varepsilon)t\) for a new variable, we see that
\[
K_1 = \int_{|t|\geq(1+\delta)|x|} \frac{|A((1+\varepsilon)t)|}{|t|^l+1} dt \leq 2 \int_{|t|\geq|x|} \frac{|A(t)|}{|t|^l+1} dt
\]
if \(\varepsilon\) is sufficiently small. The integral \(\int_{1<|t|<(1+\delta)|x|} |A((1+\varepsilon)t)| \frac{|x|^{l-1}}{|t|^l} dt = K_2\) is estimated similarly. Next,
\[
\int_{|t|<(1+\delta)|x|} \log |x - t| \, dg = \int \log |x - t| \, dA(t) - \int \log |x - t| \, d(2\pi n(t)) = K_3 - K_4.
\]
Using Remark 4 (with \(f = A\)), we estimate \(K_3\). At the same time, \(S = |K_4| = \sum_{\{a_k\}< (1+\delta)|x|} \log |x - a_k|\), where the \(a_k\) are the points of discontinuity of \(n\). Since the sequence \(\{a_k\}\) has no limit points, we see that \(n\) is monotone increasing by Lemma 1. In fact, \(n\) may have a jump whose height is an arbitrary natural number, which corresponds to repetition of members of \(\{a_k\}\). By Lemma 2, the sequence \(\{a_k\}\) possesses the required properties if \(\varepsilon\) is sufficiently small. Collecting the inequalities for \(K_1\), \(K_2\), \(K_3\), and \(K_4\), we arrive at the desired estimate.

\(\square\)

**4.1. Admissibility and estimates for certain averagings of \(\Omega\).** In Theorem 3, the function \(\Omega\) was estimated in terms of an expression with logarithmic singularities at the points \(a_k\). Therefore, it is more convenient to consider some averagings of \(\Omega\) rather than \(\Omega\) itself. For such averagings, we shall obtain upper estimates in terms of the function \(A\), avoiding the use of \(\{a_k\}\). Let \(\lambda\) be a function defined on \(\mathbb{R}\) and taking values in \((0,1]\).

We put
\[
S_\lambda(f)(x) = \frac{1}{2\lambda(x)} \int_{|x-s|<\lambda(x)} f(s) \, ds, \quad x \in \mathbb{R}.
\]
Now, we can exhibit some conditions in terms of \(S_\lambda(\Omega)\) that are necessary for admissibility.
The next lemma prepares certain estimates for \( S_{\lambda}(\Omega) \). We put \( I = [m, m + h] \), \( m \in \mathbb{R} \), \( 0 < h \leq 1 \).

**Lemma 3.** There is a universal constant \( c > 0 \) such that
\[
\frac{1}{h} \int_I |\log |u|| \, du \leq c \cdot \max\{ |\log m|, |\log h|, 1 \}.
\]

**Corollary 1.** Suppose that \( \lambda \) is a function defined on \( \mathbb{R} \) and satisfying \( \lambda(\mathbb{R}) \subset (0, 1] \). Put \( S_{\lambda}^n(x) := \frac{1}{2\pi i} \int_{x - \lambda(x)}^{x + \lambda(x)} |\log |t - a|| \, dt \), \( a \in \mathbb{R} \). Then
\[
S_{\lambda}^n(x) \leq c \cdot \max\{ \log(|x| + |a| + 1), |\log |\lambda(x)||, 1 \},
\]
where \( c \) is a universal constant.

**Proof.** Putting \( u = a - t \), we reduce the claim to Lemma 3 (with \( m = x - a - \lambda(x) \), \( h = 2\lambda(x) \)).

We remind the reader that \( A \) stands for \( \arg \Theta \).

**Theorem 5.** Let a meromorphic inner function \( \Theta \) satisfy \( A \in L^1(\mathbb{P}_1) \), where \( l \in \mathbb{N} \). If the function \( \omega = e^{-\Omega} \) (\( \Omega \geq 0 \)) is \( \Theta \)-admissible, then for every \( \delta > 0 \) there exists a constant \( C(\delta, l) \) such that
\[
S_{\lambda}(\Omega)(x) \leq C(\delta, l)(S_{\lambda}(I + J) + \Delta_{j_\sigma,\delta} A \cdot \max\{ |\log |x||, |\log |\lambda(x)||, 1 \}), \quad x \in \mathbb{R},
\]
where the quantities \( I = \{ l(\mathcal{A}, l, \delta) \} \) and \( J = \{ J(\mathcal{A}, \delta, l) \} \) are the same as in Theorem 4.

**Proof.** We put \( \delta_0 = \delta/2 \) and apply Theorem 4. This results in the estimate \( |\Omega(x)| \leq C(\delta, l)(I + J + S) \). Lemma 3 implies the following inequality:
\[
S_{\lambda}(\Omega) \leq C(\delta, l)(S_{\lambda}(I + J) + S_{\lambda}(S)).
\]
On the other hand,
\[
S_{\lambda}(S) \leq \sum_{|a_k| < (1 + \delta_0)|x|} S_{\lambda}(|\log |x - a_k||)
\leq c\Delta_{j_\sigma,\delta} n \cdot \max\{ |\log |x||, |\log |\lambda(x)||, 1 \}.
\]
Applying Lemma 2 (with an appropriate \( \epsilon \)) to \( n \), we prove the claim.

**4.2. Examples.** We give several examples of applications of Theorem 5.

**Example 1.** Put \( \Theta(z) = e^{i\sigma z} \) (\( \sigma > 0 \)). Then every \( \Theta \)-admissible majorant \( \omega = e^{-\Omega} \) satisfies the inequality
\[
|S_1(\Omega)(x)| \leq C_1|x \log |x|| + C_2, \quad x \in \mathbb{R}.
\]

**Proof.** Note that \( A(x) = \sigma x \in L^1(\mathbb{P}_2) \). Applying Theorem 4 (\( l = 2, \delta = \frac{1}{2}, \lambda \equiv 1 \)), we see that
\[
|S_1(\Omega)(x)| \leq C(\delta, l)(S_{\lambda}(I + J) + |x \log |x||) + 1.
\]
It is easily seen that
\[
I = |x|^2 \int_{|t| \geq |x|} \frac{\sigma \, dt}{t^2} + \int_{|t| < |x|} \frac{\sigma|x + t|}{t} \, dt \leq |x \log |x|| + 1.
\]
Clearly, \( J \leq |x \log |x|| + 1 \). Consequently, \( S_1(I + J) \leq |x \log |x|| + 1 \).
Example 2. Let \( f : \mathbb{R} \to \mathbb{R} \) be a strictly monotone increasing differentiable function, and let \( B_f \) be the Blaschke product with the zeros \( z_k = f(k) + i, k \in \mathbb{Z} \). Suppose that \( \lim_{x \to \pm \infty} f(k) = \pm \infty \), \( \int_{\mathbb{R}} \frac{dt}{f(t) + 1} < \infty \) (this ensures the convergence of the Blaschke product) and that \( (f^{-1})' \in \text{Lip}_\delta(\mathbb{R}) \), \( 0 < \beta < 1 \). If a function \( \omega = e^{-\Omega} \) is \( B_f \)-admissible, then for every \( \delta > 0 \) there are constants \( C, C_1, C_2 \) such that

\[
|S_1(\Omega)(x)| \leq S_1(I_{f^{-1}} + C \Delta_{x,\delta} f^{-1} \cdot |\log |x||) + C_1 |x| + C_2, \quad x \in \mathbb{R},
\]

where \( I \) is the same as in Theorem 5 (with \( A = f^{-1} \)).

Proof. We observe that \( f^{-1} - n = O(1) \), where \( n \) is the counting function of the sequence \( \{f(k)\} \). It is well known that \( B'_f = 2\pi (f^{-1})' + O(1) \) (see Theorem 2.4). Consequently, \( |\arg B_f(x)| \leq |f^{-1}(x)| + |x| \). Since \( (f^{-1})' \in \text{Lip}_\delta(\mathbb{R}) \), we see that \( (f^{-1})'(x) = o(x) \). Applying Theorem 4 \((l = 2)\), we prove the claim. \( \square \)

The following example is a particular case of Example 2.

Example 3. Let \( B_\alpha \) be the Blaschke product with the zeros \( z_k = \text{sgn}(k)|k|^{\alpha} + i \) \((\frac{1}{\alpha} < \alpha < 1 \) if the function \( \omega = e^{-\Omega} \) is \( B_\alpha \)-admissible, then there exist constants \( C_1 \) and \( C_2 \) such that

\[
|S_1(\Omega)(x)| \leq C_1 |x|^{1/\alpha} \log |x| + C_2, \quad x \in \mathbb{R}.
\]

Proof. We apply the estimate in Example 2 \((f(x) = |x|^{1/\alpha}, |x| > 1)\). It can easily be shown that \( S_1(I_{f^{-1}}) \leq |x|^{1/\alpha} + 1 \). Indeed,

\[
I_{f^{-1}} \leq I_{|x|^{1/\alpha}} = |x| \int_{|t| \geq |x|} \frac{|t|^{1/\alpha}}{|t|^3} dt + \int_{1 < |t| < 2|x|} |t|^{1/\alpha} \frac{|x|}{|t|^2} dt \leq |x|^{1/\alpha} + 1.
\]

Observe that \( \Delta_{x,\delta} f^{-1} \leq |x|^{1/\alpha} \). \( \square \)

For convenience, we have estimated the function \( S_1(\Omega) \) in Examples 2 and 3. It can easily be seen that the same estimates are true for every function \( \lambda \) with \( \lambda(x) \geq \frac{1}{1+|x|^2} \), because \( \max(|\log |x||, |\log |\lambda(x)||) \leq \log |x|, \quad x > 2 \).

Let \( (\arg B')'(x) \approx (1 + |x|)^{k-1} \), where \( k \in (0, 1) \). Then the condition \( S_1(\Omega)(x) \leq |x|^k \log |x|, \quad |x| > 10 \), is necessary for admissibility. In particular, the majorants of the form \( \omega_\gamma(x) = \exp(-|x|^\gamma) \) are not admissible if \( \gamma > k \). At the same time, the results of [HM2] imply that \( \omega_\gamma \) is \( B \)-admissible for \( \gamma < k \).

4.3. Blaschke products subject to the condition \( \arg B \in L^1(\mathcal{P}_1) \). The next two statements describe the arrangements of zeros of a meromorphic Blaschke product \( B \) that ensure the inclusion \( \arg B \in L^1(\mathcal{P}_1) \) (so that the results of Subsection 4.1 become applicable).

**Statement 2.** Let \( B \) be the Blaschke product with zeros \( z_k = x_k + iy_k \in \mathbb{C}^+ \), where the sequence \( z_k \) possesses the following properties:

1) \( \lim_{k \to +\infty} |z_k| = +\infty \); 2) \( \sum_{k \in \mathbb{Z}} \frac{|y_k|}{|z_k|^2} < +\infty \).

Denote by \( n_\ast \) the counting function for the sequence \( \{x_k\} \). Then for every \( \delta \in (0, 1) \) there exist constants \( C_1, C_2 \) such that

\[
|\arg B(x)| < \pi n_\ast((1+\delta)x) + C_1 |x| + C_2.
\]
Proof. Let \( x > 0 \). We observe that, under the agreement \( B(0) = 0 \), we have
\[
\arg B(x) = \int_0^x \arg B'(s) \, ds = \int_0^x \left( \sum_{k \in \mathbb{Z}} \frac{y_k}{(s-x_k)^2 + y_k^2} \right) \, ds.
\]
Now,
\[
\sum_{x < 0} \frac{y_k}{(s-x_k)^2 + y_k^2} \leq \sum_{x > 0} \frac{y_k}{x_k^2 + y_k^2},
\]
and moreover, the contribution of the summands with negative \( x_k \) to \( \arg B(x) \) does not exceed \( Cx \) for some constant \( C \). Next,
\[
\sum_{x \geq 0} = \sum_{x \geq 0, |x-x_k| \leq \delta x_k} + \sum_{x \geq 0, |x-x_k| > \delta x_k} = \Sigma_1 + \Sigma_2.
\]
For every \( s \in [0, x] \), we have
\[
\text{card}\{k : |x-x_k| \leq \delta x_k\} \leq \text{card}\{k : (1-\delta)x_k < s\}
\]
\[
= \text{card}\{k : x_k < x/(1-\delta)\} = n_+(x/(1-\delta)),
\]
whereas
\[
\int_0^s \frac{y_k}{(s-x_k)^2 + y_k^2} \, ds \leq \int_{|s-x_k|^2 + y_k^2} \frac{y_k}{(s-x_k)^2 + y_k^2} \, ds = \pi, \quad \text{and}
\]
\[
\Sigma_1 \leq \pi n_+(\frac{x}{1-\delta}).
\]
But
\[
\Sigma_2 \leq \int_0^x \frac{y_k}{\delta^2 x_k^2 + y_k^2} \, ds \leq \frac{1}{\delta^2} \sum_{k \in \mathbb{Z}} \frac{y_k}{x_k^2 + y_k^2} \cdot x.
\]
The proof for negative \( x \) is similar. \( \square \)

Statement 2 relates the growth of \( A = \arg \Theta \) to the counting function \( n_+ \). In particular, if \( n_+ \in L^1(\mathcal{P}_l) \), \( l > 1 \), then \( A = \arg \Theta \in L^1(\mathcal{P}_l) \). On the other hand, there exist subsets \( D_1 \) of the upper half-plane \( \mathbb{C}^+ \) with the following property: if all zeros of a Blaschke product \( B \) belong to \( D_1 \), then \( \arg B \in L^1(\mathcal{P}_l) \). For example, if \( \inf_k \text{Im} z_k > 0 \), where \( \{z_k\} \) is the sequence of zeros of \( B \), then \( \arg B \in L^1(\mathcal{P}_l) \).

For every positive integer \( l \), we define a domain \( D_l \subset \mathbb{C}^+ \) as follows:
\[
D_l = \{z = x + iy : y > \min(|x|^{2-l}, 1)\}.
\]

**Statement 3.** Suppose that a sequence \( \{z_k\} \subset \mathbb{C}^+ \) satisfies the Blaschke condition and lies in \( D_1 \), \( l > 1 \). If \( B \) is the Blaschke product with zeros \( \{z_k\} \), then \( A \in L^1(\mathcal{P}_l) \).

**Proof.** Put \( z_k = x_k + iy_k \). Then \( \sum_k \frac{y_k}{x_k^2 + y_k^2} < +\infty \) (the Blaschke condition). We consider the terms of the sequence \( \{z_k\} \) with \( y_k \geq x_k \) and introduce the Blaschke product with these zeros. From the convergence condition for Blaschke products, it easily follows that \( \sum_{k : y_k \geq x_k} \frac{1}{y_k} < +\infty \). Therefore,
\[
(\arg B_1)' = \sum_{k : y_k \geq x_k} \frac{y_k}{(x-x_k)^2 + y_k^2} \leq \sum_{k : y_k \geq x_k} \frac{1}{y_k} \leq 1.
\]
Accordingly, \( |\arg B_1(x)| \leq |x| + 1 \), whereas \( A \in L^1(\mathcal{P}_2) \). So, we may assume that the domain \( \{z : z \in \mathbb{C}^+, \text{Im} z > \text{Re} z\} \) contains no terms of the sequence. Let \( n_+ \) be a counting function for the sequence \( \{x_k\} \) such that \( n_+ = 0 \) near zero. Since \( x_k > y_k \) and the series \( \sum_k \frac{y_k}{x_k^2 + y_k^2} \) converges, the series \( \sum_k \frac{y_k}{x_k^2 + y_k^2} \) also converges. Then
\[
\sum_{k \in \mathbb{Z}} \frac{y_k}{x_k^2 + y_k^2} \geq \sum_{k \in \mathbb{Z}} \frac{1}{|x_k|} = \int_{\mathbb{R}} \frac{dn_+(t)}{|t|} = \int_{\mathbb{R}} \frac{|n_+(t)|}{|t|^{l+1}} \, dt.
\]
Consequently, \( n_+ \in L^1(\mathcal{P}_l) \). Using Statement 2, we obtain the claim. \( \square \)
If the zeros of a Blaschke product belong to \( D_l \) with some \( l \geq 1 \), we can use Theorem 5 and 6 to estimate a \( \Theta \)-admissible function \( \Omega \) from above. For example, if all zeros lie on the line \( \mathbb{R} + i \), we can put \( l = 2 \).

### 4.4. An outline of the construction of nonadmissible majorants.

In this subsection we show that Theorems 5 can provide some specific examples of nonadmissible majorants for functions \( \Theta \) with tempered growth of the argument \( A = \arg \Theta \). Among these examples, there are functions \( \Omega \) integrable against the Poisson measure (i.e., \( \Omega \in L^1(P) \)). The existence of such functions \( \Omega \) was proved in [BH] for all inner functions \( \Theta \), but the construction there was less explicit, and the resulting functions \( \omega \) had many zeros on the real line, whereas the method described here makes it possible to obtain functions bounded away from zero on any compact segment. We remind the reader (see the Introduction) that an arbitrary specific nonadmissible function \( \omega \) yields a uniqueness theorem for \( K_\Theta \).

For an inner function \( \Theta \) with \( A = \arg \Theta \in L^1(P) \), we introduce the following notation:

\[
F(x) := I(x) + J(x) + CA(2|x|) \cdot \log(|x| + 1) + C|x|, \\
G(x) := CA(2|x|), \quad x \in \mathbb{R},
\]

where \( I = I_A \) and \( J = J_A \) were defined in Theorem 4 (\( \delta = 1/2 \)). We emphasize that \( F \) and \( G \) depend only on \( \Theta \) (more precisely, on \( A \)). As usual, \( \lambda : \mathbb{R} \to (0,1] \) is a function determining an averaging operator \( S_\lambda \) (see (4.3)). Finally, we put \( h := F + G \cdot (|\log(\lambda)| + 1) \). Theorem 4 implies the following statement.

**Corollary 2.** If \( \limsup_{x \to +\infty} \frac{S(\Omega(x))}{h(x)} = +\infty \), then the function \( \omega = e^{-\Omega} \) is not \( \Theta \)-admissible. (Surely, the condition with \( \limsup_{x \to +\infty} \) can be replaced by a similar one with \( \lim\sup_{x \to -\infty} \).

This result makes it possible to construct specific nonadmissible majorants. Let \( \{x_k\}_{k \in \mathbb{N}} \) be a positive sequence tending to \( +\infty \). We put \( I_k = (x_k - \lambda(x_k), x_k + \lambda(x_k)) \).

Consider an arbitrary sequence \( \{B_k\}_{k \in \mathbb{N}} \) of positive numbers tending to \( +\infty \). If

\[
(4.5) \quad \Omega \big|_{I_k} \geq \frac{B_k}{2} \cdot h(x_k)
\]

for every \( k \in \mathbb{N} \), then the function \( \omega := e^{-\Omega} \) is not \( \Theta \)-admissible by Corollary 2. Next, condition (4.5) is compatible with the integrability of \( \Omega \) against the Poisson measure. Indeed, let \( x_{k+1} - x_k > 2 \) for all \( k \in \mathbb{N} \), so that the intervals \( I_k \) are mutually disjoint. We choose \( \lambda \) in such a way that the function \( h \cdot \lambda \) is bounded on \( \mathbb{R} \) (we recall that the functions \( F \) and \( G \) are continuous and, therefore, locally bounded). Next, we put

\[
\Omega = \sum_{k \in \mathbb{N}} \frac{B_k}{2} \cdot h(x_k) \cdot \chi_{I_k}.
\]

Clearly, (4.5) is true for all \( k \in \mathbb{N} \). At the same time, \( P(I_k) \leq \frac{B_k}{x_k^2} \). If the series \( \sum_k \frac{B_k}{x_k^2} \) converges, then \( \Omega \) is integrable against the Poisson measure. Indeed,

\[
\int \Omega dP \leq \text{const} \sum_k B_k \cdot h(x_k) \cdot \lambda(x_k) \cdot x_k^{-2} \leq \text{const} \sum_k \frac{B_k}{x_k^2}.
\]

We can take an arbitrary unbounded sequence \( B_k \) with \( \sum_k \frac{B_k}{x_k^2} < +\infty \), because \( x_k > 2k \). The resulting nonadmissible majorant \( \omega = e^{-\Omega} \) can be expressed in terms of \( A = \arg \Theta \).
§5. Sharpness of necessary conditions

In this section we present some examples illustrating the sharpness of Theorems 4 and 5. We start with the classical case of the Paley–Wiener spaces and show that the result described in Example 1 is sharp to a great extent.

**Statement 4.** Put \( \Theta(z) = e^{i\sigma z} (\sigma > 0) \). Then for every monotone decreasing positive function \( \gamma \) with \( \lim_{x \to +\infty} \gamma(x) = 0 \) there exists a \( \Theta \)-admissible function \( \omega = e^{-\Omega} \) and a sequence \( \{x_n\}_1^\infty \), \( x_n \to +\infty \), such that

\[
|S_1(\Omega)(x_n)| \geq x_n \gamma(x_n) \log x_n.
\]

(Recall that \( S_1 \) is the averaging operator; see (4.3).)

**Proof.** Without loss of generality, we may assume that \( \gamma(x) > 1000/x \) for \( x > 1 \) (we can replace \( \gamma \) with \( \gamma + 1000/x \) for such an \( x \)). Take a sequence \( \{\delta_n\}_{n \in \mathbb{N}} \in [0, 1] \) such that \( \sum_n \delta_n < \sigma \). We put

\[
f(z) = \prod_{n \in \mathbb{N}} \left[ \cos \left( \frac{x_n}{2^n} \right) \right]^{[2^n \delta_n]}.
\]

The product converges uniformly on compact subsets of \( \mathbb{C} \) because \( \cos \left( \frac{x_n}{2^n} \right) \simeq 1 - z^2/2^{2n}, n \to +\infty \). Next, we choose an infinite set \( N^* \subset \mathbb{N} \) and put \( \delta_n = 0 \) for \( n \in \mathbb{N} \setminus N^* \), \( \delta_n = C \gamma(x_n) \) for \( n \in N^* \), where \( x_n := \frac{x}{2^n}, n \in \mathbb{N}, \) and \( C \) is an appropriate constant.

We observe that \( f \) is an entire function of finite type at most \( \sigma \). Indeed,

\[
|f(z)| = \prod_{n \in \mathbb{N}} \left| \cos \left( \frac{x_n}{2^n} \right) \right|^{[2^n \delta_n]} \leq \prod_n \exp \left( \frac{1}{2^n} [2^n \delta_n] \right) \leq \exp \left( \log z \sum_n \delta_n \right).
\]

Moreover, \( f \) is bounded on the real line. If \( \alpha \) is a zero of \( f \), then \( \frac{f(z)}{z-\alpha} \in L^2(\mathbb{R}) \) and \( \log |f(z)| \in PW_\sigma \). Therefore, \( |f| \) is an admissible majorant for \( K_\Theta \). Put \( \Omega := -\log |f| \). A drawback of this definition is that \( \Omega \) has infinite values (so, \( \omega \) has zero values). This can be eliminated by addition of \( i\varepsilon_n \) to the argument of the \( n \)th factor, where \( \{\varepsilon_n\} \) is a positive sequence rapidly tending to zero. But this would have complicated the forthcoming simple estimates, so we leave things as they are. Next,

\[
\Omega(x) = -\log |f(x)| = \sum_k -[2^k \delta] \log \left| \cos \left( \frac{x}{2^n} \right) \right| \geq -[2^N \delta] \log \left( \cos \left( \frac{x}{2^n} \right) \right), \quad x \in \mathbb{R}.
\]

We return to a lower estimate for \( \Omega \) on \( I_N := [x_N - 1, x_N + 1] \):

\[
\Omega(x) \geq \left[ 2^N \delta_N \right] \log \left( \cos \left( \frac{x}{2^n} \right) \right) \geq \left[ 2^N \delta_N \right] \log \left( \cos \left( \frac{x}{2^n} + 1 \right) \right)
\]

\[
= \left[ 2^N \delta_N \right] \log \left( \sin(1/2^n) \right) \geq \left( 2^N \delta_N - 1 \right) \log(2N)
\]

\[
\geq \frac{2}{\pi} \delta_N x_N \log x_N \left[ 1 + \frac{\log(2/\pi)}{\log x_N} - \frac{1}{\delta_N x_N} \right]
\]

\[
\geq \left( \frac{2}{\pi} C \gamma(x_N) x_N \log x_N \right) \frac{1}{4} \geq \gamma(x_N) x_N \log x_N
\]

if \( x \in I_N, \, N \in \mathbb{N}^*, \, \min \mathbb{N}^*, \) and \( C \) are sufficiently large. Consequently,

\[
S_1(\Omega)(x_N) \leq \gamma(x_N) x_N \log x_N
\]

for \( N \in \mathbb{N}^*, \) and it remains to choose \( \mathbb{N}^* \) so sparse that \( C \sum_{n \in \mathbb{N}^*} \gamma(x_n) < \sigma \).

Two statements that follow show that Theorem 4 forbids the existence of some majorants with moderately oscillating derivative and with convergent logarithmic integral \( \mathcal{L}(\omega) \).
Statement 5. For any monotone increasing positive function $M$ with $\lim_{x \to +\infty} M(x) = +\infty$, there exists a positive bounded function $\omega = e^{-\Omega}$ such that

a) $\mathcal{L}(\omega) > -\infty$; \hspace{1em} b) $|\Omega'(x)| \leq M(x)|\log^2|x||$; \hspace{1em} c) $\omega \notin \bigcup_{\sigma > 0} \text{Adm}(e^{i\sigma z})$.

It is well known that if $\omega$ satisfies a) and is Lipschitz, then $\omega \in \bigcap_{\sigma > 0} \text{Adm}(e^{i\sigma z})$.

Proof. There is no loss of generality in assuming that $2 \leq M(x) \leq x, x > 10$. We put $l_x = \frac{2x}{\sqrt{M(x)\log(x)}}$ ($x > 1000$) and observe that $2 < l_x < x/5$. For every $x > 1000$, we introduce the function $\Omega_x$ in the following way:

$$\text{supp}(\Omega_x) = [x - l_x, x + l_x], \quad \Omega_x(x) = x(M(x))^{\frac{2}{x}} \log(x), \quad \Omega_x \text{ is linear on } [x - l_x, x] \text{ and } [x, x + l_x].$$

A direct calculation shows that

$$\int_{\mathbb{R}} \Omega_x(t) \, d\mathcal{P}(t) \leq 100(M(x))^{-\frac{2}{x}}.$$  

The right-hand side of this inequality tends to zero. Put $j_x := [x - l_x, x + l_x]$. Without loss of generality, we may assume that $(M(t) - M(s)) < 1/2$ for $t, s \in j_x$. It is easily seen that

$$|\Omega_x'(t)| \leq \frac{\Omega_x(x)}{l_x} = \frac{1}{2}M(x)^{\frac{2}{x}} \log^2(x), \quad t \neq x - l_x, x, x + l_x.$$  

Consider a positive sequence $\{x_n\}_{n \in \mathbb{N}}$ such that the intervals $j_{x_n}$ are disjoint and the series $\sum_{n \in \mathbb{N}} (M(x_n))^{-\frac{2}{x_n}}$ converges. We put

$$\Omega = \sum_{n \in \mathbb{N}} \Omega_{x_n}.$$  

Note that for $t \in j_{x_n}$ we have

$$|\Omega'(t)| = \frac{1}{2}M(x_n)^{\frac{2}{x_n}} \log^2(x_n) \leq \frac{1}{2}M(x_n) \log^2(x_n) \leq M(t) \log^2(t),$$

$$t \neq x_n - l_{x_n}, x_n, x_n + l_{x_n}.$$  

(Smoothing out $\Omega$ near the points $x_n - l_{x_n}, x_n$, and $x_n + l_{x_n}$, we may assume that the inequality is fulfilled for all $t \in j_{x_n}$.) Clearly, $\omega = e^{-\Omega}$ satisfies a) and b). On the other hand,

$$S_1(\Omega)(x_n) \geq \Omega(x_n + 1) \geq \Omega\left(x_n + \frac{1}{2}l_{x_n}\right) = \frac{1}{2}(M(x_n))^{\frac{2}{x_n}} x_n \log(x_n),$$

which contradicts Example 1. \qed

Statement 6. Let $B_\alpha$ be the Blaschke product with the zeros $z_k = \text{sgn}(k)|k|^\alpha + i, 1/2 < \alpha < 1$. Then for every positive monotone increasing function $M$ with $\lim_{x \to +\infty} M(x) = +\infty$, there exists a nonnegative bounded function $\omega$ such that

a) $\mathcal{L}(\omega) > -\infty$; \hspace{1em} b) $|\Omega'(x)| \leq M(x)|x|^{2(\frac{1}{x} - 1)} \log^2|x|$; \hspace{1em} c) $\omega \notin \text{Adm}(B_\alpha)$.

On the other hand, in [312] it was proved that an arbitrary bounded function $\omega = e^{-\Omega}$ with

a) $\mathcal{L}(\omega) > -\infty$ and b) $|\Omega'(x)| = O(|x|^{\frac{1}{x} - 1})$

is $B_\alpha$-admissible.

Proof. The arguments are much similar to those in the preceding example. \qed
§6. Conditions sufficient for admissibility in the case of Blaschke products with tangent arrangement of zeros

In this section, we consider Blaschke products with zeros \( z_k = x_k + iy_k \) such that \( y_k \in (0, 1] \) (i.e., all zeros lie in the strip \( \{ z \in \mathbb{C} : \text{Im} z \in (0, 1] \} \)) and \( \lim_{k \to +\infty} |z_k| = +\infty \). The sequence \( \{ z_k \} \) satisfies the Blaschke condition, but we subject it to the even stronger condition

\[
\sum_{k \in \mathbb{Z}} \frac{1}{x_k^2} < +\infty.
\]

With every such Blaschke product \( B \), we associate the Blaschke product \( B_1 \) with the zeros \( x_k + i \):

\[
B_1(z) = \prod_{k=-\infty}^{k=+\infty} e^{\beta_k \frac{z - x_k - i}{z - x_k + i}}.
\]

If the sequence \( \{ z_k \} \) satisfies (6.1), then the sequence \( x_k + i \) satisfies the Blaschke condition, so that \( B_1 \) is well defined. All zeros of \( B_1 \) lie on the line \( \mathbb{R} + i \). Conditions sufficient for \( B_1 \)-admissibility can be found in [BL2]. In this section, it will be convenient to assume that all majorants \( \omega \) do not exceed 1 and belong to \( L^2(\mathbb{R}) \) (the definition of \( \text{Adm}(\Theta) \) is modified accordingly). We shall show that the classes \( \text{Adm}(\Theta) \) and \( \text{Adm}(\Theta_1) \) are closely related.

6.1. Lemma on products close to each other. In this subsection we prove \( B \)-admissibility criteria, including some cases where the zeros \( \{ z_k \} \) approach \( \mathbb{R} \) tangentially as \( k \to \pm \infty \). We compare the classes \( \text{Adm}(B) \) and \( \text{Adm}(B_1) \), the former being understood better. Comparison of \( \text{Adm}(\Theta) \) and \( \text{Adm}(\Theta_1) \) in the case where \( \Theta_1 \) is close to \( \Theta \) in a sense was used in [BH, Corollary 1.5, 1.6] and [BBH, Corollary 2.4].

The following quite simple fact is of the same sort. If \( X \) is a set of functions and \( F \) is a function, we shall denote by \( X + F \) the set of all sums \( x + F \), where \( x \in X \).

We shall also need the following class of functions:

\[
\text{ADM}(\Theta) = \{ -\log \omega, \ \omega \in \text{Adm}(\Theta) \}.
\]

Lemma 4. Suppose that \( \Theta \) and \( \Theta_1 \) are inner functions and

\[
\arg \Theta - \arg \Theta_1 = 2h(D) + \text{const},
\]

where \( D \in L^1(\mathbb{P}) \), \( D \geq 0 \). Then

\[
\text{ADM}(\Theta_1) \cap \{ F : F \in L^1(\mathbb{P}), F \geq D \} = \text{ADM}(\Theta) + D.
\]

As usual, the symbol \( h \) stands for the Hilbert transformation; here we deal with arbitrary inner functions, so that \( \arg \Theta \) and \( \arg \Theta_1 \) are measurable branches of their argument. A real-valued function on \( \mathbb{R} \) is said to be a good function (g.f.) if it is representable in the form \( 2h(\log m) + 2\pi n + \gamma \), where \( m \in L^\infty \), \( m \geq 0 \), \( n \) is an integer-valued function, and \( \gamma \in \mathbb{R} \) (see Theorem 1).

Proof of Lemma 4. We shall write \( \tilde{M} \) in place of \( h(M) \). Then \( \arg \Theta_1 + 2(\tilde{\Omega} + \tilde{D}) = \arg \Theta + 2\tilde{\Omega} + \text{const} \) is a g.f. by Theorem 1. Consequently, the set on the right in (6.4) is included in the set on the left. Now assume that \( \Omega_1 \geq D \) and \( \Omega_1 \in \text{ADM}(\Theta_1) \). Then the nonnegative function \( \Omega_1 - D \geq 0 \) belongs to \( L^1(\mathbb{P}) \). Using (6.3), we conclude that \( \arg \Theta + 2(\Omega_1 - D) \) is a g.f. Consequently, \( \Omega_1 - D \in \text{ADM}(\Theta) \). □
6.2. Applications. We are going to apply Lemma 4 with the specific pair \((\Theta, R_\Theta)\), where \(\Theta = B\) is our initial Blaschke product with zeros \(z_k = x_k + iy_k, 0 < y_k \leq 1, \sum \frac{1}{x_k} < +\infty\), and
\[
R_B(x) = \frac{1}{2} \sum_{k \in \mathbb{Z}} \log \left( 1 + \frac{1 - y_k^2}{(x - x_k)^2 + y_k^2} \right).
\]

We must verify (6.3) with \(\Theta = B\), \(\Theta_1 = B_1\), and \(R_\Theta = R_B\). We postpone this till the end of the section. For the moment, we take (6.3) for granted; that is, we adopt the formula
\[
\arg B - \arg B_1 = 2 \bar{R}_B + \text{const}
\]
(here \(\arg B\) and \(\arg B_1\) are understood as continuous arguments vanishing somewhere). We also postpone the verification of the convergence of the series in (6.5) and of the inclusion \(R_B \in L^1(\mathbf{P})\) and turn directly to applications in the case of \(x_k \equiv k\).

**Corollary 3.** Let \(B\) be a Blaschke product with zeros \(z_k = k + iy_k (k \in \mathbb{Z}, y_k \leq 1)\). If \(\omega = e^{-\Omega} \in L^2(\mathbb{R})\) and \(\Omega \in \text{Lip}_1(\mathbb{R}) \cap L^1(\mathbf{P})\), then \(\Omega + R_B \in \text{ADM}(B)\), i.e., \(\omega = e^{-\Omega - R_B} \in \text{Adm}(B)\).

**Proof.** The results of [BH], Corollary 2, and Example 1 show that the Beurling–Malliavin theorem is applicable to the class \(\text{Adm}(B_1)\) (here \(B_1\) is the Blaschke product whose zeros are \(k + i, k \in \mathbb{Z}\)). Thus, \(\Omega\) belongs to \(\text{ADM}(B_1)\). Consequently, \(\Omega + R_B \in \text{ADM}(B)\) by Lemma 4.

The next statement provides admissibility criteria in explicit terms.

**Corollary 4.** Let \(B\) be a Blaschke product whose zeros are \(z_k = k + iy_k (k \in \mathbb{Z}, y_k \leq 1)\). Suppose that the two-sided sequence \(\{y_k\}\) is monotone decreasing for \(k > 0\), is even, and satisfies
\[
\sum_k \frac{\log y_k}{k^2} > -\infty.
\]

Then an arbitrary even function \(\omega \in L^2(\mathbb{R})\) monotone decreasing on the ray \((0, +\infty)\) and satisfying \(L(\omega) > -\infty\) is \(B\)-admissible.

**Proof.** Let \(k\) be an integer nearest to \(x\). Then
\[
R_B(x) = \sum_{n \in \mathbb{Z}} \log \left( 1 + \frac{1 - y_n^2}{(x - n)^2 + y_n^2} \right)
\leq \log \left( 1 + \frac{1}{y_k^2} \right) + \sum_{n \in \mathbb{Z}, n \neq k} \log \left( 1 + \frac{1 - y_n^2}{(x - n)^2 + y_n^2} \right)
\leq 2|\log y_k| + 2\sum_{n \neq k} \frac{1}{(x - n)^2} \leq 2|\log y_n| + 5.
\]

Put \(R_B^+(x) = 2|\log y_k| + 5\), where \(k\) is an integer nearest to \(|x|\). It is easily seen that the function \(R_B^+ \geq R_B\) is even and monotone increasing on the ray \((0, +\infty)\). Consequently, the function \(\Omega + R_B^+\) is even and monotone increasing on \((0, +\infty)\) and \(\int_B (\Omega + R_B^+) \, d\mathbf{P} < +\infty\). Therefore, \(e^{-(\Omega + R_B^+)} \in \text{Adm}(B_1)\) (we remind the reader that \(B_1\) is the Blaschke product whose zeros are \(k + i, k \in \mathbb{Z}\)). Lemma 4 shows that \(e^{-(\Omega + R_B^+ - R_n)} \in \text{Adm}(B)\). But \(\Omega + R_B^+ - R_B \geq \Omega\). Thus, \(\omega = e^{-\Omega} \in \text{Adm}(B)\).
This result was obtained in [BBH] by a different method (the main difference is in the way of constructing an element of $K_B$ subordinate to $\omega$). Our approach proves to be more direct. It is also applicable to other Blaschke products (with zeros $\{z_k\}$ as above, but with oscillating $y_k$). This is supported by the following result.

**Corollary 5.** Let $B$ be the Blaschke product whose zeros are $z_k = k + iy_k$ ($k \in \mathbb{Z}$, $y_k \leq 1$). Suppose that the quantities $y_k/y_{k+1}$ are bounded and bounded away from zero, and

$$\sum_k \frac{\log y_k}{k^2} > -\infty.$$ 

Then an arbitrary function $\omega = e^{-\Omega} \in L^2(\mathbb{R})$ with $\Omega \in \text{Lip}_1(\mathbb{R}) \cap L^1(\mathbb{P})$ is $B$-admissible.

**Proof.** Put $R_B^+(x) = 2|\log y_k| + 5$, where $k$ is an integer nearest to $x$, and observe that $R_B^+ \geq R_B$ (see the proof of Corollary 4). But $|\log y_k| - |\log y_{k+1}| \leq 1$, and we can choose a constant $C$ such that $S_1(R_B^+) + C > R_B$ ($S_1$ is the Steklov averaging operator).

The function $\Omega + S_1(R_B^+) + C$ is Lipschitz, and $\int B_{R_B^+} (\Omega + S_1(R_B^+) + C) \, d\mathbb{P} < +\infty$. Consequently, $e^{-(\Omega + S_1(R_B^+) + C)} \in \text{Adm}(B)$. From Lemma 4 it follows that $e^{-(\Omega + S_1(R_B^+) + C - R_B)}$ belongs to $\text{Adm}(B)$. Since $\Omega + S_1(R_B^+) + C - R_B \geq \Omega$, we see that $\omega = e^{-\Omega} \in \text{Adm}(B)$. \[\Box\]

We observe that, for such $B$, an arbitrary even positive function monotone decreasing on $(0, +\infty)$ belongs to $\text{Adm}(B)$; see [HI].

### 6.3. The function $R_B$: Proof of formula (6.6).

First, we prove that the sum defining $R_B$ converges:

$$\sum_k \frac{\log \left(1 + \frac{1 - y_k^2}{(x - x_k)^2 + y_k^2}\right)}{k} \leq \sum_k \frac{1 - y_k^2}{(x - x_k)^2 + y_k^2},$$

and the series converges uniformly on any compact set. Now, we show that $R_B$ is integrable against the Poisson measure. We calculate the contribution of each term of the series to the Poisson integral. The function $w(z) := \frac{1}{z - x_n + iy_n}$ is analytic and does not vanish on $\mathbb{C}^+$. The function $|w|$ is harmonic and bounded on $\mathbb{C}^+$:

$$\int_{\mathbb{R}} \log \left(1 + \frac{1 - y_n^2}{(x - x_n)^2 + y_n^2}\right) \, d\mathbb{P} = 2\pi \log \left|\frac{i - x_n + i}{i - x_n + iy_n}\right| = \pi \log \left(\frac{4 + x_n^2}{1 + y_n^2}\right) \leq \pi \log \left(\frac{4 + x_n^2}{2 + x_n^2}\right) \leq \frac{\pi}{3 + x_n^2}.$$

Consequently,

$$\int_{\mathbb{R}} R_B \, d\mathbb{P} = \sum_n \int_{\mathbb{R}} \log \left(1 + \frac{1 - y_n^2}{(x - x_n)^2 + y_n^2}\right) \, d\mathbb{P} \leq \sum_n \frac{\pi}{3 + x_n^2} < +\infty.$$

We prove (6.6). For every $z \in \mathbb{C}^+$, $z = x + iy$, put $L_z(t) := \log \frac{(t - x)^2 + 1}{(t - x)^2 + y^2}$, $t \in \mathbb{R}$. Formula (6.5) implies

$$h(R_B)(t) = \sum_k h(L_{z_k})(t).$$

The series converges uniformly on any compact set because $\sum_k \frac{1}{x_k^2} < +\infty$. If we prove that

$$[h(R_B)]' = (\arg B)' - (\arg B_1)'$$

(6.8)
everywhere on $\mathbb{R}$, then (6.6) will follow. To prepare the proof of (6.8), we introduce yet another version $h_0$ of the Hilbert transformation:

\[ h_0(f)(x) = \frac{1}{\pi} \operatorname{P.V.} \int_{\mathbb{R}} \frac{f(t)}{x-t} \, dt. \]

The operator $h_0$ is well defined for every $f \in L^1(\mathbb{P}_0)$, where $d\mathbb{P}_0(t) = dt/(1 + |t|)$; the right-hand side in (6.9) makes sense for a.e. $x \in \mathbb{R}$. We observe that $h(f) = h_0(f) + \text{const}$ for such $f$. The operator $h_0$ commutes with translations and dilations (contractions) $x \mapsto \lambda x$ of the real line ($\lambda > 0$); next, $h_0$ commutes with differentiation (if $f \in L^1(\mathbb{P}_0) \cap C^1(\mathbb{R})$ and $f' \in L^1(\mathbb{P}_0)$, then $h_0(f') = [h_0(f')]'$). Clearly,

\[ L'_z(t) = 2 \left[ \frac{t-x}{(t-x)^2 + 1} - \frac{t-x}{(t-x)^2 + y^2} \right], \quad t \in \mathbb{R}, \]

so that $L_z \in L^1(\mathbb{P}_0)$, $L'_z \in L^1(\mathbb{P}_0)$. Therefore,

\[ [h(L_z)]'(t) = [h_0(L_z)]'(x) = [h_0(L'_z)](t) = \frac{y}{(t-x)^2 + y^2} - \frac{1}{(t-x)^2 + 1}, \quad x \in \mathbb{R}. \]

The last identity follows from the properties of $h_0$ and the formula

\[ h_0 \left( \frac{x}{1 + x^2} \right) = -\frac{1}{1 + x^2} \]

(among numerous proofs, the shortest is probably obtained from the residue theorem). To obtain (6.8), we differentiate the series in (6.7) (we have uniform convergence on compact sets). From (6.9) we deduce that

\[ [h(A)]'(t) = \sum_k \frac{y_k}{(t-x_k)^2 + y_k^2} - \frac{1}{(t-x_k)^2 + 1} = (\arg B)'(t) - (\arg B_1)'(t), \quad t \in \mathbb{R}. \]
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