ERROR BOUNDS, DUALITY,  
AND THE STOKES PHENOMENON. I

V. P. GURARIĬ

Abstract. We consider classes of functions uniquely determined by coefficients of their divergent expansions. Approximating a function in such a class by partial sums of its expansion, we study how the accuracy changes when we move within a given region of the complex plane. Analysis of these changes allows us to propose a theory of divergent expansions, which includes a duality theorem and the Stokes phenomenon as essential parts. In its turn, this enables us to formulate necessary and sufficient conditions for a particular divergent expansion to encounter the Stokes phenomenon. We derive explicit expressions for the exponentially small terms that appear upon crossing Stokes lines and lead to an improvement in the accuracy of the expansion.

§1. Introduction

The Stokes phenomenon plays an exceptional role in complex analysis, in particular, in asymptotic analysis. It is very important for applications in theoretical and mathematical physics.

This phenomenon was a stumbling block for Poincaré’s asymptotic theory, which failed to explain it and which could not be used to evaluate the exponentially small Stokes’ discontinuities.

The stream of papers developing various ideas in the explanation of the phenomenon is vast and continues to grow. See, for example, [1, 3, 4, 5, 6, 7, 8], and the list of publications can be continued. The title of the paper “Stokes phenomenon demystified”, see [9], is indicative of its extraordinary nature. It is difficult to think of another discovery of the middle part of the 19th century which still needs to be demystified 150 years after it was reported for the first time.

In evaluating the position of fringes of supernumerary rainbows, Stokes [10] came upon the problem of approximation of an entire function (the Airy function) in the complex $z$-plane by multivalued functions (generated by formal solutions of Airy’s differential equation). He discovered the existence of certain rays, Stokes rays, such that upon crossing these rays, one needs to add a term, exponentially small in $z$ as $z \to \infty$, to the approximation in order to retain the previous accuracy.

Nearly one hundred years later, Pokrovskii and Khalatnikov published the paper [11] in which they computed an exponentially small reflection which is not detected by the WKB method, and which would come to be called “asymptotics beyond-all-orders”; see [5], especially the papers by M. Berry and M. Kruskal et al., and [12].
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Although the breakthrough in asymptotic analysis over the last two decades and the creation of hyperasymptotic analysis shed light on this topic, it is still desirable to develop a theory of divergent expansions which is as simple, universal, and intelligible as Poincaré’s asymptotic theory, and which includes Stokes’ phenomenon and asymptotics beyond all orders.

The author became aware of the possibility of this approach in working on the survey [13]: since we are dealing with approximation of analytic functions by partial sums of their divergent expansions, the Stokes phenomenon should be considered in a more general context as a part of approximation theory rather than asymptotic analysis. Our aim in the current paper is to initiate the development of such a theory, based upon the approach of Watson [14], Nevanlinna [15], and Carleman [16], and summarized by Hardy [17].

For convenience, our main results will be stated in §2 in their simplest form and then developed in detail in the subsequent sections. In §3 we state a version of the duality theorem. In §4 we study parametric integral representations in the theory of Laplace–Mellin transforms. In §5 we derive integral representations for the remainders of the Laplace–Mellin transforms in terms of the basic kernel, called the fundamental basic termant by Dingle [18, 19, 20]. In §6 we study further properties of the basic kernel, which we use systematically to prove our main results. In §7 we provide rigorous error bounds for the Laplace–Mellin transforms on both sides of the Stokes lines, and on the lines themselves. In §8 we derive explicit formulas for the exponentially small terms and asymptotics beyond all orders that arise upon crossing the Stokes lines and that lead to improvements in the estimates of §7. This allows us to prove the duality theorem. We also provide necessary and sufficient conditions for a given expansion to encounter the Stokes phenomenon. §9 contains historical notes on the Stirling expansion.

First, however, in §1 we describe the result of Nevanlinna [15] and provide the Stirling expansion for \( \log \Gamma(z) \) on the imaginary line and upon crossing it with accurate error bounds; see §9.

### 1.1. Nevanlinna’s theorem.

In 1916, Nevanlinna proved the following theorem\(^1\) see [15, 22, 23].

**Theorem.** Given \( R \geq 0 \) and \( A > 0 \), let \( P(z) \) be an analytic and single-valued function on the half-plane

\[
\mathcal{P}(R) = \{ z \in \mathbb{C} : \text{Re}\{z\} > R \}.
\]

Let \( \{p_0, p_1, \ldots\} \) be a sequence of complex numbers such that, for \( z \in \mathcal{P}(R) \),

\[
\left| P(z) - \sum_{k=0}^{n-1} \frac{p_k}{z^{k+1}} \right| \leq \frac{Mn!}{A^n |z|^{n+1}}, \quad n = 0, 1, \ldots,
\]

where \( M > 0 \) is independent of \( n \) and \( z \), but may depend on \( P(z) \).

It follows that there exists a function \( F(t) \) analytic in the region

\[
D(A) = \{ t \in \mathbb{C} : \text{dist}\{t, (0, +\infty)\} \leq A \},
\]

shown in Figure 1, and such that, inside every subregion \( D(A') \subset D(A) \), \( 0 < A' < A \), we have

\[
|F(t)| < K(A')e^{R|t|}
\]

\(^1\)Curiously, citing [21], Hardy [17] did not mention this result of Nevanlinna.

\(^2\)In fact, F. Nevanlinna proved only the first part of the theorem, but in a more general form when \((n + 1)!\) in the right-hand side of (2) is replaced by \( \Gamma\left(\frac{n+1}{k} + 1\right), 0 < k < \infty\).
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$$P(z) = \int_0^\infty e^{-tz} F(t) \, dt, \quad p_n = F^{(n)}(0), \quad n = 0, 1, \ldots .$$

Conversely, if $F(t)$ is analytic in $D(A)$ and in every subregion $D(A') \subset D(A)$ satisfies estimate (4), then the function $P(z)$ given by (5) is analytic in the half-plane $\mathcal{P}(R)$, and, setting $p_n = F^{(n)}(0)$, for every $0 < A' < A$ we have the following system of estimates:

$$\left| P(z) - \sum_{k=0}^{n-1} \frac{p_k}{z^{k+1}} \right| \leq \frac{M (A') n!}{(A')^{n}|z|^{n+1}}, \quad n = 0, 1, \ldots .$$

Nevanlinna’s theorem was strengthened in [24], where it was shown that for the validity of the first part of Nevanlinna’s theorem, it suffices to assume that $P(z)$ is analytic and satisfies conditions (2) not in the entire half-plane but only in a certain subregion. This discovery may shed light on the fact that there is a certain mismatch between the two parts of Nevanlinna’s theorem. While it is possible to find how singularities of $F(t)$ affect error bounds, for example, by improving the corresponding result by Jeffreys [25], it is totally unclear how to describe the singularities of $F(t)$ by using error bounds for $P(z)$.

Our aim is to extend Nevanlinna’s theorem to the region $\mathcal{P}(R, \varepsilon)$, $\varepsilon > 0$, given by

$$\mathcal{P}(R, \varepsilon) = \bigcup_{\varepsilon/2<\theta<\varepsilon} e^{i\theta} \mathcal{P}(R);$$

see Figure 2.

This generalization is especially important, because it is in studying the case where $\varepsilon > 0$ that we encounter the Stokes phenomenon.

Nevanlinna’s theorem leads to an immediate improvement of Watson’s theorem on Borel summability; see [14, 23].

Assume that, given $a$, $0 < a < \infty$, the estimates

$$\left| P(z) - \sum_{k=0}^{n-1} \frac{p_k}{z^{k+1}} \right| \leq \frac{M n!}{a^n|z|^{n+1}}, \quad n = 0, 1, \ldots .$$
are valid for $z \in \mathcal{P}(R, \varepsilon)$. Applying Nevanlinna’s theorem for every half-plane $e^{i\theta}\mathcal{P}(R)$, we see that $F(t)$ given by (10) is analytic in the region

$$D(A, \varepsilon) = \bigcup_{-\varepsilon < \theta < \varepsilon} e^{i\theta}D(A).$$

Watson’s theory of asymptotic expansions encountered serious objections from the experts in the field. These objections were summarized in the monographs [20] and [26]. We quote Dingle, page 408: “…the author searched the early literature deriving from Borel’s work so as to check whether these interpretations were altogether new, and discovered a “near-miss” by Watson [14]. He had applied Borel’s original form to the terms — including early terms — of an asymptotic series away from any of its Stokes rays. His approach looks promising only for a relatively small class of alternating series deriving from exponential integrals, and it does not seem to have attracted more than theoretical interest — unlike Airey’s later method, which was extensively called upon in early table-making and is still used”. It should be noted that the improvement given by (8) does not eliminate Dingle’s objection.

In [27], we presented the widest class of analytic functions whose elements are uniquely determined by the coefficients of their expansions. We discuss the largest conditions which might ensure extensions of both parts of Nevanlinna’s theorems. Investigation of these conditions led the present author to discoveries described in the current paper.

1.2. Nonuniformity in $\arg z$ of error bounds of divergent expansions. From (2) it follows that

$$|p_n| \leq \frac{M n!}{A^n};$$

therefore, in general, the series $\sum_{k=0}^{\infty} p_k/z^{k+1}$ may be factorially divergent.

Numerous examples of classical divergent expansions show that, as opposed to convergent expansions, error bounds for divergent expansions are not uniform in $\arg z$.

We illustrate how error bounds change as $|\arg z|$ increases, using the Stirling expansion

$$P(z) = \log \Gamma(z) - \left(z - \frac{1}{2}\right) \log z + z - \frac{1}{2} \log 2\pi,$$

(9)

$$P(z) \sim \sum_{k=1}^{\infty} \frac{B_{2k}}{2k(2k-1)} \frac{1}{z^{2k-1}}, \quad -\pi < \arg z < \pi, \quad z \to \infty,$$

(10)
as a typical example. Here the $B_{2k}$ are the Bernoulli numbers,

$$B_{2k} = \frac{(-1)^{k-1}2(2k)!}{(2\pi)^{2k}} \zeta(2k),$$  \hspace{1cm} (11)

where $\zeta$ is the Riemann zeta-function.

Setting

$$P_n(z) = P(z) - \sum_{k=1}^{n-1} \frac{B_{2k}}{2k(2k-1)} z^{2k-1},$$

and representing the remainder in the form

$$P_n(z) = T(z,n) \frac{B_{2n}}{2n(2n-1) z^{2n-1}},$$  \hspace{1cm} (12)

we have the following estimates:

- $-\frac{\pi}{4} \leq \arg z \leq \frac{\pi}{4},$
  $$|T(z,n)| \leq 1,$$

- $-\frac{\pi}{4} + \delta \leq \arg z \leq \frac{\pi}{4} - \delta,$
  $$0 < \delta \leq \frac{\pi}{4},$$

- $-\frac{\pi}{2} \leq \arg z \leq \frac{\pi}{2},
  n \in \mathbb{N},$
  $$|T(z,n)| \leq \frac{1}{\sin 2\delta},$$

- $-\frac{\pi}{2} - \varepsilon \leq \arg z \leq \frac{\pi}{2} + \varepsilon,$
  $$0 \leq \varepsilon < \frac{\pi}{4},
  n \in \mathbb{N},$$

  $$|T(z,n)| \leq 1 + \frac{1}{2} \sqrt{\frac{n+\frac{1}{2}}{\pi}} + \frac{\sqrt{\pi(n+3)}}{(\cos \varepsilon) z^{2n-1}},$$

and the number $\pi$ in the last pair of relations cannot be replaced by a smaller number.

We see that, as opposed to a convergent expansion, the error bounds for the Stirling expansion are not uniform in $\arg z$. The most noticeable changes happen upon crossing the rays $\arg z = \pm \pi$ in the counterclockwise and clockwise directions, respectively. The estimates clearly deteriorate. This example demonstrates the following general problem.

For every $P(z) \in W(R,b,a,\theta_1,\theta_2)$, there exist $a_P$ and $b_P$ satisfying the inequality $0 < a < a_P \leq b_P < b < \infty$ and such that

- for $z \in \mathcal{P}(R,\theta_1)$ we have
  $$\left| P(z) - \sum_{k=0}^{n-1} \frac{p_k}{z^{k+1}} \right| \leq \frac{M_1 n!}{(b_P)^n |z|^{n+1}}, \hspace{1cm} n = 0, 1, \ldots,$$  \hspace{1cm} (13)

- and for $z \in \mathcal{P}(R,\theta_2)$ we have
  $$\left| P(z) - \sum_{k=0}^{n-1} \frac{p_k}{z^{k+1}} \right| \leq \frac{M_2 n!}{(a_P)^n |z|^{n+1}}, \hspace{1cm} n = 0, 1, \ldots,$$  \hspace{1cm} (14)

The positive constants $M_1$ and $M_2$ may depend on $P(z)$. 
It follows that $W(R, b, a, \theta_1, \theta_2)$ is a linear space that can be provided with a countable norm topology. The problem is that of developing techniques which would allow us to describe the corresponding dual spaces by using relation (5), to establish reasons for the deterioration of accuracy after crossing the rays $\arg z = \pm \theta_1$, and to extend both the first and the second parts of Nevanlinna’s theorem to the elements of these spaces.

By using the Stokes phenomenon, it will be shown in §8 that only the cases of $\theta_1 = \frac{n\pi}{2}$ and $\theta_2 = \frac{n\pi}{2} + \varepsilon$, where $n \in \mathbb{Z}^+$ and $\varepsilon$ is any number in $[0, \frac{\pi}{2})$, are meaningful. We consider the case where $n = 0$ and denote the corresponding linear space of functions satisfying (13) and (14) by $W(R, b, a, \varepsilon)$. The case where $\varepsilon = 0$ corresponds to Nevanlinna’s case, and $W(R, b, a, 0) = W(R, a)$. Other situations when $n \in \mathbb{N}$ can be treated similarly.

The expressions

$$P_n(z) = P(z) - \sum_{k=0}^{n-1} \frac{p_k}{z^{k+1}}, \quad n \in \mathbb{N},$$

are called remainders or errors.

If $P(z) \in W(R, b, a, \varepsilon)$, then, for every $n \in \mathbb{N}$, from (13) and (14) it follows immediately that

$$P(z) \sim \sum_{k=0}^{\infty} \frac{p_k}{z^{k+1}} \iff P_n(z) = O\left(\frac{1}{|z|^{n+1}}\right), \quad z \to \infty, \quad z \in \mathcal{P}(R, \varepsilon),$$

and

$$p_n = \lim z^{n+1}P_n(z), \quad z \to \infty;$$

i.e., the coefficients $p_n$ are determined uniquely by $P(z)$. Estimates (13) show that $P(z)$ is determined uniquely by the sequence $\{p_0, p_1, \ldots\}$.

§2. Statement of results

2.1. An extension of Nevanlinna’s theorem. Given $A > 0$, let

$$\mathcal{D}(A) = \{t \in \mathbb{C} : \text{dist}\{t, (0, +\infty)\} \leq A\}.$$

We call this region determinative. The distance from a point on the boundary $\gamma(A) = \partial \mathcal{D}(A)$ to the interval $[0, \infty)$ is equal to $A$. Given $0 \leq \varepsilon \leq \frac{\pi}{2}$, we introduce a family of regions $\mathcal{D}(A, \varepsilon)$ of the complex $t$-plane as a union of the form

$$\mathcal{D}(A, \varepsilon) = \bigcup_{0 \leq |\theta| < \varepsilon} e^{i\theta} \mathcal{D}(A \cos \theta),$$

so that $\mathcal{D}(A, \varepsilon) \to \mathcal{D}(A)$ as $\varepsilon \to 0$. It follows that the boundary $\gamma(A, \varepsilon) = \partial \mathcal{D}(A, \varepsilon)$ is represented as

$$\gamma(A, \varepsilon) = l^+(A, \varepsilon) \cup C^-(A) \cup l^-(A, \varepsilon),$$

where $l^+(A, \varepsilon)$ is the ray emanating from the point $iA$ and making an angle of $\varepsilon$ with the positive ray of the real line, $l^-(A, \varepsilon)$ is the reflection of $l^+(A, \varepsilon)$ in the real line, and $C^-_A$ is the left half-circle of $C_A = \{t \in \mathbb{C} : |t| = A\}$; see Figure 1.

For given $A > 0$, $R \geq 0$, and $0 \leq \varepsilon \leq \frac{\pi}{2}$, the space $B(R, A, \varepsilon)$ is defined as the set of all functions $F(t)$ that are analytic in the region $\mathcal{D}(A, \varepsilon)$ and satisfy the condition

$$|F(t)| \leq Ke^{R|t|}, \quad t \in \mathcal{D}(A, \varepsilon),$$

where $K > 0$ is independent of $t$ but may depend on $F(t)$. Then the following theorems are valid.
Statement 1. Let the space \( W(R, b, a, \varepsilon) \) be given as above, and let
\[
A = \sup b \text{ for which } 13 \text{ holds true for every } P(z) \in W(R, b, a, \varepsilon).
\]
Then \( a = A \cos \varepsilon \), and we denote
\[
W(R, A, \varepsilon) = W(R, A, A \cos \varepsilon, \varepsilon).
\]
By using Statement 1, for \( n \in \mathbb{Z}^+ \), conditions 13 and 14 can be rewritten in the form
\[
\left| P(z) - \sum_{k=0}^{n-1} \frac{p_k}{z^{k+1}} \right| \leq \frac{M_1 n!}{A^n |z|^{n+1}}, \quad z \in \mathcal{P}(\varepsilon),
\]
and
\[
\left| P(z) - \sum_{k=0}^{n-1} \frac{p_k}{z^{k+1}} \right| \leq \frac{M_2 n!}{(A \cos \varepsilon)^n |z|^{n+1}}, \quad z \in \mathcal{P}(R, \varepsilon).
\]
The following theorem extends the first part of Nevanlinna’s theorem.

Statement 2. Assume that \( P(z) \in W(R, A, \varepsilon) \). Then there exists a function \( F(t) \) analytic in the region \( D(A, \varepsilon) \) given by 18 and such that \( F(t) \in B(R, A', \varepsilon) \) for every \( 0 < A' < A \), and
\[
P(z) = \int_0^\infty e^{-zt} F(t) \, dt.
\]
The proof of these theorems is based on Nevanlinna’s theorem and on the analysis presented in the next subsection.

Remark 1. In many classical situations we shall work with representations of the form
\[
P(z, \alpha) = z^\alpha \int_0^\infty e^{-t^\alpha} F(t) \, dt,
\]
where \( \text{Re}\{\alpha\} > -1 \) and \( F(t) \in B(R, A', \varepsilon) \) for every \( 0 < A' < A \). It will be shown in the current paper that \( F(t) \) generates a family \( F(t, \alpha) \) such that \( F(t, \alpha) \in B(R, A', \varepsilon) \) for every \( 0 < A' < A \) and
\[
P(z, \alpha) = \int_0^\infty e^{-t^\alpha} F(t, \alpha) \, dt.
\]
Thus, the definition of \( P(z, \alpha) \) given by 25 reduces to the standard Laplace transformation.

One of our main goals is to study analytic continuation and the behavior of \( P(z, \alpha) \) with respect to two complex variables, \( z \) and \( \alpha \). Keeping this goal in mind, first we provide this investigation for the function \( F(t, \alpha) \) given by 24. This is done in §4.

2.2. Stokes’ phenomenon. Let the rays \( l^-(A, \varepsilon) \) and \( l^+(A, \varepsilon) \) be defined by 19. Set
\[
E^+(z, A) = \int_{l^-(A, \varepsilon)} e^{-zt} F(t) \, dt
\]
and
\[
E^-(z, A) = \int_{l^+(A, \varepsilon)} e^{-zt} F(t) \, dt.
\]
The following theorems are valid.
Statement 3. Assume that \( P(z) \in W(R, A, \varepsilon) \), \( 0 < \varepsilon \leq \frac{\pi}{2} \). Then for every \( \theta \), \( 0 \leq \theta \leq \varepsilon \), and for \( z \in \mathcal{P}(R, \theta) \) we have

\[
|P_n(z)| \leq \frac{M_{2n}!}{(A \cos \theta)^{n+1}|z|^{n+1}}, \quad n = 0, 1, \ldots
\]

Comparison of (23) with (29) shows that estimates deteriorate upon crossing the rays \( \arg z = \pm \frac{\pi}{2} \). The following theorem reveals the reasons for this deterioration.

Statement 4. Suppose \( P(z) \in W(R, A, \varepsilon) \), and let \( E^+(z, A) \) and \( E^-(z, A) \) be given by (27) and (28), respectively. It follows that for every \( A' \), \( 0 < A' < A \), and for \( z \in P(R, \varepsilon) \setminus \mathcal{P}(R) \) we have

\[
|E^\pm(z, A')| = O\left(e^{-A'|z|}\right), \quad z \to \infty.
\]

Moreover, for \( \{ z \in \mathcal{P}(R, \varepsilon) \setminus \mathcal{P}(R) : \text{Im}\{z\} > 0 \} \) we have

\[
|P_n(z) - E^+(z, A')| \leq \frac{M_{1n}!}{(A')^{n+1}|z|^{n+1}}, \quad n = 0, 1, \ldots,
\]

and for \( \{ z \in \mathcal{P}(R, \varepsilon) \setminus \mathcal{P}(R) : \text{Im}\{z\} < 0 \} \) we have

\[
|P_n(z) - E^-(z, A')| \leq \frac{M_{1n}!}{(A')^{n+1}|z|^{n+1}}, \quad n = 0, 1, \ldots
\]

This theorem shows that the rays \( \arg z = \pm \frac{\pi}{2} \) should be regarded as Stokes rays, and the arising of exponentially small terms \( E^+(z, A') \) and \( E^-(z, A') \) upon crossing these lines should be regarded as occurrences of the Stokes phenomenon. This theorem also shows that, in the left half-plane, the terms \( E^\pm(z, A') \) are the leading terms, and, in fact, these terms determine the behavior of the remainders.

Statement 5. Assume that \( F(t) \in B(R, A, \varepsilon) \) and

\[
\int_{\gamma(A, \varepsilon)} e^{-R|\xi|} \left| \frac{F(\xi)}{\xi} \right| d\xi < \infty.
\]

After setting

\[
P(z) = \int_0^\infty e^{-tz} F(t) \, dt,
\]

it follows that \( P(z) \in W(R, A, \varepsilon) \).

Subsequently, we conclude that if \( F(t) \in B(R, A', \varepsilon) \) for every \( 0 < A' < A \), then \( P(z) \in W(R, A', \varepsilon) \) for every \( 0 < A' < A \).

2.3. Necessary and sufficient conditions for Stokes’ phenomenon. Let us call attention to the following pair of statements.

Statement 6. Assume that \( 0 \leq \varepsilon \leq \frac{\pi}{2} \). Then the series \( \sum_{k=0}^\infty p_k/z^{k+1} \) for \( P(z) \in W(R, A, \varepsilon) \) is convergent if and only if \( F(t) \), given by (43), is an entire function of exponential type.

Statement 7. Assume that \( 0 < \varepsilon \leq \frac{\pi}{2} \), and let \( P(z) \in W(R, A, \varepsilon) \). Then the estimates (2) are valid with arbitrary \( 0 < A < \infty \) if and only if \( F(t) \) is an entire function.

We note that the condition \( \varepsilon > 0 \) in Statement 7 is essential, and that the statement: “\( P(z) \in W(R, A, \varepsilon) \) for arbitrary \( 0 < A < \infty \) \( \implies \) \( F(t) \) is an entire function” follows from Nevanlinna’s theorem.
Definition. We say that a function \( P(z) \in W(R, A, \varepsilon) \) encounters Stokes’ phenomenon in the region \( \mathcal{P}(R, \varepsilon) \) given by (28) if the exponentially small terms \( E^{\pm}(z, A') \) given by (27), (28) appear in the region \( \mathcal{P}(R, \varepsilon) \) and satisfy (31), (32), respectively, and (33) \( \sup A' < \infty \).

We introduce a system of regions in the \( t \)-plane, ordered by inclusion, \( \subset \), which continues the system \( \mathcal{D}(A, \varepsilon) \), \( 0 \leq \varepsilon \leq \pi/2 \), given by (18). For \( \pi/2 \leq \varepsilon < \infty \), let
\[
\mathcal{D} \left( A, \varepsilon + \pi/2 \right) = \left\{ t \in \mathbb{C} : -\varepsilon - \pi/2 < \arg t < \varepsilon + \pi/2, \ |t| > A \right\}
\]
and we have
\[
\mathcal{D} \left( A, \pi/2 \right) = \mathcal{D} \left( A, \pi/2 \right).
\]

The systems \( \mathcal{D}(A, \varepsilon) \), \( 0 \leq \varepsilon \leq \pi/2 \), and \( \mathcal{D}(A, \varepsilon + \pi/2) \), \( \pi/2 \leq \varepsilon < \infty \), which are shown in Figures 3 and 4, respectively, allow us to introduce the corresponding ordered (by inclusion \( \supset \) ) systems of spaces
\[
B(R, A, \varepsilon), \ \ \frac{\pi}{2} \leq \varepsilon < \infty,
\]
and
\[
W(R, A, \varepsilon), \ \ \frac{\pi}{2} \leq \varepsilon < \infty,
\]
and to carry all the results presented in this section for the case where \( 0 \leq \varepsilon \leq \pi/2 \) over to the case where \( \pi/2 \leq \varepsilon < \infty \).

Statement 8. Assume that \( P(z) \in W(R, A, \varepsilon) \), \( 0 < \varepsilon < \infty \). The function \( P(z) \) encounters Stokes’ phenomenon in the region \( \mathcal{P}(R, \varepsilon) \) if and only if there exists \( \theta \), \( 0 \leq \theta < \varepsilon \), such that the function \( F(t) \) belongs to \( B \left( R, A, \frac{\pi}{2} + \theta \right) \) and has a nonempty set of finite singular points in the region \( \mathcal{D}(A, \theta) \).

In other words, \( P(z) \) encounters Stokes’ phenomenon in the region \( \mathcal{P}(R, \varepsilon) \) if the sectorial region of analyticity of \( F(t) \) is not very small, having a positive opening at \( \infty \), and is also not very large, i.e., is not larger than \( \mathcal{D}(A, \varepsilon) \).
2.4. Discussion. Unfortunately, we cannot state that
\[ \mathcal{L}B(R, A, \varepsilon) = W(R, A, \varepsilon), \]
where \( \mathcal{L} \) is the standard Laplace transform operator. However, introducing the extensions of these spaces,

\[ B(R, A, \varepsilon) = \bigcap B(R', A', \varepsilon'), \]
\[ W(R, A, \varepsilon) = \bigcap W(R', A', \varepsilon'), \]
where the intersections are taken over all \( R < R' < \infty, A > A' > 0, \varepsilon > \varepsilon' \geq 0, \) and providing \( B(R, A, \varepsilon) \) and \( W(R, A, \varepsilon) \) with countable normalized topologies, we have the following assertion.

**Statement 9.**

\[ \mathcal{L}B(R, A, \varepsilon) = W(R, A, \varepsilon), \]
where \( \mathcal{L} \) is surjective. Moreover, the topological space \( W(R, A, \varepsilon) \) is isomorphic to the topological space \( B(R, A, \varepsilon) \).

A natural question arises: is it possible to find a version of the duality theorem which is sensitive to the boundary of the region \( D(A, \varepsilon) \)? In particular, is it possible to bring together the assumptions and the conclusions of Nevanlinna’s theorem? Let us call attention to the following obstruction to such a convergence.

In [27] we presented a widest class of analytic functions satisfying (2), the elements of which are in one-to-one correspondence with their expansions. We considered a function \( P(z) \) analytic in the right half-plane of the \( z \)-plane and such that

\[ \left| P(z) - \sum_{k=0}^{n-1} \frac{p_k}{z^{k+1}} \right| \leq \frac{M(\delta)n!}{(a(\delta))^n |z|^{n+1}}, \quad n = 0, 1, \ldots, \]
in every region \( \{ z \in \mathbb{C} : -\frac{\pi}{2} + \delta < \arg z < \frac{\pi}{2} - \delta \} \).

It was shown that if \( M(\delta) \) and \( a(\delta) \) satisfy the conditions

\[ \int_{0}^{\frac{\pi}{2}} \log \log M(\delta) \, d\delta < \infty \]
and

\[ \frac{\delta}{a(\delta)} \to 0 \quad \text{as} \quad \delta \to 0, \]
then $P(z)$ is uniquely determined by the coefficients of its expansion. It is possible to prove that if one of the conditions (40) or (41) is violated, then (in general) the uniqueness property fails.

We conjectured that if

\begin{equation}
M(\delta) = M \exp(b/\delta),
\end{equation}

where the positive numbers $M$ and $b$ do not depend on $\delta$, and $o(\delta) = A$, then the function $F(t)$ given by (5) is analytic in $D(A)$. We believe that condition (42) determines a border between analyticity and quasianalyticity. We believe also that Rezende’s result [24] could shed light on this assumption.

§3. Duality

In what follows we present a roughest version of the duality theorem; a motivation for this will be explained below.

3.1. The operator $L_\alpha : B(R,A,\varepsilon) \to W(R,A,\varepsilon)$. Given $-\pi < \theta < \pi$, let

\begin{equation}
\ell_{\theta} = \{z = \rho e^{i\theta} : 0 < \rho < +\infty\}.
\end{equation}

Assume that $F(t) \in B(R,A,\varepsilon)$. Given $\alpha$ with $\Re\{\alpha\} > -1$, we define

\begin{equation}
P(z,\alpha) = z^\alpha \int_0^{+\infty} e^{-tz^\alpha} F(t) \ dt.
\end{equation}

Then $P(z,\alpha)$ is analytic in the region $\mathcal{P}(R)$ given by (11). Since $F(t)$ is analytic in the sectorial region $\{t \in \mathbb{C} : -\varepsilon < \arg t < \varepsilon, 0 < |t| < \infty\}$, for $0 \leq |\theta| < \varepsilon$ we can also introduce the function

\begin{equation}
P_{\theta}(z,\alpha) = z^\alpha \int_{\ell_{\theta}} e^{-tz^\alpha} F(t) \ dt,
\end{equation}

which is analytic in the region

\begin{equation}
\mathcal{P}_{\theta}(R) = \{z \in \mathbb{C} : -\pi \frac{\pi}{2} - \theta < \arg z < \pi \frac{\pi}{2} - \theta, \ R < |z| < \infty\}.
\end{equation}

Setting $\theta = 0$ gives $\mathcal{P}_{\theta}(R) = \mathcal{P}(R)$. Consider the region

\begin{equation}
\mathcal{P}_{0}(R) \cap \mathcal{P}(R) = \{z \in \mathbb{C} : \max \left(\frac{\pi}{2}, \frac{\pi}{2} + \theta\right) < \arg z < \min \left(\frac{\pi}{2}, \frac{\pi}{2} - \theta\right), \ R < |z| < \infty\}.
\end{equation}

Using Cauchy’s theorem, for $z \in \mathcal{P}_{0}(R) \cap \mathcal{P}(R)$ we have

\begin{equation}
z^\alpha \int_0^{+\infty} e^{-tz^\alpha} F(t) \ dt = z^\alpha \int_{\ell_{0}} e^{-tz^\alpha} F(t) \ dt, \quad 0 \leq |\theta| < \varepsilon.
\end{equation}

Relations (45) show that the functions $P_{\theta}(z,\alpha)$, $0 \leq |\theta| < \varepsilon$, are analytic continuations of one another, so that all these functions can be viewed as elements of a single analytic function,

\begin{equation}
P(z,\alpha) = P_{\theta}(z,\alpha), \quad z \in \mathcal{P}_{\theta}(R), \quad 0 \leq |\theta| \leq \varepsilon,
\end{equation}

and for this function we reserve the notation given by (11). So, by the analytic continuation principle, $P(z,\alpha)$ is analytic in the region $\mathcal{P}(R,\varepsilon)$ given by (6).

Given arbitrary $\alpha$, $\Re\{\alpha\} > -1$, let the Laplace transformation operator $L_\alpha$ be defined on $B(R,a,\varepsilon)$ as

\begin{equation}
L_\alpha \{F\}(z) = P(z,\alpha), \quad F \in B(R,a,\varepsilon),
\end{equation}

where $P(z,\alpha)$ is given by (46).
3.2. The duality theorem. The following theorem holds.

**Theorem 1 (Duality theorem).** For every \( \alpha \), \( \text{Re}\{\alpha\} > -1 \), we have

\[
\mathcal{L}_\alpha B(R, A, \varepsilon) = W(R, A, \varepsilon),
\]

and \( \mathcal{L}_\alpha \) is surjective. Moreover, the topological space \( W(R, A, \varepsilon) \) is isomorphic to the topological space \( B(R, A, \varepsilon) \).

The presence of many isomorphisms \( \mathcal{L}_\alpha \), \( \text{Re}\{\alpha\} > -1 \), between two dual spaces opens up the question of the relationship between two such operators and, in its turn, suggests the existence of a general theory of parametric representations, the existence of which would be important for applications. Many specific instances for special functions, which suggest such a general theory, were discussed in Buchholz [28].

The space \( B(R, A, \varepsilon) \) is closed under convolution and differentiation. An immediate application of Theorem 1 is that these structures can be transferred from \( B(R, A, \varepsilon) \) to \( W(R, A, \varepsilon) \). Thus, the spaces \( W(R, A, \varepsilon) \) are closed under multiplication and the left “shift” operator \( S_t \). Since every element of the space \( W(R, A, \varepsilon) \) is uniquely determined by a sequence \( \{p_0, p_1, \ldots\} \) satisfying (2), the operator \( S_t \) is defined by \( S_t\{p_0, p_1, \ldots\} = \{p_1, p_2, \ldots\} \).

Indeed, Theorem 1 opens up the possibility of creating a version of the operational calculus for the spaces \( W(R, A, \varepsilon) \).

An analytic function \( f \) operates on \( W(R, A, \varepsilon) \) if \( P(z) \in W(R, A, \varepsilon) \) implies that \( f(P) \in W(R, A, \varepsilon) \).

We can expect that the function exp operates on \( W(R, A, \varepsilon) \).

Our main purpose in this paper is to develop a technique for the proof of Theorem 1. Let us study the following two operators generated by \( \mathcal{L}_\alpha \):

\[
D_\alpha = \mathcal{L}_\alpha \mathcal{L}^{-1} : W(R, A, \varepsilon) \to W(R, A, \varepsilon)
\]

and

\[
T_\alpha = \mathcal{L}^{-1} \mathcal{L}_\alpha : B(R, A, \varepsilon) \to B(R, A, \varepsilon).
\]

From Theorem 1 it follows that

\[
D_\alpha W(R, A, \varepsilon) = W(R, A, \varepsilon)
\]

and

\[
T_\alpha B(R, A, \varepsilon) = B(R, A, \varepsilon)
\]

and that \( D_\alpha \) and \( T_\alpha \) can be viewed as dual automorphisms.

It is worth noting that the operator \( D_\alpha \) can be regarded as a version of the fractional derivative of order \( \alpha \) for elements of \( W(R, A, \varepsilon) \).

In what follows, we derive integral representations for both of these operators. It will be shown that the kernels of these integral representations for \( D_\alpha \) and \( T_\alpha \) possess some remarkable properties, which form the basis of the technique described below.

Finally, it should be noted that our Theorem 1 is the weakest version of a duality theorem. In particular, it is insensitive to the behavior of \( F(t) \in B(R, A, \varepsilon) \) on the boundary \( \partial D(A, \varepsilon) \) of the region \( D(A, \varepsilon) \).

A further improvement of this theory, which might include effects related to the properties of the elements of \( B(R, A, \varepsilon) \) on the boundary, for example, distinguish cases in which \( F(t) \) is bounded from those in which \( F(t) \) has poles on \( \partial D(A, \varepsilon) \), requires finer techniques, which are not available at present.
§4. PARAMETRIC INTEGRAL REPRESENTATIONS FOR LAPLACE–MELLIN TRANSFORMS

In order to prove the duality theorem, we need to investigate the remainder $P_n(z)$ as a function of two variables $z$ and $n$. It is reasonable to replace $n$ by a continuous and even complex parameter. The simplest way to do this is to consider $P_n(z, \alpha)$. Then we shall see in §5 how the parameter $n$ is replaced by $\alpha + n$, which allows us to study $P_n(z, \alpha)$ as an analytic function of two variables $z$ and $\alpha + n$. Taking formula (26) into account, first we provide a similar study for the function $F(t, \alpha)$. We have mentioned above that this study is of independent interest.

We begin with proving an integral representation theorem for $F(t, \alpha)$. We assume that $F(t) \in B(R, A, \varepsilon)$. Given $\alpha$, $\text{Re}(\alpha) > -1$, the function $z^{-\alpha}P(z, \alpha)$ (see (16)) can be viewed as the Laplace transform of the function $t^{\alpha}F(t)$. On the other hand, for $-\frac{\pi}{2} < \text{arg } z < \frac{\pi}{2}$, this function can be viewed as the Mellin transform of $e^{-tz}F(t)$. Next, $P(z, \alpha)$ can also be represented in the form

$$P(z, \alpha) = D_\alpha P(z),$$

where $P(z)$ is the standard Laplace transform of $F(t)$, $P = LF$, and $D_\alpha$ is given by (49). Thus, $P(z, \alpha)$ can also be viewed as a version of the fractional derivative of $P(z)$ of order $\alpha$.

The function $F(t)$ is analytic in the disk

$$D(A) = \{ t \in \mathbb{C} : |t| < A \}$$

and can be represented there by its Taylor series

$$F(t) = \sum_{k=0}^{\infty} f_k t^k.$$

It follows that

$$P(z, \alpha) \sim \sum_{k=0}^{\infty} \frac{p_k(\alpha)}{z^{k+1}}, \quad z \in \mathcal{P}(R, \varepsilon), \quad z \to \infty,$$

where

$$p_k(\alpha) = f_k \Gamma(\alpha + k + 1).$$

Now we introduce the function $F(t, \alpha)$ as follows:

$$F(t, \alpha) = T_\alpha \{ F(t) \} = \mathcal{L}^{-1} \mathcal{L}_\alpha F(t),$$

where $T_\alpha$ is given by (50), and a simple argument shows that, in the disk $D(A)$, $F(t, \alpha)$ can be represented in the form

$$F(t, \alpha) = \sum_{k=0}^{\infty} f_k(\alpha) t^k,$$

where

$$f_k(\alpha) = f_k \frac{\Gamma(\alpha + k + 1)}{k!}$$

and the $f_k$ are given by (52). It follows that the series (56) is absolutely convergent in $D(A)$.

Our major goal in this section is to show that $F(t, \alpha)$ admits analytic continuation from $D(A)$ to the region $D(A, \varepsilon)$ given by (18), and that $F(t, \alpha)$ is an element of $B(R, A, \varepsilon)$. 

Remark 2. The relation
\[ P(z, \alpha) = \frac{p_0(\alpha)}{z} \left( 1 + O\left(\frac{1}{z}\right)\right), \quad z \in \mathcal{P}(R, \varepsilon), \quad z \to \infty, \]
follows from (53) for \( \varepsilon > 0 \). This means that for every \( \delta \), \( 0 < \delta < \varepsilon \), there exists a positive constant \( M_\delta \) such that if \( |\arg z| < \frac{\pi}{2} + \varepsilon - \delta \), then
\[ \left| P(z, \alpha) - \frac{p_0(\alpha)}{z} \right| < \frac{M_\delta}{|z|^2}. \]
Furthermore, it follows that \( P(z, \alpha) \) is a square integrable function on all lines
\[ \{ z : \Re z = r, \quad R < r < \infty \}, \]
which provides analytic continuation of \( F(t, \alpha) \) to the regions \( \mathcal{D}(A, \varepsilon') \), \( 0 < \varepsilon' < \varepsilon \).

However, this argument only works if \( \varepsilon > 0 \), and this is a principal drawback of the Poincaré approach.

4.1. An integral representation for \( F(t, \alpha) \). Assume that \( 0 \leq R < \infty \), \( 0 < A < \infty \), and \( 0 \leq \varepsilon \leq \frac{\pi}{2} \).

Theorem 2. Let \( F(t) \in \mathcal{B}(R, A, \varepsilon) \) be given, and let, for fixed \( \Re \{\alpha\} > -1 \), the function \( F(t, \alpha) \) be defined by (50) and (57). Then:

(i) For any \( r, \quad 0 \leq R < r < \infty \), and for \( t \in \mathcal{D}(A, \varepsilon) \), the following integral representation is valid:
\[ F(t, \alpha) = \sum_{k=0}^{\infty} \frac{\Gamma(\alpha + k + 1)}{(k!)^2} (rt)^k f_k(\alpha, r, t), \]
where
\[ f_k(\alpha, r, t) = \frac{1}{2\pi i} \int_{\gamma} \left( \frac{\Gamma(\alpha + k + 1; k + 1)\Gamma(\alpha + k + 1)}{\xi^2} \right) \frac{F(\xi)e^{-\xi t}}{\xi} d\xi, \]
and \( (2F_1(\alpha + k + 1; k + 1; \frac{t}{\xi})) \) is the hypergeometric function. The path \( \gamma' = \gamma(A', \varepsilon) \), see (11), is oriented in the counterclockwise direction, where \( A' \) satisfies \( 0 < A' < A \) and \( t \) belongs to \( \mathcal{D}(A', \varepsilon) \).

(ii) For \( 0 < A' < A \), the integral (59) and the sum (58) are absolutely convergent for \( t \in \mathcal{D}(A, \varepsilon) \), and \( F(t, \alpha) \) admits analytic continuation from the disk \( \mathcal{D}(A, \varepsilon) \) to the region \( \mathcal{D}(A, \varepsilon) \).

(iii) We have
\[ F(t, \alpha) \in \mathcal{B}(R, A, \varepsilon) \]
and
\[ P(z, \alpha) = \mathcal{L}F(t, \alpha), \]
where \( P(z, \alpha) \) is given by (44).

Corollary 1. If for some \( \alpha \) with \( \Re \{\alpha\} > -1 \), relation (60) is valid, then for all \( \Re \{\beta\} > -1 \) we have
\[ F(t, \beta) \in \mathcal{B}(R, A, \varepsilon). \]

Remark 3. For the special case where \( F(t) \) satisfies all the assumptions of Theorem 2, and \( \frac{1}{\xi}F(t) \) is absolutely integrable along the contour \( \gamma = \gamma(A, \varepsilon) \), the representation of Theorem 2 can be simplified significantly to read
\[ F(t, \alpha) = \frac{\Gamma(\alpha + 1)}{2\pi i} \int_{\gamma} \frac{1}{(1 - \frac{t}{\xi})^{\alpha+1}} \frac{F(\xi) d\xi}{\xi}. \]
This case is the subject of a separate investigation; see [29].

Proof. (i) Since \( r > R \), condition [20] allows us to represent \( F(t) \) in the form

\[
F(t) = \frac{1}{2\pi i} e^{rt} \int_{\gamma'} \frac{F(\xi)e^{-r\xi}}{\xi - t} \, d\xi,
\]

where

\[
t \in \mathcal{D}(A', \varepsilon), \quad \gamma' = \gamma(A', \varepsilon), \quad 0 < A' < A,
\]

and the integral is absolutely convergent for all \( t \in \mathcal{D}(A', \varepsilon) \).

Using this representation, we evaluate the Taylor coefficients \( f_k, k = 1, 2, \ldots, \) of \( F(t) \). The relation

\[
(e^{rt}(\xi - t)^{-1})^{(k)} = \sum_{j=0}^{k} \frac{k!}{j!(k-j)!} r^{k-j} j!(\xi - t)^{-1-j} e^{rt},
\]

where differentiation is with respect to \( t \), implies that

\[
(e^{rt}(\xi - t)^{-1})^{(k)} \bigg|_{t=0} = \sum_{j=0}^{k} \frac{1}{(k-j)!} r^{k-j} \frac{1}{\xi^{1+j}},
\]

and from (63) we derive the following expression for the coefficients:

\[
f_k = \frac{F^{(k)}(0)}{k!} = \frac{1}{2\pi i} \sum_{j=0}^{k} \frac{1}{(k-j)!} r^{k-j} \int_{\gamma'} \frac{F(\xi)e^{-r\xi}}{\xi^{1+j}} \, d\xi.
\]

Relation (57) shows that the function \( F(t, \alpha) \) given by (55) can be represented as

\[
F(t, \alpha) = \sum_{k=0}^{\infty} \frac{\Gamma(\alpha + k + 1)}{k!} f_k t^k,
\]

and the series is absolutely convergent for \( t \in D(A) \). Substituting the expression for \( f_k \) from (65) into (66) yields

\[
F(t, \alpha) = \frac{1}{2\pi i} \sum_{k=0}^{\infty} \frac{\Gamma(\alpha + k + 1)}{k!} t^k \sum_{j=0}^{k} \frac{1}{(k-j)!} r^{k-j} \int_{\gamma'} \frac{F(\xi)e^{-r\xi}}{\xi^{1+j}} \, d\xi.
\]

Using the following series of transformations,

\[
F(t, \alpha) = \frac{1}{2\pi i} \sum_{j=0}^{\infty} \sum_{k=j}^{\infty} \frac{\Gamma(\alpha + k + 1)}{k!} t^j \sum_{j=0}^{k} \frac{1}{(k-j)!} r^{k-j} \int_{\gamma'} \frac{F(\xi)e^{-r\xi}}{\xi^{1+j}} \, d\xi,
\]

\[
\sum_{j=0}^{\infty} \frac{\Gamma(\alpha + k + 1)}{k!} \frac{1}{(k-j)!} r^j k^{k-j} = \sum_{k=0}^{\infty} \frac{\Gamma(\alpha + k + j + 1)}{(k+j)!} \frac{1}{k!} r^{k+j} k^j,
\]

we obtain

\[
F(t, \alpha) = \frac{1}{2\pi i} \sum_{j=0}^{\infty} \sum_{k=0}^{\infty} \frac{\Gamma(\alpha + k + j + 1)}{(k+j)!} \frac{1}{k!} t^j r^j \int_{\gamma'} \frac{F(\xi)e^{-r\xi}}{\xi^{1+j}} \, d\xi.
\]

The identity

\[
\sum_{j=0}^{\infty} \frac{\Gamma(\alpha + k + j + 1)}{(k+j)!} t^j = \frac{\Gamma(\alpha + k + 1)}{k!} \sum_{j=0}^{\infty} \frac{(\alpha + k + 1)_j}{(k+1)_j} t^j
\]

holds,
Lemma 1. Let

\[ F(t, \alpha) = \frac{1}{2\pi i} \sum_{k=0}^{\infty} \frac{\Gamma(\alpha + k + 1)}{(k!)^2} (rt)^k \int_{\gamma} \left( 2F_1 \left( \alpha + k + 1; k + 1; \frac{t}{\xi} \right) \right) \frac{F(\xi)e^{-r\xi} d\xi}{\xi}. \]

(69)

(ii) In part (i) we derived an integral representation of \( F(t, \alpha) \) for \( t \in D(A) \).

To extend the integral representation (69) to the entire region \( D(A, \varepsilon) \), we consider separately the \( k \)th term of the sum (69), \( k \in \mathbb{Z}^+ \).

For \( k = 0 \) we have

\[ \frac{\Gamma(\alpha + 1)}{2\pi i} \int_{\gamma} \left( 2F_1 \left( \alpha + 1; 1; \frac{t}{\xi} \right) \right) \frac{F(\xi)e^{-r\xi} d\xi}{\xi}, \]

which can be rewritten, by using (15.1.8) of \( [31] \), in the form

\[ \frac{\Gamma(\alpha + 1)}{2\pi i} \int_{\gamma} \left( 1 - \frac{1}{\xi} \right)^{\alpha+1} \frac{F(\xi)e^{-r\xi} d\xi}{\xi}, \]

(71)

as in Remark 3. \( \square \)

To investigate the other terms of (69), for \( k \in \mathbb{N} \), we need the following lemma.

Lemma 1. Let \( t \) be fixed, and assume that \( t \in D(A') \) for some \( A', 0 < A' < A \). Assume further that \( \xi \in \gamma(A), k \in \mathbb{N}, \) and \( \alpha \) is a complex number such that \( \text{Re}\{\alpha\} > -1 \). Then the function \( 2F_1 \left( \alpha + k + 1; k + 1; \frac{t}{\xi} \right) \) can be represented in the form

\[ 2F_1 \left( \alpha + k + 1; k + 1; \frac{t}{\xi} \right) = \frac{k}{(1 - \frac{t}{\xi})^{\alpha+1}} \int_0^1 v^{k-1} \left( 1 - \frac{t}{\xi}v \right)^\alpha dv. \]

(72)

Moreover, there exists a positive constant \( M = M(\alpha, A') \) independent of \( k \) and such that

\[ \left| 2F_1 \left( \alpha + k + 1; k + 1; \frac{t}{\xi} \right) \right| \leq \frac{k}{\sqrt{2k-1}} M(\alpha, A') \left( \frac{\xi}{\xi-t} \right)^{\alpha+1}. \]

(73)

Proof. It is known that if \( \text{Re}\{c\} > \text{Re}\{b\} > 0 \), then the Euler representation for the hypergeometric function,

\[ 2F_1(a, b; c; x) = \frac{\Gamma(c)}{\Gamma(b)\Gamma(c-b)} \int_0^1 \tau^{b-1}(1-\tau)^{c-b-1}(1-x\tau)^{-a} d\tau, \]

(74)

is valid in the complex \( x \)-plane cut along the interval \((1, +\infty)\); see, for example, \( [30] \) Theorem 2.2.1.

The conditions \( \xi \in \gamma(A) \) and \( t \in D(A') \) ensure that

\[ \frac{t}{\xi} \notin (1, +\infty), \]

(75)

so that, with \( k \in \mathbb{N} \), we can apply (74) to the kernel of (69) (the graph of \( \frac{t}{\xi} \) with \( \xi \) running along the boundary \( \gamma(A) \), for \( t = 3A + 0.9iA \), is shown in Figure 5).

Thus, we have

\[ 2F_1 \left( \alpha + k + 1; k + 1; \frac{t}{\xi} \right) = k \int_0^1 \frac{(1-\tau)^{k-1}}{(1 - \frac{t}{\xi}\tau)^{\alpha+k+1}} d\tau. \]

(76)

Set

\[ x = \frac{t}{\xi} - 1 \]
so that \( x \notin (0, +\infty) \). We make a series of transformations of the integral:

\[
I(x) = \int_0^1 \frac{(1 - \tau)^{k-1}}{(1 - \frac{t}{\xi})^\alpha + k + 1} \, d\tau = \int_0^1 \frac{(1 - \tau)^{k-1}}{(1 - \frac{t}{\xi})^\alpha + k + 1} \, d\tau
\]

\[
= \int_0^1 \frac{(1 - \tau)^{k-1}}{(1 - \tau - x\tau)^{k+1}} \cdot \frac{1}{(1 - \tau - x\tau)^{\alpha + 2}} \, d\tau
\]

\[
= \int_0^1 \frac{(1 - \tau)^{k-1}}{(1 - \frac{\tau}{\tau} - x)^{k+1}} \cdot \frac{1}{\tau^{\alpha + 2} (1 - \frac{\tau}{\tau} - x)^{\alpha + 2}} \, d\tau.
\]

Letting \( \frac{1 - \tau}{\tau} = s \), whence \( \tau = \frac{1}{s + 1} \) and \( d\tau = -\frac{ds}{(s + 1)^2} \), we have

\[
I(x) = \int_0^\infty \frac{s^{k-1}}{(s - x)^{k+1}} \cdot \frac{(s + 1)^{\alpha + 2}}{(s - x)^{\alpha + 2}} \cdot \frac{ds}{(s + 1)^2},
\]

which can be rewritten as

\[
I(x) = \int_0^\infty \left( \frac{s}{s - x} \right)^{k-1} \cdot \frac{(s + 1)^{\alpha + 2}}{(s - x)^{\alpha + 2}} \cdot \frac{ds}{s^{\alpha + 2}}.
\]

Using the substitution \( \frac{s}{s - x} = v \), so that

\[
s = -\frac{x}{1 - v}, \quad ds = -\frac{x dv}{(1 - v)^2}, \quad s + 1 = \frac{1 - v - xv}{1 - v},
\]

we can assume without serious restrictions that \( \text{Im}\{x\} \neq 0 \). In fact, when \( \xi \) runs along the boundary \( \gamma(A) \), there are exactly two real values of \( x \), see Figure 5, and in such a situation we can use Cauchy’s theorem and deform the integration path to be away from the dangerous value of \( x \) keeping the endpoints fixed.
If \( x \) is complex, then the image of the real line in the \( s \)-plane is a circle \( C \) in the \( v \)-plane. Since
\[
s = 0, 1, \infty \iff v = 0, \frac{1}{1-x}, 1, \ \text{respectively,}
\]
the image of the positive ray in the \( s \)-plane is the arc \( (0, \frac{1}{1-x}, 1) \) of \( C \). Then we have
\[
I(x) = \int_{C(0, \frac{1}{1-x}, 1)} v^{k-1} \left( \frac{1-v-xv}{1-v} \right)^{\alpha} \cdot \frac{-x \, dv}{(-x \frac{v}{1-v})^{\alpha+2}(1-v)^2},
\]
which can be rewritten as
\[
(77) \quad I(x) = \frac{1}{(-x)^{\alpha+1}} \int_{C(0, \frac{1}{1-x}, 1)} v^{k-1}(1-v-xv)^{\alpha} \cdot dv.
\]
The only singular point of the integrand in (77) is
\[
v = \frac{1}{1+x}.
\]
Since
\[
s = -1 \iff v = \frac{1}{1+x},
\]
this singular point belongs to the supplementary arc \( (0, \frac{1}{1+x}, 1) \) of \( C \).

Using Cauchy’s theorem, we can deform the arc \( (0, \frac{1}{1-x}, 1) \) to the interval \( (0, 1) \) on the positive ray of the \( v \)-plane without crossing the supplementary arc \( (0, \frac{1}{1-x}, 1) \). Then the integral (77) can be rewritten as
\[
(78) \quad I(x) = \frac{1}{(-x)^{\alpha+1}} \int_{0}^{1} v^{k-1}(1-v-xv)^{\alpha} \, dv,
\]
so that
\[
(79) \quad _2F_1\left( \alpha + k + 1, 1; k + 1; \frac{t}{\xi} \right) = \frac{k}{(1 - \frac{t}{\xi})^{\alpha+1}} \int_{0}^{1} v^{k-1} \left( 1 - \frac{t}{\xi} v \right)^{\alpha} \, dv.
\]
This proves (72).

Now, we use the Cauchy–Bunyakovski inequality to obtain
\[
\left| _2F_1\left( \alpha + k + 1, 1; k + 1; \frac{t}{\xi} \right) \right| \leq \frac{k}{(1 - \frac{t}{\xi})^{\alpha+1}} \left( \int_{0}^{1} v^{2k-2} \, dv \right)^{\frac{1}{2}} \cdot \left( \int_{0}^{1} \left| (1 - \frac{t}{\xi} v)^{\alpha+1} \right|^{2} \, dv \right)^{\frac{1}{2}},
\]
and the last factor does not depend on \( k \). Setting
\[
M(\alpha, A') = \left( \int_{0}^{1} \left| (1 - \frac{t}{\xi} v)^{\alpha+1} \right|^{2} \, dv \right)^{\frac{1}{2}} < \infty,
\]
we see that inequality (80) together with (79) gives (83). Thus, (i) is proved.

(iii) Using (83), we show that for every \( R < r < \infty \) and every \( 0 < A' < A \) we have
\[
F(t, \alpha) \in B(r, A, \varepsilon),
\]
and (60) follows from (37). \( \square \)
In the next subsection we show that the function $F(t, \alpha)$ given by (55) with $F(t) \in B(R, A, \varepsilon)$ admits analytic continuation to the entire complex $\alpha$-plane except for simple poles at $\alpha = -n, n = 1, 2, \ldots$. Next, we show that every point $\alpha = -n$ generates a polynomial of degree $n$, and we provide explicit expressions for the coefficients of this polynomial.

4.2. Analytic continuation of $F(t, \alpha)$ to the $\alpha$-plane.

Theorem 3. Let $F(t) \in B(R, A, \varepsilon)$, and let $F(t, \alpha)$ be defined as in Theorem 2. Then, for any fixed $t \in D(A, \varepsilon)$,

(i) the function $F(t, \alpha)$ admits analytic continuation to the entire $\alpha$-plane except for the negative integers;

(ii) the function $F(t, \alpha)$ has a simple pole at every point $\alpha = -n - 1, n = 0, 1, \ldots$, so that the function
\[
\frac{F(t, \alpha)}{\Gamma(\alpha + 1)}
\]
is an entire function of exponential type, and
\[
\lim_{\alpha \to -n - 1} \frac{F(t, \alpha)}{\Gamma(\alpha + 1)} = \Phi_{n,F}(t);
\]

(iii) the function $\Phi_{n,F}(t)$ is a polynomial in $t$ of degree $n$, representable in the form
\[
\Phi_{n,F}(t) = \sum_{j=0}^{n} (-1)^j \binom{n}{j} t^j f_j,
\]
where the coefficients $f_j$, given by (52), can be written as
\[
f_j = \frac{1}{2\pi i} \sum_{s=0}^{j} \frac{1}{(j-s)!} r^j s \int_{\gamma'} \frac{F(\xi) e^{-r\xi} d\xi}{\xi^{1+s}}.
\]

Proof. Before proving this theorem in general, we consider the particular case where $F(t, \alpha)$ can be represented in the form (62) given in Remark 2. Statements (i) and (ii) follow immediately from this representation.

We introduce the function
\[
\Phi_F(t, \alpha) = \frac{F(t, \alpha)}{\Gamma(\alpha + 1)}.
\]
Clearly, $\Phi_F(t, \alpha), t \in D(A', \varepsilon)$, is an entire function in $\alpha$ of a finite exponential type. Then, using (S1), we have
\[
\Phi_{n,F}(t) = \frac{1}{2\pi i} \int_{\gamma'} \left(1 - \frac{t}{\xi}\right)^n \frac{F(\xi) d\xi}{\xi},
\]
which can be rewritten as
\[
\Phi_{n,F}(t) = \sum_{j=0}^{n} (-1)^j \binom{n}{j} t^j \frac{1}{2\pi i} \int_{\gamma'} \frac{F(\xi) d\xi}{\xi^{j+1}},
\]
and finally,
\[
\Phi_{n,F}(t) = \sum_{j=0}^{n} (-1)^j \binom{n}{j} f_j t^j,
\]
where the $f_j$ are given by (52).
(i)–(ii) Considering the general case, we introduce the function

$$
\Phi_F(t, \alpha) = \frac{F(t, \alpha)}{\Gamma(\alpha + 1)}.
$$

Using the relation

$$
\frac{\Gamma(\alpha + k + 1)}{\Gamma(\alpha + 1)} = (\alpha + 1)_k = (\alpha + 1)(\alpha + 2) \cdots (\alpha + k), \quad k \in \mathbb{Z}^+,
$$

and formulas (58) and (59), we have

$$
\Phi(t, \alpha) = \sum_{k=0}^{\infty} \frac{(\alpha + 1)_k}{(k!)^2} (rt)^k f_k(\alpha, r, t),
$$

so that

$$
\Phi(t, \alpha) = f_0(\alpha, r, t) + \sum_{k=1}^{\infty} \frac{(\alpha + 1)_k}{(k!)^2} (rt)^k f_k(\alpha, r, t).
$$

From (71), (72), and (59) we obtain

$$
f_0(\alpha, r, t) = \frac{1}{2\pi i} \int_{\gamma} \frac{1}{(1 - \frac{t}{\xi})^{\alpha+1}} F(\xi) \frac{d\xi}{\xi},
$$

and

$$
f_k(\alpha, r, t) = \frac{k}{2\pi i} \int_0^1 v^{k-1} dv \int_{\gamma} \frac{1}{1 - \frac{t}{\xi}} \left( \frac{1 - \frac{t}{\xi}}{1 - \frac{v}{\xi}} \right)^{\alpha} F(\xi) e^{-r\xi} \frac{d\xi}{\xi}, \quad k \in \mathbb{N},
$$

and for fixed $t$ both functions $f_0(\alpha, r, t)$ and $f_k(\alpha, r, t), k \in \mathbb{N},$ are entire functions of $\alpha$ of exponential type.

(iii) Given $n \in \mathbb{N},$ we evaluate

$$
\Phi(t, -n - 1) = \sum_{k=0}^{\infty} \frac{(-n)_k}{(k!)^2} (rt)^k f_k(-n - 1, r, t).
$$

Since

$$
2F_1(-n + k + 1; k + 1; x) \equiv 0
$$

for $k \geq n + 1,$ so that

$$
\sum_{k=n+1}^{\infty} \frac{(-n)_k}{(k!)^2} (rt)^k f_k(-n - 1, r, t) \equiv 0,
$$

relation (87) yields

$$
\Phi(t, -n - 1) = \sum_{k=0}^{n} \frac{(-1)^k n!}{(k!)^2 (n-k)!} (rt)^k f_k(-n - 1, r, t),
$$

where

$$
f_k(-n - 1, r, t) = \frac{1}{2\pi i} \int_{\gamma} \left( 2F_1\left(-n + k; k + 1; \frac{t}{\xi}\right) \right) F(\xi) e^{-r\xi} \frac{d\xi}{\xi}.
$$

Using the relations

$$
2F_1\left(-n + k; k + 1; \frac{t}{\xi}\right) = \sum_{j=0}^{n-k} \frac{(-n + k)_j}{(k + 1)_j j!} \left( \frac{t}{\xi} \right)^j
$$

and

$$
\sum_{j=0}^{n-k} \frac{(-n + k)_j}{(k + 1)_j j!} = \sum_{j=0}^{n-k} \frac{(-1)^j (n-k)!}{(n-k-j)! (k+j)!},
$$

we obtain

$$
\Phi(t, -n - 1) = \sum_{k=0}^{n} \frac{(-1)^k n!}{(k!)^2 (n-k)!} (rt)^k f_k(-n - 1, r, t).
$$
we can rewrite the expression (89) as

\[ f_k(-n - 1, r, t) = \sum_{j=0}^{n-k} \frac{(-1)^j(n-k)!k!}{(n-k-j)!(k+j)!} t^j \left( \frac{1}{2\pi i} \int_{\gamma'} F(\xi)e^{-\tau\xi} d\xi \right). \]  

Combining (88) and (90), we get

\[ \Phi(t, -n - 1) = \sum_{k=0}^{n} \frac{(-1)^k n!}{(k!)^2(n-k)!}(rt)^k \sum_{j=0}^{n-k} \frac{(-1)^j(n-k)!k!}{(n-k-j)!(k+j)!} t^j \left( \frac{1}{2\pi i} \int_{\gamma'} F(\xi)e^{-\tau\xi} d\xi \right), \]

which can be rewritten as

\[ \Phi(t, -n - 1) = \sum_{k=0}^{n} \frac{n!}{k!} \sum_{j=0}^{n-k} \frac{(-1)^{k+j}(n-k)!k!}{(n-k-j)!(k+j)!} t^{k+j} \left( \frac{1}{2\pi i} \int_{\gamma'} F(\xi)e^{-\tau\xi} d\xi \right). \]

The substitution \( k + j = p \) yields

\[ \Phi(t, -n - 1) = \sum_{p=0}^{n} \frac{(-1)^p n!}{(n-p)!p!} \sum_{j=0}^{p} \frac{1}{(p-j)!} t^{p-j} \left( \frac{1}{2\pi i} \int_{\gamma'} F(\xi)e^{-\tau\xi} d\xi \right). \]

Now, it remains to use (55) to obtain (82). \( \square \)

We return to the representation (44) for \( P(z, \alpha) \).

It follows that for an arbitrary parameter \( \lambda, \text{Re}\{\lambda\} > -1 \), the function \( P(z, \alpha) \) can also be represented in the form

\[ P(z, \alpha) = z^\lambda \int_0^\infty e^{-zt} t^\alpha F(t, \alpha, \lambda) dt, \]

where

\[ F(t, \alpha, \lambda) = \sum_{k=0}^\infty f_k \frac{\Gamma(\alpha + k + 1)}{\Gamma(\lambda + k + 1)} t^k. \]

Theorem 2 shows that

\[ F(t, \alpha, \lambda) \in \mathcal{B}(R, A, \varepsilon). \]

This gives a general view of parametric integral representations in the theory of special functions; see, for example, the parametric representation for Whittaker functions in terms of Gauss hypergeometric functions given by formula (30) in [28, §5].

4.3. Examples.

Example 1. The confluent hypergeometric function \( U(a, b; z) \). Let us apply the representation (41) to the following particular case: \( P(z, \alpha) = \Gamma(\alpha)U(a, b; z) \), where \( \alpha = a - 1 \) and \( U(a, b, z) \) is the confluent hypergeometric function, that is, a solution of Kummer’s equation, \( zu'' + (b - z)u' - au = 0 \), see [31, 13.2.5], which can be represented as

\[ U(a, b, z) = \frac{1}{\Gamma(a)} \int_0^\infty e^{-zt} t^{a-1}(1+t)^{b-a-1} dt. \]

For an arbitrary parameter \( \lambda, \text{Re}\{\lambda\} > 0 \), we have

\[ U(a, b; z) = z^{-a+\lambda} \frac{\Gamma(-a+\lambda)}{\Gamma(\lambda)} \int_0^\infty e^{-zt} t^{\lambda-1} \left( 2F_1(1+a-b;\lambda; -t) \right) dt, \]

where \( 2F_1(1+a-b;\lambda; -t) \) is the hypergeometric function, and the ray of integration depends on \( \text{arg}\, z, -\frac{3\pi}{2} < \text{arg}\, z < \frac{\pi}{2} \).

Formula (93) is a version of [28, 30].
In particular, \( \lambda = a \) yields (92), and \( \lambda = 1 \) yields
\[
U(a, b, z) = z^{1-a} \int_0^\infty e^{-zt} \left( {}_2F_1(1 + a - b; a; 1; -t) \right) dt.
\]

**Example 2.** The Airy function, a solution of Airy’s differential equation,
\[
u'' - z \nu = 0,
\]
can be represented as
\[
Ai(z) = \frac{1}{2\sqrt{\pi}} z^{-\frac{1}{2}} \exp\left( -\frac{2}{3} z^{\frac{3}{2}} \right) \cdot P(\zeta),
\]
where, upon setting
\[
\zeta = \frac{2}{3} z^{\frac{3}{2}},
\]
we have
\[
P(\zeta) = \zeta \int_0^{+\infty} e^{-t\zeta} {}_2F_1\left( \frac{1}{6}, \frac{5}{6}, 1; -\frac{t}{2} \right) dt.
\]

This is a particular case of (92) with \( a = \frac{5}{6} \) and \( b = \frac{5}{3} \).

Using (97) and (94), we get
\[
P(\zeta) = \frac{2^\frac{5}{2}}{\sqrt{\pi}} U\left( \frac{5}{6}, \frac{5}{3}, 2\zeta \right).
\]

§5. **Integral representations for** \( P(z, \alpha) \) **and** \( P_n(z, \alpha) \)

Now we turn to the function \( P(z, \alpha) \) given by (44), and to the errors or remainders
\[
P_n(z, \alpha) = P(z, \alpha) - \sum_{k=0}^{n-1} p_k(\alpha) z^{k+1}, \quad n = 0, 1, \ldots,
\]
where the coefficients \( p_n(\alpha), n = 0, 1, \ldots \), are given by (54), and where we set \( P_0(z, \alpha) = P(z, \alpha) \).

The representation (58) suggests the corresponding integral representations of \( P(z, \alpha) \), given by (44).

Consider the function
\[
K(w, s) = \frac{1}{\Gamma(s + 1)} \int_0^\infty e^{-t^s} \frac{w}{t + w} dt,
\]
which is well known in asymptotic analysis. This function is analytic and single-valued for \( |\arg w| < \pi \) and \( \text{Re}\{s\} > -1 \) and can also be represented as
\[
K(w, s) = \frac{w^{s+1}}{\Gamma(s + 1)} \mathcal{L}_s \left\{ \frac{1}{1 + t} \right\}.
\]

It follows that, for fixed \( s \) with \( \text{Re}\{s\} > -1 \), \( K(w, s) \) admits analytic continuation in the \( w \)-plane along any path not passing through the origin, and for fixed \( w, |\arg w| < \pi \), admits analytic continuation to the entire \( s \)-plane, except for simple poles at the negative integers.

Given \( 0 < A < \infty \) and \( 0 \leq \varepsilon < \frac{\pi}{2} \), we assume that \( F(t) \) is defined by
\[
F(t) = e^{Ru} \int_\gamma \frac{e^{-Re(\xi)} d\sigma(\xi)}{\xi - t}, \quad t \in \mathcal{D}(A, \varepsilon),
\]
where \( D(A, \varepsilon) \) and \( \gamma = \gamma(A, \varepsilon) \) are given by (18) and (19), respectively, and \( \sigma \) is a measure supported on \( \gamma \). We assume also that
\[
\int_\gamma e^{-R|\xi|} d\sigma(\xi) < M
\]
for some positive \( M \); we do not exclude the case of \( R = 0 \).

Clearly, \( F(t) \in B(R, A, \varepsilon) \).

Let the function
\[
P(z, \alpha) = \mathcal{L}_\alpha\{F(t)\}
\]
be given by (14), and let \( P_n(z, \alpha) \) be given by (99).

Representing \( \gamma = \gamma(A, \varepsilon) \) in the form (19),
\[
\gamma(A, \varepsilon) = l^+(A, \varepsilon) \cup C^-(A) \cup l^-(A, \varepsilon),
\]
for \( z \in \mathcal{P}(R, \varepsilon) \) and \( \text{Re}\{s\} > -1 \), we introduce the function
\[
\tilde{K}(-\xi z, s) = \begin{cases} 
K(-\xi z, s) & \text{if } \xi \in C^-(A), \\
K(e^{i\pi} \xi z, s) & \text{if } \xi \in l^-(A, \varepsilon), \\
K(e^{-i\pi} \xi z, s) & \text{if } \xi \in l^+(A, \varepsilon).
\end{cases}
\]

**Theorem 4A.** Assume that in (102) we have \( R = 0 \). Let \( P(z, \alpha) \) be given by (104). Assume that
\[
z \in \mathcal{P}(0, \varepsilon) = \left\{ z \in \mathbb{C} : -\frac{\pi}{2} - \varepsilon < \arg z < \frac{\pi}{2} + \varepsilon, \ 0 < |z| < \infty \right\},
\]
and that \( \alpha \) is fixed, \( \text{Re}\{\alpha\} > -1 \). For \( 0 \leq \varepsilon < \frac{\pi}{2} \), let the kernel \( \tilde{K}(-\xi z, s) \) be given by (105). Then the following integral representations hold:
\[
\begin{align*}
\text{(i)} & \quad p_n(\alpha) = \Gamma(\alpha + n + 1) \sum_{k=0}^{n} \frac{R^k}{k!} \int_{\gamma(A, \varepsilon)} e^{-R\xi} d\sigma(\xi) \\
\text{(ii)} & \quad P(z, \alpha) = \sum_{k=0}^{\infty} \frac{\Gamma(\alpha + k + 1)}{k!} \frac{R^k}{z^{k+1}} \int_{\gamma(A, \varepsilon)} \tilde{K}(-\xi z, \alpha + k) e^{-R\xi} d\sigma(\xi),
\end{align*}
\]
and the integrals (106), (107), and (108) are absolutely convergent.

**Theorem 4B.** Assume that in (102) we have \( 0 \leq R < \infty \). Let \( P(z, \alpha) \) be given by (103), let \( z \in \mathcal{P}(R, \varepsilon) \), and let \( \alpha \) be fixed, \( \text{Re}\{\alpha\} > -1 \). For \( 0 \leq \varepsilon < \frac{\pi}{2} \), let the kernel \( \tilde{K}(-\xi z, s) \) be given by (105). Then the following integral representations hold:
\[
\begin{align*}
\text{(i)} & \quad p_n(\alpha) = \Gamma(\alpha + n + 1) \frac{R^k}{k!} \int_{\gamma(A, \varepsilon)} e^{-R\xi} d\sigma(\xi) \\
\text{(ii)} & \quad P(z, \alpha) = \sum_{k=0}^{\infty} \frac{\Gamma(\alpha + k + 1)}{k!} \frac{R^k}{z^{k+1}} \int_{\gamma(A, \varepsilon)} \tilde{K}(-\xi z, \alpha + k) e^{-R\xi} d\sigma(\xi). 
\end{align*}
\]
Proof. (i) We apply the operator \( L_\alpha \) to both sides of (102) to obtain the relation

\[
P(z, \alpha) = z^\alpha \int_{\gamma(A, \varepsilon)} e^{-R \xi} \frac{d\sigma(\xi)}{\xi - t}, \quad R < z < +\infty,
\]
which can be rewritten as

\[
P_n(z, \alpha) = \sum_{k=0}^\infty \frac{R^k}{k!} \int_{\gamma(A, \varepsilon)} e^{-R \xi} \frac{d\sigma(\xi)}{\xi - t} \xi^{n-k+1}.
\]

(ii) \( P_n(z, \alpha) \equiv \Gamma(\alpha + n + 1) \sum_{k=0}^{n-1} \frac{R^k}{k!} \int_{\gamma(A, \varepsilon)} e^{-R \xi} \frac{d\sigma(\xi)}{\xi - t} \xi^{-k+1} \]

\[
+ \sum_{k=n}^{\infty} \Gamma(\alpha + k + 1) \frac{R^k}{z^{k+1}} \int_{\gamma(A, \varepsilon)} e^{-R \xi} \frac{d\sigma(\xi)}{\xi},
\]

and all the integrals and sums in (109), (110), and (111) are absolutely convergent.

Clearly, Theorem 4A is a particular case of Theorem 4B.

We present separately another particular case of Theorem 4B, in which \( \varepsilon = 0 \) and the contour \( \gamma(A, \varepsilon) \) given by (19) is replaced by

\[
(112) \quad \gamma(A) = \{ t \in \mathbb{C} : \text{dist}(t, (0, +\infty)) = A \}.
\]

We recall that the contour \( \gamma(A) \) is the boundary of the determinative region \( D(A) \) given by (3).

**Theorem 4C.** Assume that in (102) we have \( \varepsilon = 0 \) and \( 0 \leq R < \infty \). Let \( P(z, \alpha) \) be given by (103), and let \( \alpha \) be fixed, \( \text{Re}\{\alpha\} > -1 \). Then for \( z \in \mathcal{P}(R) \) and \( \xi \in \gamma(A) \) we have

\[
-\pi < \arg(-\xi) < \pi,
\]

and the integral representations for \( p_n(\alpha), P(z, \alpha), \) and \( P_n(z, \alpha) \) can be written as in (109), (110), and (111) with \( \gamma(A, \varepsilon) \) and \( K(-\xi, s) \) replaced by \( \gamma(A) \) and \( K(-\xi, s) \), respectively.

All the integrals and sums are absolutely convergent.

The role of \( K(w, s) \) in the integral representation above allows us to call this function the basic kernel.

By using (106), the representation (108) can also be written as

\[
(113) \quad P_n(z, \alpha) = \frac{1}{z^{n+1}} \int_{\gamma(A, \varepsilon)} e^{-R \xi} \frac{d\sigma(\xi)}{\xi - t} \xi^{-n-1} d\sigma(\xi),
\]

where the second factor is the first neglected term, while the first factor is referred to as the terminant; see [20].

**Remark 4.** Theorems 4A and 4C are particular cases of Theorem 4B. However, we presented them separately, because they are of independent interest and they are much easier to follow, and they help us to organize properly the proof of Theorem 4.

We split the proof of Theorem 4 into three parts. First, we provide a formal derivation of (111). Our next aim is to obtain error bounds, that is, estimates of \( P_n(z, \alpha) \) in \( \mathcal{P}(R, \varepsilon) \). The representations for the remainders show that, with this aim in mind, we must accomplish a similar study for the basic kernel \( K(w, s) \) and for \( K_s(-\xi, \alpha + n) \) with \( \xi \in \gamma(A, \varepsilon) \), and \( \mathcal{P}(R, \varepsilon) \).

### 5.1. Formal derivation.

**Proof.** (i) We apply the operator \( L_\alpha \) to both sides of (102) to obtain the relation

\[
P(z, \alpha) = z^\alpha \int_{\gamma(A, \varepsilon)} e^{-R \xi} \frac{d\sigma(\xi)}{\xi - t} dt, \quad R < z < +\infty,
\]

which can be rewritten as

\[
(114) \quad P(z, \alpha) = \sum_{k=0}^{\infty} \frac{1}{k!} \frac{R^k}{z^{k+1}} \int_{\gamma} e^{-R \xi} \frac{d\sigma(\xi)}{\xi} \int_{l_p} e^{-t} t^{\alpha+k} \frac{\xi z}{\xi - t} dt.
\]
By (110), the above representation can also be rewritten in terms of the basic kernels as

\[ P(z, \alpha) = \sum_{k=0}^{\infty} \frac{\Gamma(\alpha + k + 1)}{k!} \frac{R^k}{z^{k+1}} \int_\gamma K(-\xi z, \alpha + k) e^{-R\xi} d\sigma(\xi). \]

In the sequel, we derive the coefficients \( p_n(\alpha) \) of \( P(z, \alpha) \) and the remainders \( P_{n,P}(z, \alpha) \) given by (54) and (15), respectively, directly from (114).

(ii) Rewriting (114) in the form

\[ P(z, \alpha) = \sum_{k=0}^{n-1} \frac{1}{k!} z^{k+1} I(R, \alpha, k, z) + \sum_{k=n}^{\infty} \frac{1}{k!} z^{k+1} I(R, \alpha, k, z), \]

where

\[ I(R, \alpha, k, z) = \int_\gamma e^{-Rt} \frac{d\sigma(\xi)}{\xi} \int_{\zeta_1}^{\zeta_2} e^{-t^\alpha+k} \frac{\xi z}{\xi z - t} dt, \]

we use the expansion for the last factor in (110),

\[ \frac{\xi z}{\xi z - t} = \sum_{j=0}^{n-k-1} \frac{t^j}{(\xi z)^{j+1}} + \frac{\xi z t^{n-k}}{(\xi z) n-k (\xi z - t)}, \quad j = 0, 1, \ldots, \]

with \( j = n-k-1 \), to represent \( I(R, \alpha, k, z) \) as a sum of two terms

\[ I(R, \alpha, k, z) = I_1(R, \alpha, k, n, z) + I_2(R, \alpha, k, n, z), \]

where

\[ I_1(R, \alpha, k, n, z) = \sum_{l=0}^{n-k-1} \frac{1}{z^l} \int_\gamma e^{-Rt} \frac{d\sigma(\xi)}{\xi^{l+1}} \int_{\zeta_1}^{\zeta_2} e^{-t^\alpha+k+1} dt \]

(118)

\[ = \sum_{l=0}^{n-k-1} \frac{\Gamma(\alpha + k + l + 1)}{z^l} \int_\gamma e^{-Rt} \frac{d\sigma(\xi)}{\xi^{l+1}} \]

and

\[ I_2(R, \alpha, k, n, z) = \int_\gamma e^{-Rt} \frac{d\sigma(\xi)}{\xi} \int_{\zeta_1}^{\zeta_2} e^{-t^\alpha+k} \frac{\xi z t^{n-k}}{(\xi z) n-k (\xi z - t)} dt \]

(119)

\[ = \frac{1}{z^{n-k}} \int_\gamma e^{-Rt} \frac{d\sigma(\xi)}{\xi^{n-k+1}} \int_{\zeta_1}^{\zeta_2} e^{-t^\alpha+n} \frac{\xi z}{\xi z - t} dt. \]

This allows us to rewrite (115) as

\[ P(z, \alpha) = \sum_{k=0}^{n-1} \frac{1}{k!} z^{k+1} I_1(R, \alpha, k, n, z) + \sum_{k=0}^{n-1} \frac{1}{k!} z^{k+1} I_2(R, \alpha, k, n, z) \]

(120)

\[ + \sum_{k=n}^{\infty} \frac{1}{k!} z^{k+1} I(R, \alpha, k, z). \]

We shall prove that the first sum in (120) is a polynomial in \( \frac{1}{z} \) of degree \( n \), while the other sums involve only higher powers of \( \frac{1}{z} \). This shows that

\[ \sum_{k=0}^{n-1} p_k(\alpha) = \sum_{k=0}^{n-1} \frac{1}{k!} z^{k+1} I_1(R, \alpha, k, n, z) \]

(121)

and

\[ P_{n,P}(z, \alpha) = \sum_{k=0}^{n-1} \frac{1}{k!} z^{k+1} I_2(R, \alpha, k, n, z) + \sum_{k=n}^{\infty} \frac{1}{k!} z^{k+1} I(R, \alpha, k, z). \]

(122)
A straightforward calculation shows that the right-hand side of (121) can be rewritten as
\[
\sum_{k=0}^{n-1} \sum_{l=0}^{n-k-1} \frac{\Gamma(\alpha + k + l + 1)}{k!} \frac{R^k}{z^{k+l+1}} \int_{\gamma} e^{-R \xi} d\sigma(\xi) \\
\]
\[
= \sum_{k=0}^{n-1} \sum_{m=k+1}^{n} \frac{\Gamma(\alpha + m)}{k!} \frac{R^k}{z^{m}} \int_{\gamma} e^{-R \xi} d\sigma(\xi) \\
= \sum_{m=1}^{n} \frac{\Gamma(\alpha + m)}{z^{m}} \sum_{k=0}^{m-1} \frac{R^k}{k!} \int_{\gamma} e^{-R \xi} d\sigma(\xi),
\]
and thus,
\[
p_n(\alpha) = \Gamma(\alpha + n + 1) \sum_{k=0}^{n-1} \frac{R^k}{k!} \int_{\gamma} e^{-R \xi} d\sigma(\xi) \frac{\xi^n}{\xi^{n+1-k}}.
\]

(iii) Substituting the right-hand side of (119) in the middle sum of (120) yields
\[
\sum_{k=0}^{n-1} \frac{1}{k!} \frac{R^k}{z^{k+1}} I_2(R, \alpha, k, n, z) \\
\]
\[
= \frac{\Gamma(\alpha + n + 1)}{z^{n+1}} \sum_{k=0}^{n-1} \frac{R^k}{k!} \int_{\gamma} e^{-R \xi} d\sigma(\xi) \frac{1}{\Gamma(\alpha + n + 1)} \int_{t_1}^{t} e^{-t^{\alpha+n+1} \frac{\xi}{\xi z} - t} dt,
\]
which, with the help of (100), can be rewritten as
\[
\Gamma(\alpha + n + 1) \sum_{k=0}^{n-1} \frac{R^k}{k!} \int_{\gamma} K(-\xi z, \alpha + n) \frac{e^{-R \xi} d\sigma(\xi)}{\xi^{n-k+1}}.
\]

Substituting the right-hand side of (119) in the last sum of (120) yields
\[
\sum_{k=n}^{\infty} \frac{1}{k!} \frac{R^k}{z^{k+1}} I_2(R, \alpha, k, z) \\
\]
\[
= \sum_{k=n}^{\infty} \frac{\Gamma(\alpha + n + 1)}{k!} \frac{R^k}{z^{k+1}} \int_{\gamma} e^{-R \xi} d\sigma(\xi) \frac{1}{\Gamma(\alpha + k + 1)} \int_{t_1}^{t} e^{-t^{\alpha+k} \frac{\xi}{\xi z} - t} dt;
\]
by (100), this can be rewritten as
\[
\sum_{k=n}^{\infty} \frac{\Gamma(\alpha + n + 1)}{k!} \frac{R^k}{z^{k+1}} \int_{\gamma} K(-\xi z, \alpha + k) \frac{e^{-R \xi} d\sigma(\xi)}{\xi^{n-k+1}}.
\]

Combining (123) and (124) and using (122), we find integral representations for the remainders
\[
P_{n,P}(z, \alpha) = \Gamma(\alpha + n + 1) \sum_{k=0}^{n-1} \frac{R^k}{k!} \int_{\gamma} K(-\xi z, \alpha + n) \frac{e^{-R \xi} d\sigma(\xi)}{\xi^{n-k+1}} \\
+ \sum_{k=n}^{\infty} \frac{\Gamma(\alpha + n + 1)}{k!} \frac{R^k}{z^{k+1}} \int_{\gamma} K(-\xi z, \alpha + k) \frac{e^{-R \xi} d\sigma(\xi)}{\xi^{n-k+1}}.
\]

Some of the properties of the basic kernel were discussed in Dingle [19] (1973), in §7 of Chapter 21.

Next we demonstrate further properties of the basic kernel, which we use systematically to prove our main result.
§6. Properties of the basic kernel

The basic kernel function \( K(w, s) \) is central to our development, as indicated in Theorems 4A and 4B, and now we turn to a detailed study of the properties of this function. This includes not only an alternative integral representation for the function together with its analytic continuation to the Riemann surface of \( \log w \) in Subsections 6.1 and 6.2, but also the study of its asymptotic properties, in Subsections 6.3 to 6.6. In Subsection 6.7 we apply these results to obtain bounds on the error function \( P_n(z, \alpha) \).

Elementary properties of the basic kernel. Clearly, we have

\[
\begin{align*}
\text{(i) } |K(w, s)| &\leq \frac{\Gamma(\Re s + 1)}{|\Gamma(s + 1)|}, \quad -\pi < \arg w \leq \frac{\pi}{2}, \\
\text{(ii) } K(w, s) &\to 1, \quad w \to \infty, \\
\end{align*}
\]

uniformly for \(-\pi + \delta < \arg w < \pi - \delta\).

For any \( \delta \), \( 0 < \delta \leq \frac{\pi}{2} \), and for \( \frac{\pi}{2} < |\arg w| \leq \pi - \delta \), estimate (126) deteriorates, taking the form

\[
\text{(iii) } |K(w, s)| \leq \frac{\Gamma(\Re s + 1)}{|\Gamma(s + 1)|} \sin \delta, \quad -\pi + \delta < \arg w < \frac{\pi}{2} - \delta.
\]

Remark 5. In what follows, the variable \( s \) in (101) is of the form \( s = \alpha + n \) with \( \alpha \) fixed, \( \Re \{\alpha\} > -1 \), where \( n \) is a nonnegative integer. Therefore, the case where \( s > -1 \) is of particular interest. It should be noted that in this case we have

\[
\text{(iv) } K(w, s) = K^*(w^*, s), \quad -\pi \leq \arg w \leq \pi,
\]

where * denotes complex conjugation. Since \( \frac{\Gamma(\Re s + 1)}{|\Gamma(s + 1)|} = 1 \), relations (i) and (iii) can be represented in the form

\[
\begin{align*}
\text{(i) } |K(w, s)| &\leq 1, \quad -\pi < \arg w \leq -\frac{\pi}{2}, \\
\text{(iii) } |K(w, s)| &\leq \frac{\sin \delta}{\sin \delta}, \quad -\pi + \delta < \arg w < \frac{\pi}{2} - \delta.
\end{align*}
\]

6.1. Identity representation.

Lemma 2. For \(-\frac{\pi}{2} \leq \arg w \leq \frac{\pi}{2} \) and \( \Re \{s\} > -1 \), we have

\[
\frac{1}{\Gamma(s + 1)} \int_0^\infty e^{-t^s} \frac{w}{t + w} dt = 1 - (s + 1) \int_0^\infty e^{-\lambda w} \frac{d\lambda}{(1 + \lambda)^{s+2}},
\]

and the integral on the right-hand side of (131) is absolutely convergent.\(^3\)

We demonstrate two different proofs of this important lemma. The first proof is based on the representation (55) for (44). The second proof is based on the Parceval identity for Fourier transforms.

Proof 1. Rewriting \( K(w, s) \) as

\[
K(w, s) = \frac{w^{s+1}}{\Gamma(s + 1)} \int_0^\infty e^{-t^s} \frac{1}{t + 1} dt
\]

and using the parametric representation (44) for \( F(t) = \frac{1}{1 + t} \), we get

\[
K(w, s) = \frac{w}{\Gamma(s + 1)} \int_0^\infty e^{-tw} F(t, s) dt.
\]

\(^3\)Similar relations can be found in Dingle [20] and Olver [26]. However, they have not been explored there.
From (57) it follows that

\[ F(t,s) = \sum_{k=0}^{\infty} (-1)^k \frac{\Gamma(s + k + 1)}{k!} t^k, \]

so that

\[ F(t,s) = \frac{\Gamma(s + 1)}{(1 + t)^{s+1}}, \]

and substituting (133) in (132) yields

\[ K(w,s) = w \int_0^\infty \frac{e^{-tw}}{(1 + t)^{s+1}} dt; \]

after integration by parts this finally yields (131).

\[ \square \]

**Proof.**

Given \( z \) with \( \text{Re}\{z\} > 0 \), consider the following pairs of Fourier transforms:

\[ \frac{1}{\Gamma(s+1)} \int_0^{\infty} e^{-t} t^s e^{i\lambda t} \, dt = \frac{1}{(1-i\lambda)^{s+1}} \]

and

\[ \int_{-\infty}^{\infty} \frac{-iz}{t-iz} e^{i\lambda t} \, dt = \begin{cases} 2\pi z e^{-\lambda z} & \text{if } \lambda > 0, \\ 0 & \text{if } \lambda < 0. \end{cases} \]

By the Parceval identity,

\[ \frac{1}{\Gamma(s+1)} \int_0^{\infty} e^{-t} t^s e^{i\lambda t} \, dt = z^* \int_0^{\infty} e^{-\lambda z^*} \frac{d\lambda}{(1-i\lambda)^{s+1}}. \]

By using Cauchy’s theorem, (136) can be rewritten as

\[ \frac{1}{\Gamma(s+1)} \int_0^{\infty} e^{-t} t^s e^{i\lambda t} \, dt = iz^* \int_0^{\infty} e^{-i\lambda z^*} \frac{d\lambda}{(1+\lambda)^{s+1}}. \]

Letting \( z \rightarrow iw, \ w > 0 \) (\( z^* \rightarrow -iw \)) in (137) and integrating the last term in (137) by parts, we obtain (131).

\[ \square \]

### 6.2. Analytic continuation and the Stokes phenomenon.

**Lemma 3.** (i) Setting \( K(we^{i\pi}, s) \) and \( K(we^{-i\pi}, s) \) for the limit values of \( K \) on the upper and the lower banks of the negative ray of the \( w \)-plane, respectively, for \( 0 \leq w < +\infty \) we have:

\[ K(we^{-i\pi}, s) = 1 - i(s+1) \int_0^{\infty} \frac{e^{i\lambda w}}{(1+i\lambda)^{s+2}} \, d\lambda \]

and

\[ K(we^{i\pi}, s) = 1 + i(s+1) \int_0^{\infty} \frac{e^{-i\lambda w}}{(1-i\lambda)^{s+2}} \, d\lambda. \]

\[ \text{The integral representations (138) and (139) form an alternative to the “Smoothing Victorian discontinuity” method by Berry.} \]
(ii) The function $K(w, s)$ admits analytic continuation to the Riemann surface of $\log w$, and we have

$$K(we^{i\pi}, s) = K(we^{-i\pi}, s) + 2\pi i \frac{w^{s+1}}{\Gamma(s+1)} e^{-w}. \tag{140}$$

Identity (140) and the representations (108) and (111) reveal the genuine cause of the occurrence of the Stokes phenomenon.

**Proof.** (i) Rewriting the right-hand side of (131) as

$$K(w, s) = w \int_0^\infty e^{-\lambda w} d\lambda \frac{1}{(1+\lambda)^{s+1}},$$

and using the path of integration given by (47), where $-\pi < \theta < \pi$, and Cauchy’s theorem, we have

$$K(we^{-i\theta}, s) = we^{-i\theta} \int_{i\theta}^{l} e^{-\lambda we^{-i\theta}} d\lambda \frac{1}{(1+\lambda)^{s+1}} = w \int_0^\infty e^{-\lambda w} d\lambda \frac{1}{(1+\lambda e^{i\theta})^{s+1}}. \tag{141}$$

Upon setting $\theta = \frac{\pi}{2}$ and $\theta = -\frac{\pi}{2}$, (141) yields

$$K(we^{-i\frac{\pi}{2}}, s) = we^{-i\frac{\pi}{2}} \int_{\frac{\pi}{2}}^{\infty} e^{-\lambda we^{-\frac{i\pi}{2}}} d\lambda \frac{1}{(1+i\lambda)^{s+1}} \tag{142}$$

and

$$K(we^{i\frac{\pi}{2}}, s) = w \int_0^\infty e^{-\lambda w} d\lambda \frac{1}{(1-i\lambda)^{s+1}}. \tag{143}$$

From (142) and (143) it follows that

$$K(we^{-i\pi}, s) = -iw \int_0^\infty e^{i\lambda w} d\lambda \frac{1}{(1+i\lambda)^{s+1}} \tag{144}$$

and

$$K(we^{i\pi}, s) = iw \int_0^\infty e^{-i\lambda w} d\lambda \frac{1}{(1-i\lambda)^{s+1}}. \tag{145}$$

After integration by parts, this yields (138) and (139).

(ii) Representing (145) in the form

$$K(we^{i\pi}, s) = iw \int_{-\infty}^{0} e^{i\lambda w} d\lambda \frac{1}{(1+i\lambda)^{s+1}}$$

(we have replaced $\lambda$ with $-\lambda$), and subtracting (144), we get

$$K(we^{i\pi}, s) - K(we^{-i\pi}, s) = iw \int_{-\infty}^{+\infty} e^{i\lambda w} d\lambda \frac{1}{(1+i\lambda)^{s+1}},$$

which can be rewritten as

$$i(s+1) \int_{-\infty}^{+\infty} e^{i\lambda w} d\lambda \frac{1}{(1+i\lambda)^{s+2}} = i(s+1) \int_{-\infty}^{+\infty} e^{i\lambda w} d\lambda \frac{1}{(1-i\lambda)^{s+2}}.$$
For complex \( s \), \( \text{Re}\{s\} > -1 \), a generalization of the Cauchy residue theorem given by Hankel’s contour integral, see [31 (6.1.4)], leads to precisely the same result:

\[
K(we^{i\pi}, s) - K(we^{-i\pi}, s) = 2\pi i \frac{w^{s+1}}{\Gamma(s + 1)} e^{-w}. \tag{146}
\]

For \( \text{Re}\{s\} > -1 \), set

\[
\mu(s) = \max_{-\pi \leq \arg w \leq \pi} |K(w, s)|. \tag{147}
\]

First, we assume that \( s \) is positive and large and study the behavior of \( K(w, s) \) with respect to \( w \) on the interval \([0, \infty)\). The function \( K(w, s) \) is continuous on \([0, \infty)\).

The representation (144) shows that \( K(0, s) = 0 \). With the help of (138), from the Riemann–Lebesgue theorem it follows that \( K(w, s) \to 1 \) as \( w \to +\infty \), and this is a particular case of (127). We can expect that \( |K(w, s)| \) attains its maximum at a point \( w_0 \) with \( 0 < w_0 < +\infty \), such that \( \mu(s) = |K(w_0, s)| \). To find the location of \( w_0 \), we use the following heuristic argument. We write the integral found in (138) as

\[
(s + 2) \int_0^\infty e^{\varphi(\lambda)} d\lambda,
\]

where

\[
\varphi(\lambda) = (1 + i\lambda) - (s + 2) \log(1 + i\lambda).
\]

A stationary point \( \lambda_0 \) of \( \varphi(\lambda) \) is determined by the equation

\[
\varphi'(\lambda) = i w - \frac{i(s + 2)}{1 + i\lambda} = 0, \quad w - (s + 2) + i w \lambda = 0,
\]

which shows that

\[
w = s + 2 \quad \text{and} \quad \lambda = 0.
\]

If \( s \) is large, then \( w_0 \) is located in the vicinity of \( s + 2 \).

By using the Taylor expansion

\[
\varphi(\lambda) = \varphi(\lambda_0) + \frac{(\lambda - \lambda_0)}{1!} \varphi'(\lambda_0) + \frac{(\lambda - \lambda_0)^2}{2!} \varphi''(\lambda_0) + o(\lambda - \lambda_0)^2, \quad \lambda \to \lambda_0,
\]

where

\[
\lambda_0 = 0, \quad \varphi(0) = 0, \quad \varphi'(0) = 0, \quad \varphi''(0) = -\frac{s + 2}{2},
\]

we rewrite the integral (148) as

\[
(s + 2) \int_0^\infty e^{(s+2)\frac{\lambda^2}{2} + o(\lambda^2)} d\lambda.
\]

It follows that the main contribution to the above integral is given by the expression

\[
(s + 2) \int_0^\infty e^{-(s+2)\frac{\lambda^2}{2}} d\lambda = \sqrt{\frac{\pi(s + 2)}{2}},
\]

whence

\[
\mu(s) \sim \sqrt{\frac{\pi(s + 2)}{2}}, \quad s \to +\infty.
\]

The above discussion shows that we need to consider two different problems.

1. Given \( w \), find an expansion of \( K(w, s) \) in terms of an asymptotic series in \( \frac{1}{s + 2} \).

2. Assuming that \( w = s + 2 + \mu \), where \( \mu \in (-s - 2, \infty) \) and \( \mu \) is fixed, find an asymptotic expansion of \( K(s + 2 + \mu, s) \) in terms of an asymptotic series in \( \frac{1}{s + 2} \).

Exact solutions of problems 1 and 2 are given by Lemma 4 and Lemma 5, respectively, which are proved in the next subsection.
6.3. Asymptotic expansions of $K(w, s)$ and $\mu(s)$ as $s \to \infty$.

Case where $\text{Re}\{s\} > -1$.

Lemma 4. Let

$$a_k(w) = \frac{\partial^k \exp((e^v - 1)w + v)}{\partial v^k} (0, w), \quad k = 0, 1, \ldots.$$  

For any fixed $w$, $-\pi \leq \text{arg } w \leq \pi$, $0 \leq |w| < +\infty$, we have the following asymptotic expansion:

$$K(w, s) \sim \frac{w}{s + 2} + \sum_{k=1}^{\infty} \frac{a_k(-w) - a_{k+1}(-w)}{(s + 2)^{k+1}}, \quad s \to \infty.$$  

Proof. (i) After the substitution

$$v = \log(1 + i\lambda)$$

in the integral found in (138), the function $K(we^{-i\pi}, s)$, $0 \leq w < +\infty$, can be rewritten as

$$K(we^{-i\pi}, s) = 1 - (s + 1) \int_{0}^{\infty} e^{(e^v - 1)w + v} \exp(-(s + 2)v) \, d\lambda,$$  

where the integration path is the following curve in the $v$-plane:

$$v(\lambda) = \frac{1}{2} \log(1 + \lambda^2) + i \arctan \lambda, \quad \lambda \in (0, +\infty).$$

The first factor in the integrand of (149) can be given by its Taylor series

$$e^{(e^v - 1)w + v} = \sum_{k=0}^{\infty} \frac{a_k(w)}{k!} v^k,$$  

where

$$a_k(w) = \frac{d^k}{dv^k} \left( e^{(e^v - 1)w + v} \right) \bigg|_{v=0}, \quad k = 0, 1, \ldots.$$  

It is a polynomial of degree $k$. In particular, we have

$$a_0(w) = 1, \quad a_1(w) = w + 1,$$

$$a_2(w) = (w + 1)^2 + w, \quad a_3(w) = (w + 1)^3 + 3(w + 1)w + w,$$

$$a_4(w) = (w + 1)^4 + 6(w + 1)^2w + 7w^2 + 5w, \ldots.$$  

The Watson lemma [32, 25, 26] for (149) yields the following asymptotic relation:

$$K(we^{-i\pi}, s) \sim 1 - (s + 1) \sum_{k=0}^{\infty} \frac{a_k(w)}{(s + 2)^{k+1}}.$$  

By using (151) and the rearrangement

$$1 - (s + 1) \sum_{k=0}^{\infty} \frac{a_k(w)}{(s + 2)^{k+1}} = \frac{1}{s + 2} - \left( (s + 2) - 1 \right) \sum_{k=1}^{\infty} \frac{a_k(w)}{(s + 2)^{k+1}}$$

$$= \frac{1}{s + 2} - \left( \frac{w + 1}{s + 2} + \sum_{k=1}^{\infty} \frac{a_{k+1}(w)}{(s + 2)^{k+1}} - \sum_{k=1}^{\infty} \frac{a_k(w)}{(s + 2)^{k+1}} \right),$$

relation (152) can be presented in the form

$$K(we^{-i\pi}, s) \sim -\frac{w}{s + 2} - \sum_{k=1}^{\infty} \frac{a_{k+1}(w) - a_k(w)}{(s + 2)^{k+1}}.$$  

Similarly, we can prove that
\begin{equation}
K(we^{i\pi}, s) \sim \frac{-w}{s + 2} - \sum_{k=1}^{\infty} \frac{a_{k+1}(w) - a_k(w)}{(s + 2)^{k+1}}.
\end{equation}

An application of the maximum principle in the complex \( w \)-plane cut along the negative ray and the fact that the right-hand sides of \((153)\) and \((154)\) coincide show that for any \( w \) in the open cut plane we have
\begin{equation}
K(we^{-i\pi}, s) \sim \frac{w}{s + 2} - \sum_{k=1}^{\infty} \frac{a_{k+1}(-w) - a_k(-w)}{(s + 2)^{k+1}}.
\end{equation}

\[\square\]

**Lemma 5.** For fixed \( \mu \) with \( \text{arg}(s + 2 + \mu) = 0 \), the following asymptotic expansion holds as \( s \to \infty \):
\begin{equation}
K((s + 2 + \mu)e^{-i\pi}, s) \sim \frac{5}{3} - i \sqrt{\frac{\pi(s + 2)}{2}} - i \sum_{k=1}^{\infty} \frac{\Gamma \left( \frac{k}{2} + 1 \right) c_{k+2}(\mu) - \Gamma \left( \frac{k}{2} \right) c_k(\mu)}{(s + 2)^{\frac{k}{2}}},
\end{equation}
where \( c_k(\mu), k \in \mathbb{N}, \) is a polynomial of degree \( k - 1 \) defined by the expansion
\begin{equation}
e^{i\lambda(v)\mu} \lambda'(v) = \sum_{k=1}^{\infty} c_k(\mu)v^{\frac{k}{2} - 1},
\end{equation}
and \( \lambda(v) \) is the function inverse to \( v(\lambda) = \log(1 + i\lambda) - i\lambda \).

**Proof.** Below we show that, for any \( s \) with \( \text{Re}\{s\} > -1 \), there exists a finite positive number \( w = w(s) \) such that \( |K(we^{-i\pi}, s)| = \mu(s) \) and \( w(s) \sim s + 2 \) as \( s \to \infty \). To verify this, we set \( w = s + 2 + \mu \) and rewrite \((138)\) in the form
\begin{equation}
K((s + 2 + \mu)e^{-i\pi}, s) = 1 - i(s + 1) \int_0^{\infty} e^{i\lambda(\mu)e^{-s/2}(\log(1+i\lambda) - i\lambda)} d\lambda.
\end{equation}
Using the substitution
\[v(\lambda) = \log(1 + i\lambda) - i\lambda \]
and the convergent expansion
\begin{equation}
v(\lambda) = \frac{\lambda^2}{2} + \sum_{k=3}^{\infty} (-1)^{k+1} \frac{(i\lambda)^k}{k}, \quad |\lambda| < 1,
\end{equation}
we see that the implicit function theorem determines an inverse function \( \lambda(v) \) such that
\begin{equation}
\lambda(v) = \sum_{k=1}^{\infty} a_k v^{\frac{k}{2}}.
\end{equation}
This series is convergent in the vicinity of \( v = 0 \), and \( \lambda(v) \to +\infty \) as \( v \to -i\infty \). The coefficients \( a_k \) can be found by substituting \((159)\) into \((158)\). In particular,
\begin{equation}
a_1 = \sqrt{2}, \quad a_2 = \frac{2i}{3}, \quad a_3 = \frac{11\sqrt{2}}{6}.
\end{equation}
Relation \((157)\) can be rewritten as
\begin{equation}
K((s + 2 + \mu)e^{-i\pi}, s) = 1 - i(s + 1) \int_0^{\infty} e^{i\lambda(\mu)e^{-s/2}(\log(1+i\lambda) - i\lambda)} dv.
\end{equation}
The integration path in \((157)\) is given by
\[v(\lambda) = \frac{1}{2} \log(1 + \lambda^2) - i(\lambda - \arctan \lambda),\]
and the first factor in the integrand of (161) can be represented in the vicinity of \( v = 0 \) by its Taylor series

\[
e^{i\lambda(v)\mu'}(v) = \sum_{k=1}^{\infty} c_k(\mu)v^{\frac{k}{2}-1}.
\]

By (159), the coefficients \( c_k \) can be expressed in terms of \( a_k \). In particular,

\[
c_1(\mu) = \frac{a_1}{2}, \quad c_2(\mu) = a_2 + \frac{a_1^2}{2}\mu, \quad c_3(\mu) = \frac{3a_3}{2} + \frac{3ia_1a_2}{2}\mu - \frac{a_1^2}{2}\mu^2.
\]

Using Watson’s lemma for the integral in (161), we obtain

\[
K((s+2+\mu)e^{-i\pi}, s) \sim 1 - i(s+1)\sum_{k=1}^{\infty} c_k\int_{0}^{\infty} v^{\frac{k}{2}-1}e^{-(s+2)v} dv
\]
as \( s \to \infty \), and evaluating the integrals in (161) yields

\[
K((s+2+\mu)e^{-i\pi}, s) \sim 1 - i(s+1)\sum_{k=1}^{\infty} \frac{\Gamma\left(\frac{k}{2}\right) c_k}{(s+2)^{\frac{k}{2}}}, \quad s \to \infty.
\]

By (160), this becomes

\[
K((s+2+\mu)e^{-i\pi}, s)
\]

\[
\sim -i\sqrt{\frac{\pi(s+2)}{2}} + \frac{5}{3} - i\sum_{k=1}^{\infty} \frac{\Gamma\left(\frac{k}{2}+1\right) c_{k+2} - \Gamma\left(\frac{k}{2}\right) c_k}{(s+2)^{\frac{k}{2}}}.
\]

The next statement follows immediately from (161).

**Lemma 6.** We have

\[
\mu(s) = \sqrt{\frac{\pi(s+2)}{2}}(1 + o(1)), \quad s \to \infty.
\]

We turn to the case where \( \Re\{s\} < -1 \); this case differs completely from the above situation of the Stokes phenomenon. When \( s \) crosses the line \( \Re\{s\} = -1 \), the behavior of the kernel \( K(w, s) \) as \( s \to \infty \) changes catastrophically and our approach does not work.

**Lemma 7.** For \( \Re\{s\} < -1 \) and fixed \( w \), the following asymptotic relation holds as \( s \to \infty \):

\[
K(w, s) = 1 - \sqrt{\frac{\pi}{w}}(s+1)e^{w+s+2-(s+2)\log\left(-\frac{s+2}{w}\right)}(1 + O\left(\frac{1}{s}\right)).
\]

**Proof.** Denoting \( \sigma = -(s+2) \), we apply the steepest descent method to the integral

\[
K(w, s) = 1 + (\sigma + 1)\int_{0}^{\infty} e^{-\lambda w + \sigma \log(1+\lambda)} d\lambda,
\]

where \( \Re\{\sigma\} > -1 \) and \( \sigma \to \infty \). The stationary point \( \lambda_0 \) for the function \( \varphi(\lambda) = -\lambda w + \sigma \log(1+\lambda) \) is determined by the equation \( \varphi'(\lambda) = -w + \frac{\sigma}{1+\lambda} = 0 \), so that \( \lambda_0 = \frac{2-w}{\sigma} \).

We have

\[
\varphi(\lambda) - \varphi(\lambda_0) = w(\lambda - \lambda_0)^{2}\sum_{k=0}^{\infty} \frac{(-1)^{k+1}w^k}{\sigma^k(k+1)(k+2)}(\lambda - \lambda_0)^k
\]

and

\[
\varphi(\lambda_0) = w - \sigma + \sigma \log\frac{\sigma}{w}.
\]
Substituting $\lambda - \lambda_0 = \sigma \zeta$ in the integral of (167), and using the last two relations, we rewrite formula (167) as

$$K(w,s) = 1 + (\sigma + 1) \int_{\frac{1}{2} - \frac{1}{2}}^{\infty} e^{-w \sigma^2 \zeta^2} \sum_{k=0}^{\infty} \frac{(-1)^k w^k}{(k+1)(k+2)} \zeta^k \, d\lambda.$$  

Applying the implicit function theorem once again, we see that there is a branch $\zeta(v)$ of the inverse function for

$$v(\zeta) = \sum_{k=0}^{\infty} b_k \zeta^k, \quad b_0 = \sqrt{2},$$

that can be represented in the vicinity of $\zeta = 0$ by its Taylor series of the form

$$\zeta(v) = \sum_{k=0}^{\infty} b_k \zeta^k,$$

Now, we obtain

$$K(w,s) = 1 + \frac{\sqrt{\pi}}{\sqrt{\pi}} (\sigma + 1) e^{w - \sigma + \sigma \log \frac{\zeta}{\zeta_0}} \left( 1 + O\left( \frac{1}{\sigma} \right) \right).$$

6.4. Estimates for $K(w,s)$, $0 \leq |\arg w| \leq \pi$, and for $\mu(s)$. We assume for simplicity that $s$ is real, $s > -1$.

**Lemma 8.** The function $K(w, s)$ is bounded in the closed $w$-plane cut along the negative ray, and

(i) $|K(w, s)| \leq \mu(s),$ (170)

(ii) the constant $\pi$ in (171) cannot be replaced by a smaller number.

**Proof.** (i) Formula (138) shows that

$$\mu(s) \leq 1 + (s + 1) \int_{0}^{\infty} \frac{1}{(1 + \lambda^2)^{s+1}} \, d\lambda,$$

which can be written as

$$\mu(s) < 1 + \frac{s + 1}{2} \int_{0}^{\infty} \frac{\lambda^{-\frac{1}{2}}}{(1 + \lambda)^{s+1}} \, d\lambda.$$ (172)

Using the well-known relations [31 (6.2.1)–(6.2.2)], we have

$$\int_{0}^{\infty} \frac{t^{-\frac{1}{2}}}{(1 + t)^{s+1}} \, dt = \frac{\Gamma\left( \frac{1}{2} \right) \Gamma\left( \frac{s + \frac{1}{2}}{2} \right)}{\Gamma\left( \frac{s + 1}{2} \right)}.$$ (173)

Then, by (172),

$$\mu(s) < 1 + \frac{s + 1}{2} \sqrt{\pi} \frac{\Gamma\left( \frac{s + \frac{1}{2}}{2} \right)}{\Gamma\left( \frac{s + 1}{2} \right)}.$$ (174)

Thus,

$$\mu(s) < 1 + \sqrt{\pi} \frac{\Gamma\left( \frac{s + 1 + 1}{2} \right) + \frac{1}{2}}{\Gamma\left( \frac{s + 1 + 1}{2} \right)}.$$ (175)

Using the inequality

$$\frac{\Gamma(x)}{\Gamma(y)} \leq \frac{x^{x-y} y^y \frac{1}{2} e^y}{y^{y-x} \frac{1}{2} e^x}, \quad x \geq y \geq 1,$$
proved by Kečkić and Vasić (see [33, page 17]), and denoting $\frac{s+1}{2} = r$, we get
\[
\frac{\Gamma(r + 1)}{\Gamma\left(r + \frac{1}{2}\right)} \leq \frac{(1 + \frac{1}{2})^r}{\sqrt{\pi}(1 + \frac{1}{2})^r} \sqrt{r + 1} < \sqrt{r + 1}, \quad r \geq \frac{1}{2}.
\]
Therefore, relation (175) can be written in its final form as
\[
(176) \quad \mu(s) < 1 + \sqrt{\frac{\pi}{2}(s + 3)}.
\]

(ii) This statement follows from a comparison of (176) and (166). □

6.5. Estimation of $K(w, s)$ for $\pi \leq |\arg w| < \frac{3\pi}{2}$, $s > -1$.

**Lemma 9.** We have
\[
|K(w, s)| \leq \mu(s) + \sqrt{\frac{2\pi(s + 1)}{(\cos \theta)^{s+1}}}, \quad \pi \leq |\arg w| < \frac{3\pi}{2},
\]
where $\theta = |\arg w| - \pi$.

**Proof.** Assume that $\pi \leq \arg w \leq \frac{3\pi}{2}$ or $-\frac{3\pi}{2} \leq \arg w \leq -\pi$. Relation (140) can be represented in the form
\[
(178) \quad K(w, s) = K(we^{-2i\pi}, s) + 2\pi e^{-i\pi(s+1)} \frac{w^{s+1}}{\Gamma(s + 1)} \cdot e^w.
\]
Setting $|w| = r$ and $\arg w = \pi + \theta$, we have
\[
|K(w, s)| \leq \left| K(re^{-i(\pi+\theta)}, s) + 2\pi \frac{r^{s+1}}{\Gamma(s + 1)} \cdot e^{-r\cos \theta} \right|.
\]
Since
\[
\max_{0 \leq r \leq \infty} r^{s+1} e^{-r\cos \theta} = \frac{(s + 1)^{s+1}}{(\cos \theta)^{s+1}} e^{-s-1}
\]
and
\[
\frac{1}{\Gamma(s + 1)} < \frac{1}{s^se^{-s\sqrt{2\pi}s}},
\]
from (170) and (171) it follows that
\[
(180) \quad |K(w, s)| \leq \mu(s) + \frac{\sqrt{2\pi(s + 1)}}{(\cos \theta)^{s+1}}.
\]

The fact that an exponentially small term, given by the last term in (140), arises after crossiog the ray $\arg z = \frac{\pi}{2}$ leads to the deterioration (177) of the estimate given in (170) and (171). By (171), we have
\[
|K(w, s)| \leq 1 + \sqrt{\frac{\pi}{2}(s + 3)} + \frac{\sqrt{2\pi(s + 1)}}{(\cos \theta)^{s+1}},
\]
and the last term is the leading term. The case where $-\frac{3\pi}{2} \leq \arg w \leq -\pi$ can be considered similarly. □
§7. Error bounds

7.1. Error bounds in the right half-plane.

Proof of Theorem 4C.

Remark 6. First, we note that, for fixed z, Cauchy’s theorem allows us to replace the path of integration $\gamma = \gamma(A, \varepsilon)$ in (111) by a path $\gamma_1$ such that some parts of $\gamma_1$ belong to the interior of $D(A, \varepsilon)$. In the parts of the path $\gamma_1$ that belong to the open set $D(A, \varepsilon)$, the measure $d\sigma(\xi)$ should be replaced by $\frac{F(\xi)d\varepsilon}{2\pi i}$.

We write (see (112))

$$
\gamma(A) = C^-(A) \cup (l^+(A) \cup l^-(A))
$$

and consider the integral representation

$$
P_n(z, \alpha) = \frac{\Gamma(\alpha + n + 1)}{z^{n+1}} \sum_{k=0}^{n-1} \frac{R^k}{k!} \int_{\gamma(A)} K(-z\xi, \alpha + n) \frac{e^{-R\xi}}{\xi^{n-k+1}}
$$

$$
\quad + \sum_{k=n}^{\infty} \frac{\Gamma(\alpha + k + 1)}{z^{k+1}} \frac{R^k}{k!} \int_{\gamma(A)} K(-z\xi, \alpha + k) \frac{e^{-R\xi}}{\xi^{k+1}}
$$

where

$$
d\sigma_1(\xi) = \begin{cases} 
\frac{d\sigma(\xi)}{\xi} & \text{if } \xi \in C^-(A), \\
\frac{F(\xi)d\varepsilon}{2\pi i} & \text{if } \xi \in l^-(A), \\
\frac{F(\xi)d\varepsilon}{2\pi i} & \text{if } \xi \in l^+(A).
\end{cases}
$$

To estimate $P_n(z, \alpha)$ in the right half-plane $\mathcal{P}(R)$ and to prove that the integrals and sums in (182) are absolutely convergent, we need the following statement.

Lemma 10. Assume that $\xi \in \gamma(A)$. Then for any line $\partial\mathcal{P}(R_1) = \{ z \in \mathbb{C} : \text{Re}\{z\} = R_1 \}, R_1 > R$, and every fixed $z$ on this line we have

$$
-\pi < \text{arg}(-\xi z) < \pi.
$$

Proof. Relation (19) shows that

$$
l^+(A) = \{ t \in \mathbb{C} : t = iA + \rho, \ 0 < \rho < +\infty \},
$$

$$
l^-(A) = \{ t \in \mathbb{C} : t = -iA + \rho, \ 0 < \rho < +\infty \}.
$$

We have

$$
\frac{\pi}{2} \leq \text{arg}(-\xi) < \pi, \quad \xi \in l^-(A),
$$

$$
-\pi < \text{arg}(-\xi) \leq -\frac{\pi}{2}, \quad \xi \in l^+(A),
$$

and

$$
0 < \text{arg}(-\xi) < \frac{\pi}{2}, \quad \xi \in C^A, \quad \text{Im}\{\xi\} < 0,
$$

$$
-\frac{\pi}{2} < \text{arg}(-\xi) \leq 0, \quad \xi \in C^A, \quad \text{Im}\{\xi\} > 0.
$$

We consider two possibilities: (a)

$$
z = R_1 + ir, \ r > 0 \implies 0 < \text{arg} z < \frac{\pi}{2}
$$

and (b)

$$
z = R_1 + ir, \ r < 0 \implies -\frac{\pi}{2} < \text{arg} z < 0.
$$
The analysis of the six relations (185)–(192) shows that if $\xi \in C^-(A)$ and $z$ satisfies (191) or (192), then relation (184) is fulfilled.

The cases where $\xi \in l^-(A)$ or $\xi \in l^+(A)$ and $z$ satisfies (191) or (192) require a more thorough analysis.

We consider two cases:

1. $\xi \in l^+(A) \iff \xi = iA + \rho$, $0 < \rho < \infty$,

Then

1. $\xi \in l^+(A) \implies -z\xi = Ar - R\rho - i(AR + r\rho)$,

2. $\xi \in l^-(A) \implies -z\xi = -Ar - R\rho - i(-AR + r\rho)$.

It follows that, for case [1],

(193) $r > 0 \implies \text{Im}\{(-z\xi)\} < 0$,

(194) $r < 0 \implies \text{Re}\{(-z\xi)\} < 0$

and, for case [2],

(195) $r > 0 \implies \text{Re}\{(-z\xi)\} < 0$,

(196) $r < 0 \implies \text{Im}\{(-z\xi)\} > 0$.

Relations (193) and (195), and (194) and (196) show that when $\xi$ runs along the boundary of the determinative region, we have

$-\pi < \arg(-\xi z) < 0$ and $\frac{\pi}{2} < \arg(-\xi z) < \pi$

and

$0 < \arg(-\xi z) < \pi$ and $-\pi < \arg(-\xi z) < -\frac{\pi}{2}$,

respectively. These two relations complete our proof of (184).

$\square$

**Theorem 5B.** Assume that $P(z, \alpha)$ is given by (111), and $z \in \mathcal{P}(R_1), R_1 > R$. Then for every $R_1 > R$ there exists a positive constant $M_1(R_1)$ such that

(197) $|P_n(z, \alpha)| \leq M_1(R_1)\mu(\alpha + n)\frac{\Gamma(\alpha + n + 1)}{|A^n|^n + 1}$, $n \in \mathbb{Z}^+$,

where $\mu(\alpha + n)$ is given by (147). Inequality (171) implies that

$\mu(\alpha + n) < 1 + \sqrt{\frac{\pi(\alpha + n + 3)}{2}}$.

Proof. Inequality (184) of Lemma 10 allows us to apply Lemma 8; this yields the estimate

(198) $|K(-\xi z, \alpha + k)| \leq \mu(\alpha + k) < 1 + \sqrt{\frac{\pi(\alpha + k + 3)}{2}}$, $k \in \mathbb{Z}^+$,

where $\mu(s)$ is given by (147). For $\xi \in \gamma(A)$ we have $|\xi| \geq A$ and

(199) $\frac{1}{|\xi|^{n-k}} \leq \frac{1}{A^{n-k}}$, $k = 0, \ldots, n - 1$.

$^5$It can be predicted with certainty that there should exist a simpler and more transparent proof of this lemma.
Using (198) and (199) and taking into account the condition
\[
\int_{\gamma} e^{-R\xi} |d\sigma_1(\xi)| \frac{1}{|\xi|} < M,
\]
which follows from (103), we can employ (182) to deduce the following inequality:
\[
|P_n(z, \alpha)| \leq M \mu(\alpha + n) \frac{\Gamma(\alpha + n + 1)}{A^n |z|^{n+1}} \left( RA^k \right) \sum_{k=0}^{n-1} \frac{(RA)_k}{k!} + M |\Gamma(\alpha + 1)| \sum_{k=n}^{\infty} \mu(\alpha + k) \frac{(\alpha + 1)_k}{k!} \frac{R^k}{|z|^{k+1}}.
\]
Here the second term is the \( n \)th remainder of the convergent power series for \( R < |z| < \infty \). It is negligibly small in comparison with the leading term. Thus, replacing the constant \( M \) by a greater constant \( M_1(R_1) \) for \( R < R_1 < |z| < \infty \), we finally have
\[
|P_n(z, \alpha)| \leq M_1(R_1) \mu(\alpha + n) \frac{\Gamma(\alpha + n + 1)}{A^n |z|^{n+1}}, \quad n \in \mathbb{Z}^+.
\]

The last estimate together with the result of the subsection “Formal derivation” completes the proof of Theorem 4C.

Assume that \( R = 0 \). Then we have a stronger result than that given by Theorem 5B.

**Theorem 5A.** Assume that \( P(z, \alpha) \) is given by (182), and let Re \( z \geq 0, z \neq 0 \). Then
\[
|P_n(z, \alpha)| \leq M_1(R_1) \mu(\alpha + n) \frac{\Gamma(\alpha + n + 1)}{A^n |z|^{n+1}}, \quad n \in \mathbb{Z}^+,
\]
where \( M \) is given by (103) and \( \mu(\alpha + n) \) is given by (147).

**Proof.** The representation (182) can be rewritten as
\[
P_n(z, \alpha) = \frac{\Gamma(\alpha + n + 1)}{z^{n+1}} \int_{\gamma(A)} K(-\xi z, \alpha + n) d\sigma_1(\xi), \quad n \in \mathbb{N},
\]
where \( \sigma_1(\xi) \) is given by (183). Then the estimates \( |K(-\xi z, \alpha + n)| \leq \mu(\alpha + n) \) and (103) immediately yield estimate (201) for Re \( z \geq R \), and we recall that
\[
\mu(\alpha + n) < 1 + \sqrt{\frac{\pi}{2} \left( \frac{|\alpha + n| + 3}{2} \right)}.
\]

**Remark 7.** Estimate (201) is sharper than that given by (200). Moreover, it is valid in the closed right half-plane \( \mathcal{P}(R) \). We suspect that Theorem 5B can be improved, and estimate (200) can be replaced by (201). A possible way to do this is to provide the space \( W(R, A) \) with a topology, and to show that \( W(0, A) \) is a dense set in \( W(R, A) \) given by (22), \( \varepsilon = 0 \).

**Remark 8.** The Poincaré asymptotic theory usually deals with approximations in regions of the form
\[
\left\{ z \in \mathbb{C} : -\frac{\pi}{2} + \delta \leq \arg z \leq \frac{\pi}{2} - \delta, \quad R < |z| < \infty, \quad 0 < \delta \leq \frac{\pi}{2} \right\}
\]
and cannot clarify what happens along the line parallel to the imaginary axis. A typical example is the estimates for the remainders in the Watson lemma. In contrast to the Poincaré theory, our approach allows us to do that.
7.2. Error bounds in regions \( \mathcal{P}(R, \theta), 0 \leq \theta \leq \varepsilon \).

**Proof of Theorem 4B.** Consider the integral representation

\[
P_n(z, \alpha) = \frac{\Gamma(\alpha + n + 1)}{z^{n+1}} \sum_{k=0}^{n-1} \frac{R^k}{k!} \int_{\gamma(A, \varepsilon)} K(-z\xi, \alpha + n) \frac{e^{-R\xi} d\xi}{\xi^{n+k+1}} + \sum_{k=n}^{\infty} \frac{\Gamma(\alpha + k + 1)}{k!} \frac{R^k}{z^{k+1}} \int_{\gamma(A, \varepsilon)} K(-z\xi, \alpha + k) \frac{e^{-R\xi} d\xi}{\xi},
\]

where \( \gamma(A, \varepsilon) \) is given by (19).

To estimate \( P_n(z, \alpha) \) in the region \( \mathcal{P}(R, \varepsilon), 0 \leq \varepsilon < \frac{\pi}{2} \), we require the next statement, which follows from Lemma 10 by an elementary argument.

**Lemma 11.** Assume that \( \xi \in \gamma(A) \). Then for \( z \in \mathcal{P}(R, \theta), 0 \leq \theta \leq \varepsilon \), we have

\[
-\pi - \theta < \arg(-\xi z) < \pi + \theta.
\]

This inequality and Lemma 9 yield the estimate

\[
(204) \quad \left| \tilde{K}(-z\xi, \alpha + k) \right| \leq \mu(|\alpha| + k) + \frac{\sqrt{2\pi(|\alpha| + k + 1)}}{(\cos \theta)^{\Re \alpha + k + 1}}.
\]

Now we can repeat the proof of Theorem 5, replacing (198) by (204), to show that for every \( z \in \mathcal{P}(R, \varepsilon) \) all the integrals and sums in (111) are absolutely convergent. We also have uniform error bounds in every region \( \mathcal{P}(R_1, \theta) \), where \( 0 \leq \theta \leq \varepsilon \) and \( R < R_1 < |z| < \infty \). This proves the following result.

**Theorem 6B.** Assume that \( P(z, \alpha) \) is given by (111), and let \( z \in \mathcal{P}(R_1, \varepsilon) \), where \( R < R_1 \). Then there exists a positive constant \( M_1(R_1) \) such that for \( n \in \mathbb{Z}^+ \) we have

\[
(205) \quad |P_n(z, \alpha)| \leq M_1(R_1) \left( 1 + \sqrt{\frac{\pi(\alpha + n + 3)}{2}} + \frac{\sqrt{2\pi(\alpha + n + 1)}}{(\cos \theta)^{\alpha + n + 1}} \right) \frac{\Gamma(\alpha + n + 1)}{A^n|z|^{n+1}}.
\]

Theorem 6B finalizes the proof of Theorem 4B.

However, for the case where \( R = 0 \) in Theorem 4A, we have a much better result. Compare with Remark 7.

**Theorem 6A.** Assume that \( \alpha > -1 \) and that \( P_n(z, \alpha), n = 0, 1, \ldots, \) is given by

\[
P_n(z, \alpha) = \frac{\Gamma(\alpha + n + 1)}{z^{n+1}} \int_{\gamma(A, \varepsilon)} K(-z\xi, \alpha + n) d\sigma(\xi),
\]

where

\[
(207) \quad \int_{\gamma(A, \varepsilon)} \left| \frac{d\sigma(\xi)}{\xi} \right| \leq M.
\]

Then

(i) for \( \Re z \geq 0 \) we have

\[
(208) \quad |P_n(z, \alpha)| \leq M\mu(\alpha + n) \frac{\Gamma(\alpha + n + 1)}{A^n|z|^{n+1}}, \quad n \in \mathbb{Z}^+,
\]

where \( \gamma(s) \) is given by (147):

(ii) for \( -\frac{\pi}{2} - \varepsilon < \arg z < \frac{\pi}{2} + \varepsilon \) we have

\[
(209) \quad |P_n(z, \alpha)| \leq M \left( 1 + \sqrt{\frac{\pi(\alpha + n + 3)}{2}} + \frac{\sqrt{2\pi(\alpha + n + 1)}}{(\cos \theta)^{\alpha + n + 1}} \right) \frac{\Gamma(\alpha + n + 1)}{A^n|z|^{n+1}}, \quad n \in \mathbb{Z}^+,
\]

where \( \theta = |\arg z| - \frac{\pi}{2} \).
Proof. Using Lemma 11 and estimates (204) and (207), we obtain inequality (209) immediately from (206).

To prove (201), we assume that $-\pi < \arg z < \pi$. Then, using the Cauchy theorem and Remark 6, we can deform the contour $\gamma(A, \varepsilon)$ to $\gamma(A)$, returning to the representation

$$P_n(z, \alpha) = \Gamma(\alpha + n + 1) \int_{\gamma(A)} \frac{\tilde{K}(-\xi z, \alpha + n) d\sigma_1(\xi)}{\xi^{n+1}},$$

where $\sigma_1(\xi)$ is given by (183) and $\tilde{K}(-\xi z, \alpha + n) = K(-\xi z, \alpha + n)$. □

A comparison of estimates (208) and (209) shows that, upon crossing either the positive or the negative part of the imaginary line in the $z$-plane, the error bound deteriorates, and the greater is the deviation of $\arg z$ from $\pi$ or $-\pi$, the greater is the deterioration in the error bound.

§8. Stokes’ phenomenon

In what follows we clarify the cause of the deterioration that we saw above in (203) and (204).

To simplify our arguments, we assume that $R = 0$. All our calculations can be adapted then for the general case where $R > 0$, with the only difference that this would lead to rather cumbersome expressions.

Let the contour $\gamma(A, \varepsilon)$ of the $t$-plane be given by (19), so that

$$\gamma(A, \varepsilon) = l^+(A, \varepsilon) \cup C^-(A) \cup l^-(A, \varepsilon)$$

and

$$F(t) = \int_{\gamma(A, \varepsilon)} \frac{d\sigma(\xi)}{\xi - t}, \quad t \in \mathcal{D}(A, \varepsilon),$$

where $\mathcal{D}(A, \varepsilon)$ and $\gamma = \gamma(A, \varepsilon)$ are given by (18) and (19), respectively, and $\sigma$ is a measure supported on $\gamma$. We assume also that

$$\int_{\gamma(A, \varepsilon)} \frac{|d\sigma(\xi)|}{|\xi|} < M$$

for some positive $M$.

Set

$$P(z, \alpha) = z^\alpha \int_0^{+\infty} e^{-t z} t^\alpha F(t) dt,$$

$$p_n(\alpha) = \frac{\Gamma(\alpha + n + 1)}{n!} F^{(n)}(0),$$

and

$$P_n(z) = P(z) - \sum_{k=0}^{n-1} \frac{p_k}{z^{k+1}}, \quad n \in \mathbb{Z}^+.$$

Theorems 4A and 6A imply that $P_n(z)$ admits analytic continuation to the region

$$\mathcal{P}(\varepsilon) = \left\{ z \in \mathbb{C} : -\frac{\pi}{2} - \varepsilon < \arg z < \frac{\pi}{2} + \varepsilon \right\}.$$

For $z \in \mathcal{P}(\varepsilon)$ we have

$$P_n(z, \alpha) = \frac{\Gamma(\alpha + n + 1)}{z^{n+1}} \int_{\gamma(A, \varepsilon)} \frac{K^\varepsilon(-\xi z, \alpha + n) d\sigma(\xi)}{\xi^{n+1}},$$

where $\tilde{K}(-\xi z, \alpha + n)$, given by (105), is bounded on the path of integration.
Theorem 7A. Assume that all conditions of Theorem 6A are satisfied. Assume that \( E^+(z, \alpha) \) and \( E^-(z, \alpha) \) are given by (219) and (220), respectively. Then we have the following representations for \( P_n(z, \alpha) \), in the regions \( \mathcal{P}, \mathcal{P}^+(\varepsilon) \), and \( \mathcal{P}^- (\varepsilon) \):

1. (i) for \( z \in \mathcal{P} \),

\[
P_n(z, \alpha) \equiv \frac{\Gamma(\alpha + n + 1)}{z^{n+1}} \int_{\gamma(A, \varepsilon)} K(-\xi z, \alpha + n) \, d\sigma(\xi) ;
\]

2. (ii) for \( z \in \mathcal{P}^+(\varepsilon) \),

\[
P_n(z, \alpha) \equiv E^+(z, \alpha) \cdot \frac{\Gamma(\alpha + n + 1)}{z^{n+1}} \int_{\gamma(A, \varepsilon)} K(-\xi z, \alpha + n) \, d\sigma(\xi) ;
\]

3. (iii) for \( z \in \mathcal{P}^- (\varepsilon) \), the function \( P(z, \alpha) \) can be represented in the form

\[
P_n(z, \alpha) \equiv E^-(z, \alpha) + \frac{\Gamma(\alpha + n + 1)}{z^{n+1}} \int_{\gamma(A, \varepsilon)} K(-\xi z, \alpha + n) \, d\sigma(\xi) ;
\]

and in all three integral representations for every \( \xi \in \gamma(A, \varepsilon) \) we have

\[-\pi < \arg(-\xi z) < \pi \]

Proof. Part (i) was, in fact, proved in Theorem 6A; see (203). To prove (ii) and (iii), we rewrite the integral representation for \( P_n(z, \alpha) \) given by (206) in the form

\[
P_n(z, \alpha) \equiv \frac{\Gamma(\alpha + n + 1)}{z^{n+1}} \int_{\gamma(A, \varepsilon)} K(\xi z e^{ix}, \alpha + n) \, d\sigma(\xi) 
+ \frac{\Gamma(\alpha + n + 1)}{z^{n+1}} \int_{l^+(A, \varepsilon)} K(\xi z e^{-ix}, \alpha + n) \, d\sigma(\xi) 
+ \frac{\Gamma(\alpha + n + 1)}{z^{n+1}} \int_{C^-(A)} K(-\xi z, \alpha + n) \, d\sigma(\xi) , \quad n \in \mathbb{Z}^+.
\]

Then we apply the relation

\[K(we^{ix}, s) = K(we^{-ix}, s) + 2\pi i \frac{w^{s+1}}{\Gamma(s)} e^{-w}\]
of Lemma 3 to the first integral in (227). Suppose for definiteness that \( z \in P^+(\varepsilon) \). Then, using the formula
\[
K(\xi ze^{i\pi}, \alpha + n) = 2\pi i \frac{(\xi z)^{\alpha+n+1}}{\Gamma(\alpha + n + 1)} e^{-\xi z} + K(\xi ze^{-i\pi}, \alpha + n),
\]
we rewrite the first integral of (227) as
\[
\frac{\Gamma(\alpha + n + 1)}{z^n+1} \int_{l-(A,\varepsilon)} 2\pi i \frac{(\xi z)^{\alpha+n+1}}{\Gamma(\alpha + n + 1)} e^{-\xi z} d\sigma(\xi) + \frac{\Gamma(\alpha + n + 1)}{z^n+1} \int_{l-(A,\varepsilon)} K(\xi ze^{-i\pi}, \alpha + n) \frac{F(\xi) d\xi}{\xi^{1+n}}.
\]
An obvious simplification of the last expression yields
\[
2\pi i \cdot z^\alpha \int_{l-(A,\varepsilon)} e^{-\xi z} \xi^\alpha d\sigma(\xi) + \frac{\Gamma(\alpha + n + 1)}{z^n+1} \int_{l-(A,\varepsilon)} K(\xi ze^{-i\pi}, \alpha + n) \frac{d\sigma(\xi)}{\xi^{1+n}}.
\]
which by (221) is equal to
\[
E^+(z, \alpha) + \frac{\Gamma(\alpha + n + 1)}{z^n+1} \int_{l-(A,\varepsilon)} K(\xi ze^{-i\pi}, \alpha + n) \frac{F(\xi) d\xi}{\xi^{1+n}}.
\]
Substituting the last expression for the first integral in (227) and combining all the integrals yields (224). It remains to observe that for \( \xi \in \gamma(A, \varepsilon) \) and for
\[
z \in P^+(\varepsilon) = \left\{ z \in \mathbb{C} : \frac{\pi}{2} < \arg z < \frac{\pi}{2} + \varepsilon \right\}
\]
we have
\[
-\pi < \arg(\xi ze^{-i\pi}) < \pi,
\]
which completes the proof of (ii). Statement (iii) can be proved similarly. \( \square \)

Next we show that the functions \( E^+(z, \alpha) \) and \( E^-(z, \alpha) \) decay exponentially as \( z \to \infty \) in the regions \( P^+(\varepsilon) \) and \( P^-(\varepsilon) \), respectively.

**Theorem 8A.** Assume that all conditions of Theorem 6A are satisfied. Setting \( z = re^{i(\frac{\pi}{2}+\theta)} \) for \( z \in P^+(\varepsilon) \) and \( z = re^{-i(\frac{\pi}{2}+\theta)} \) for \( z \in P^-(\varepsilon) \), where \( 0 \leq \theta \leq \varepsilon_1 < \varepsilon \) and \( r > 0 \), we have
\[
E^+(z, \alpha) = z^\alpha \int_{l-(A,\varepsilon_1)} e^{-zt^\alpha F(t)} dt, \quad z \in P^+(\varepsilon_1),
\]
and
\[
E^-(z, \alpha) = z^\alpha \int_{l+(A,\varepsilon_1)} e^{-zt^\alpha F(t)} dt, \quad z \in P^-(\varepsilon_1).
\]
Moreover,
\[
E^+(z, \alpha) = O\left(r^{\text{Re}(\alpha)} e^{-Ar \cos \theta}\right), \quad r \to +\infty, \quad \frac{\pi}{2} < \arg z < \frac{\pi}{2} + \varepsilon_1,
\]
and
\[
E^-(z, \alpha) = O\left(r^{\text{Re}(\alpha)} e^{-Ar \cos \theta}\right), \quad r \to +\infty, \quad -\frac{\pi}{2} - \varepsilon_1 < \arg z < -\frac{\pi}{2},
\]
and these estimates are uniform in \( \arg z \) in the sectors \( P^+(\varepsilon_1) \) and \( P^-(\varepsilon_1) \).
Proof. Assuming that \( z \in \mathcal{P}^+(\varepsilon_1) \) or \( z \in \mathcal{P}^-(\varepsilon_1) \), \( 0 < \varepsilon_1 < \varepsilon \), and using Cauchy’s theorem, we can rewrite (221) and (222) in the form
\[
E^+(z, \alpha) = z^\alpha \int_{l^-(A, \varepsilon_1)} e^{-\xi \varepsilon} \xi^\alpha F(\xi) \, d\xi
\]
or
\[
E^-(z, \alpha) = z^\alpha \int_{l^+(A, \varepsilon_1)} e^{-\xi \varepsilon} \xi^\alpha F(\xi) \, d\xi,
\]
respectively.

To prove (230), we note that, by the change \( t \to -iA + \xi \), from (228) it follows that
\[
E^+(z, \alpha) = z^\alpha e^{iAz} \int_{l^-} e^{-\xi \xi} (-iA + \xi)^\alpha F(-iA + \xi) \, d\xi,
\]
where the path \( l^- \) is given by (43) with \( \theta = -\varepsilon \), and the last integral yields estimate (230). A similar estimate can be obtained for \( E^-(z, \alpha) \), by using the integral representation
\[
E^-(z, \alpha) = z^\alpha e^{-iAz} \int_{l^-} e^{-\xi \xi} (iA + \xi)^\alpha F(iA + \xi) \, d\xi.
\]
□

A comparison of (223) with (224) and (225) shows that upon and after crossing the positive and the negative part of the imaginary line, the new terms (221) and (222) arise, respectively. These terms are exponentially small with exponent determined by \( A \). Nevertheless, these terms should be taken into account for more accurate calculations of the values of \( P(z, \alpha) \) in the left half-plane. Evaluating the power series expansions in \( \frac{1}{z} \) for the two integrals in (232) and (233), we obtain the so-called asymptotics beyond all orders.

Remark 9. It should be noted that if the function \( P(z, \alpha) \) is generated by a solution of a linear ODE with an irregular singularity at \( \infty \), then the form of the three integrals (11), (228), and (229) allows us to expect that the functions \( E^+(z, \alpha) \) and \( E^-(z, \alpha) \) can be expressed in terms of other solutions of the same ODE.

The arising of such terms upon crossing certain lines in the complex plane is usually recognized as a manifestation of the Stokes phenomenon and these lines are called the Stokes lines.

The error bounds (208) given by Theorem 5A in the right half-plane are very sharp. We show that the error bounds (209) in the region \( \mathcal{P}^+(\varepsilon) \cup \mathcal{P}^-(\varepsilon) \) can be improved.

8.1. Improved error bounds in the regions \( \mathcal{P}^-(R, \varepsilon) \).

Theorem 9A. Assume that all conditions of Theorem 6A are satisfied. Then:

(i) for \( \text{Re} \, z \geq 0 \) we have
\[
|P_n(z, \alpha)| \leq M \mu(\alpha + n) \frac{|\Gamma(\alpha + n + 1)|}{A^n |z|^{n+1}}, \quad n \in \mathbb{Z}^+;
\]

(ii) for \( z \in \mathcal{P}^+(\varepsilon) \cup \mathcal{P}^-(\varepsilon) \) we have
\[
|P_n(z, \alpha)| \leq M \left( \frac{|\Gamma(\alpha + n + 1)|}{A^n |z|^{n+1}} \right) \left( \mu(\alpha + n) + \frac{2\pi(\alpha + n + 1)}{(\cos \theta)^{\alpha+n+1}} \right), \quad n \in \mathbb{Z}^+,
\]
and \( \theta = |\arg z| - \frac{\pi}{2} \);

(iii) for \( z \in \mathcal{P}^+(\varepsilon) \) we have
\[
|P_n(z, \alpha) - E^+(z, \alpha)| \leq M \mu(\alpha + n) \frac{|\Gamma(\alpha + n + 1)|}{A^n |z|^{n+1}}, \quad n \in \mathbb{Z}^+;
\]
(iv) for \( z \in \mathcal{P}^{-}(\varepsilon) \) we have

\[
|P_n(z, \alpha) - E^{-}(z, \alpha)| \leq M\mu(\alpha + n) \frac{|\Gamma(\alpha + n + 1)|}{A^{n+1}}, \quad n \in \mathbb{Z}^+.
\]

**Proof.** Parts (i) and (ii) were already proved in Theorem 5A and Theorem 6A, respectively. From (224) it follows that

\[
P_n(z, \alpha) - E^{+}(z, \alpha) = \frac{\Gamma(\alpha + n + 1)}{z^{n+1}} \int_{\gamma(A, \varepsilon)} K(-\xi z, \alpha + n) d\sigma(\xi),
\]

which, together with (226) and (103), implies (236). The proof of (237) is similar.

Thus, Part (ii) of Theorem 9 shows precisely how the exponentially small terms \( E^{+}(z, \alpha) \) and \( E^{-}(z, \alpha) \), given by (232) and (233), respectively, affect the previously good estimate given by part (ii): the second term in brackets in (234) is clearly the leading term; compare it with \( \mu(\alpha + n) \) satisfying (198). Moreover, parts (iii) and (iv) show that adding these terms to the finite sum

\[
\sum_{k=0}^{n-1} \frac{p_k(\alpha)}{z^{n+1}}
\]

retains the previous accuracy for the error.

A very important consequence of this result is a strong domination of the terms \( E^{+}(z, \alpha) \) and \( E^{-}(z, \alpha) \) over the remainder \( P_n(z, \alpha) \) in the left half-plane.

Derivation of Theorems 7A–9A (case where \( R = 0 \)) and Theorems 4B–6B allow us to provide similar derivations for the case \( R > 0 \) and to state and prove the more general Theorems 7B–9B.

\( \square \)

**Example 3. Stokes’ phenomenon for the Stirling expansion for** \( \log \Gamma(z) \). (For an earlier discussion, see [34, 35, 36, 4, 20, 26, 6] and [37].)

The Stirling function \( P(z) \) given by (9) can be represented as

\[
P(z) = \int_0^{\infty} e^{-t} F(t) \, dt,
\]

where

\[
F(t) = 2 \sum_{k=1}^{\infty} \frac{1}{t^2 + 4\pi^2 k^2}.
\]

The function (239) can be rewritten in the form

\[
F(t) = \sum_{k=-\infty}^{k=+\infty} \frac{1}{2\pi i k(t - 2\pi i k)} = \int_{-i\infty}^{i\infty} \frac{d\sigma(\xi)}{\xi(t - \xi)} = \int_{-i\infty}^{i\infty} \frac{d\sigma(\xi)}{\xi(\xi - t)},
\]

where \( \sigma(\xi) \) is a step function with jump 1 at every point \( \pm 2\pi i k, \ k \in \mathbb{N} \).

It follows that \( F(t) \in B\left(0, 2\pi, \frac{\pi}{\xi}\right) \). After applying (108), the remainders \( P_n(z) \) of the function \( P(z) \) can be represented as

\[
P_n(z) \equiv \frac{\Gamma(\alpha + 1)}{z^{n+1}} \int_{\gamma} K(-\xi z, n) \frac{d\sigma(\xi)}{\xi^{n+2}},
\]

where \( \gamma = \gamma(A, \frac{\pi}{\xi}) \), with any \( A, 0 < A < 2\pi \), and we have

\[
P(z) \equiv \frac{1}{z} \int_{\gamma(A, \frac{\pi}{\xi})} \frac{K(-\xi z, 0) \, d\sigma(\xi)}{\xi^2}.
\]

\(^6\)The argument of the last paper can be applied to \( \log \Gamma(z) \).
Applying formulas (224) and (225), we obtain

$$E^+(z) = \frac{1}{z} \int_{-i\infty}^{-iA} \frac{2\pi i \xi e^{-\xi z}}{\xi^2} d\sigma(\xi),$$

$$E^+(z) \equiv 2\pi i \int_{-iA}^{-i\infty} \frac{e^{-\xi z} d\sigma(\xi)}{\xi} = 2\pi i \sum_{k=1}^{\infty} \frac{e^{2\pi ikz}}{-2\pi ik} = -\log(1 - e^{2\pi iz}),$$

$$E^-(z) \equiv 2\pi i \int_{i\infty}^{iA} \frac{e^{-\xi z} d\sigma(\xi)}{\xi} = -\log(1 - e^{-2\pi iz}),$$

so that

$$E^\pm(z) = -\log \left(1 - e^{\pm 2\pi iz}\right).$$

A formula close to (241) was discovered by Hermite [34] (1882), who used it to prove the reflection formula for the gamma function. Formula (241) was proved in Lindelöf [35] (1905). Both were unaware of the work of Stokes and derived for the Stirling case a formula which anticipated the Sokhotsky–Plemelj formula.

A further investigation of the Stokes phenomenon for this case, based on ideas of superasymptotics and hyperasymptotics, appeared in Berry [4] (1991a). See also [6].

Applying Theorem A to (240) gives the error bounds for the Stirling expansion shown in Subsection 1.2.

8.2. Duality theorem. Now we have all the techniques to prove Theorem 1, and the proof is very short.

Let the spaces $B(R, A, \varepsilon)$ and $W(R, A, \varepsilon)$ be given by (37) and (38), respectively.

Assume that $F(t) \in B(R, A, \varepsilon)$. It follows that for every $A'$ with $0 < A' < A$, $F(t) \in B(R, A', \varepsilon)$, and we can apply Theorem 4B to introduce the corresponding function $P(z, \alpha)$ and to check that $P(z, \alpha)$ satisfies all conditions of Theorem 6A in the region $\mathcal{P}(R', \varepsilon')$ for every $R < R' < \infty$ and $0 < \varepsilon' < \varepsilon$. Therefore, $P(z, \alpha) \in W(R, A, \varepsilon)$, and this shows that

$$B(R, A, \varepsilon) \subseteq \mathcal{L}^{-1}_\alpha W(R, A, \varepsilon).$$

Now, we assume that $P(z) \in W(R, A, \varepsilon)$ for $z \in \mathcal{P}(R, \varepsilon)$. We represent $\mathcal{P}(R, \varepsilon)$ as

$$\mathcal{P}(R, \varepsilon) = \bigcup_{-\varepsilon < \theta < \varepsilon} e^{\theta} \mathcal{P}(R)$$

and apply Nevanlinna’s theorem for every half-plane $e^{\theta} \mathcal{P}(R)$; this shows that $P(z) = \mathcal{L}G(t)$, where $G(t) \in B(R', A', \varepsilon')$ for every $0 < A' < A$, $R < R' < \infty$, and $0 < \varepsilon' < \varepsilon$.

Using Theorem 2, we obtain $P(z) = \mathcal{L}_\alpha F(t)$, where $F(t) \in B(R'', A'', \varepsilon'')$ for every $0 < A'' < A$, $R < R'' < \infty$, and $0 < \varepsilon'' < \varepsilon$, and $G(t) = F(t, \alpha)$; see Theorem 2. It follows that

$$B(R, A, \varepsilon) \supseteq \mathcal{L}^{-1}_\alpha W(R, A, \varepsilon).$$

8.3. Necessary and sufficient conditions for the Stokes phenomenon. Up to this point, we were assuming that $\varepsilon \in \left[0, \frac{\pi}{2}\right]$. Formulas (34), (35), and (36) allow us to consider the cases where $\varepsilon \in \left[\frac{\pi}{2}, \infty\right)$. All previous results, shown by Theorems 2–9, can easily be extended to the case where $\varepsilon \in \left[\frac{\pi}{2}, \infty\right)$. Again, we demonstrate this for simplicity for the case of $R = 0$.

Let $F(t) \in B(0, A, \varepsilon), \varepsilon \in \left[0, \frac{\pi}{2}\right]$. Let $\mathcal{P}(\varepsilon)$ be given by (216). Theorem 4A and our analysis in Theorems 5A and 6A show that for $z \in \mathcal{P}(\varepsilon)$ the remainder $P_n(z, \alpha)$, given by (39) with $d\sigma(\xi) = \frac{F(\xi)d\xi}{2\pi i}$, can be represented in the form

$$P_n(z, \alpha) = \frac{\Gamma(\alpha + n + 1)}{2\pi i} \int_{\gamma(A, \varepsilon)} \frac{K(-\xi z, \alpha + n)F(\xi)}{\xi^{n+1}} d\xi, \quad n \in \mathbb{Z}^+. $$
where \(\tilde{K}(-\xi, \alpha + n)\) is given by (105), and

\[
-\frac{3\pi}{2} < \arg(-\xi) < \frac{3\pi}{2}, \quad \xi \in \gamma(A, \varepsilon).
\]

However, for \(z \in \mathcal{P}(0)\) we have

\[
P_n(z, \alpha) = \frac{\Gamma(\alpha + n + 1)}{z^{n+1}} \left(\frac{1}{2\pi i} \int_{\gamma(A, \varepsilon)} \frac{K(-\xi, \alpha + n)F(\xi) d\xi}{\xi^{n+1}}, \quad n \in \mathbb{Z}^+,
\]

where

\[
-\pi < \arg(-\xi) < \pi, \quad \xi \in \gamma(A, \varepsilon).
\]

The estimates for the basic kernel \(K(-\xi, \alpha + n)\) in the regions (242) and (243) imply the corresponding estimates for \(P_n(z, \alpha)\), given by (245) and (246), in the sectors \(\mathcal{P}(\varepsilon)\) and \(\mathcal{P}(0)\), respectively. It should be noted that in the sectors \(\mathcal{P}^+(\varepsilon)\) and \(\mathcal{P}^-(\varepsilon)\), given by (219) and (220), respectively, these estimates deteriorate, and for \(\varepsilon = \frac{\pi}{2}\) and \(\arg z = \frac{\pi}{2}\), these estimates lose meaning. It follows that the angles of the “deterioration” sectors \(\mathcal{P}^+(\varepsilon)\) and \(\mathcal{P}^-(\varepsilon)\) do not exceed \(\frac{\pi}{2}\). This property is preserved if the function \(F(t)\) admits analytic continuation to a larger sectorial region. The next theorem gives an exact result.

**Theorem 10A.** Assume that all conditions of Theorem 4A are satisfied. Suppose \(F(t) \in B(0, A, \varepsilon), \varepsilon \in \left[0, \frac{\pi}{2}\right]\), admits analytic continuation to the region \(D(A, \frac{\pi}{2} + \theta), \theta \in (0, \frac{\pi}{2})\), as an element of \(B(0, A, \frac{\pi}{2} + \theta)\). Then \(P_n(z, \alpha)\) admits analytic continuation from \(\mathcal{P}(\varepsilon)\) to the region \(\mathcal{P}(\pi + \theta)\), and for \(z \in \mathcal{P}(\pi + \theta)\) we have

\[
P_n(z, \alpha) = \frac{\Gamma(\alpha + n + 1)}{z^{n+1}} \left(\frac{1}{2\pi i} \int_{\partial \mathcal{O}(A, \frac{\pi}{2} + \theta)} \frac{\tilde{K}(-\xi, \alpha + n)F(\xi) d\xi}{\xi^{n+1}}, \quad n \in \mathbb{Z}^+,
\]

where \(\partial \mathcal{O}(A, \frac{\pi}{2} + \theta)\) is the boundary of \(\mathcal{O}(A, \frac{\pi}{2} + \theta)\), and

\[
-\frac{3\pi}{2} < \arg(-\xi) < \frac{3\pi}{2}, \quad \xi \in \partial \mathcal{O}(A, \frac{\pi}{2} + \theta).
\]

For \(z \in \mathcal{P}(\pi)\) we have

\[
P_n(z, \alpha) = \frac{\Gamma(\alpha + n + 1)}{z^{n+1}} \left(\frac{1}{2\pi i} \int_{\partial \mathcal{O}(A, \frac{\pi}{2} + \theta)} \frac{K(-\xi, \alpha + n)F(\xi) d\xi}{\xi^{n+1}}, \quad n \in \mathbb{Z}^+,
\]

and

\[
-\pi < \arg(-\xi) < \pi, \quad \partial \mathcal{O}(A, \frac{\pi}{2} + \theta).
\]

**Proof.** Using Cauchy’s theorem, we expand the contour \(\gamma(A, \varepsilon)\) up to \(\partial \mathcal{O}(A, \frac{\pi}{2} + \theta)\), moving simultaneously \(z\) from \(\mathcal{P}(\varepsilon)\) to \(\mathcal{P}(\pi + \theta)\) so that relations (242) and (243) continue to be true on \(\partial \mathcal{O}(A, \frac{\pi}{2} + \theta)\) as (244) and (245), respectively.

This allows us to extend easily all results of Theorems 4A–9A to the case where \(\varepsilon \in \left[\frac{\pi}{2}, +\infty\right)\). Moreover, the above analysis shows that the spaces \(W(R, b, a, \theta_1, \theta_2)\) of analytic functions satisfying (13) and (14) make sense only if \(\theta_1 = \frac{n\pi}{2}\) and \(\theta_2 = \frac{n\pi}{2} + \theta,\) where \(n \in \mathbb{N}, \theta \in (0, \frac{\pi}{2})\), and \(a = b \cos \theta\). This gives statement 1.

The above discussion allows us also to settle statement 8.

Consider the following example. The function \(F(t) = e^{-t^2}\) belongs to every space \(B(0, A, \varepsilon)\) with \(0 \leq \varepsilon < \frac{\pi}{2}\), and to every space \(B(2A, A, \frac{\pi}{2})\) for an arbitrarily large value of \(A, 0 < A < \infty\). Theorem 4A, Theorem 6A, and Theorems 7–9 show that the function

\[
P(z) = \int_0^\infty e^{-zt} e^{-t^2} dt.
\]
belongs to the space $W(0, A, \varepsilon)$ for every $0 < A < \infty$ and $0 < \varepsilon < \frac{\pi}{4}$, and to the space $W(2A, A, \frac{\pi}{2})$ for every $0 < A < \infty$. Therefore, the function $F(t)$ generates a number of exponentially small terms $E_{\pm}^A(z), z \in \mathcal{P}(\varepsilon) \setminus \mathcal{P}$, with exponential factors $e^{iA z}, 0 < A < \infty$, given by (232) and (233), and every such term leads to an improvement of the estimate in the “deteriorated” regions. Generally, it is natural to derive this improvement with a maximal exponent. In the example (246), the condition $\max A < \infty$ of the definition of Subsection 2.3 is violated.

Remark 10. In general, the function (246) drops out, in certain aspects, from our theory, and should be regarded as an element of the theory of expansions in which condition (2) in Nevanlinna’s theorem is replaced by the condition

$$
|P(z) - \sum_{k=0}^{n-1} \frac{p_k}{z^{k+1}}| \leq \frac{M(n)\frac{z}{2}}{A^n|z|^{n+1}}, \quad n = 0, 1, \ldots.
$$

(247)

These expansions with $0 < \kappa < \infty$ were also studied by Nevanlinna, see [21], who found a characterization of the set $W_\kappa(R, A, \varepsilon)$ of $P(z)$ satisfying (247) in terms of the corresponding set $B_\kappa(R, A, \varepsilon)$ of functions $F(t)$ such that

$$
P(z) = \int_0^\infty e^{-zt^2} F(t) \, dt.
$$

Thus, for our case where $\kappa = 2$, it is more natural to view $e^{-t^2}$ as an element of the space $B_\kappa(R, A, \varepsilon)$. Other functions, such as $F(t) = \frac{1}{(z+1)}$ and $F(t) = e^{-e^t}$, which belong to $B(0, A, \pi)$ and $B(0, A, \frac{\pi}{2})$, respectively, for every $A > 0$, require an appropriate generalization of the Laplace transform. We note that the corresponding expansions are beyond the scope of Gevrey expansions of order $\kappa$.

§9. Conclusion


Olver’s paper is remarkable for two reasons.

- (i) First, Olver discovered that the principal sector in the complex plane in which the Poincaré asymptotic expansion holds can be split into a number of subsectors, and for each of these he found quite a precise estimate for the error, which gets worse as one approaches the boundary of the sector. In particular, from Olver’s estimates it follows that the Poincaré asymptotic expansions for solutions of a differential equation are, in fact (if we use a now established terminology), Gevrey expansions with errors satisfying estimates similar to those shown in Subsection 2.2 for the Stirling expansion.

- (ii) Second, applying the method of successive approximations, in which the error under the integral sign should be replaced by the absolute value of the error, Olver derived surprisingly good error bounds.

To prove his results, Olver used his modification of the method of reduction of a differential equation to an equivalent singular integral equation. Olver’s investigations were continued by Olver and Stenger [40], and by Stenger [41, 42], who studied this problem for the most general matrix equations with an irregular singularity of arbitrary rank. However, these papers were basically focused on the extension of Olver’s method rather than on Olver’s discovery in (ii), and their results are not so sharp as in [39].

\[\text{In the literature, the expansions satisfying (247) are sometimes called Gevrey expansions of order } \kappa.\]
Our approach, described in the current paper, occurred when we were looking for the possibility of finding an improvement and extension of Olver’s estimates. We show now how Olver’s success, as described above in (ii), can be explained. Let us return to the integral representation \[ (248) \]
\[
K(w e^{-i\pi}, s) = 1 - i(s + 1) \int_0^\infty \frac{e^{i\lambda w}}{(1 + i\lambda)^{s+2}} d\lambda.
\]
We have
\[
(249) \quad |K(w e^{-i\pi}, s)| \leq 1 + (s + 1) \int_0^\infty \frac{1}{(1 + \lambda^2)^{s+3}} d\lambda,
\]
and the right-hand side of the last inequality can be rewritten as
\[
(250) \quad 1 + \sqrt{\pi} \frac{\Gamma\left(\frac{s}{2} + \frac{3}{2}\right)}{\Gamma\left(\frac{s}{2} + 1\right)}.
\]
From Lemma 8 it follows that the right-hand sides of (248) and (249) have the same asymptotic behavior as \( s \to \infty \), equal to \( \sqrt{\pi s} \), and that (250) provides \( \mu(s) \), given by (157), with a good approximation.\[8\]

The value (250) appeared first in [39] in error bounds for the confluent hypergeometric function, and then in [26] in error bounds for expansions generated by Bessel functions. In §7 we demonstrated the universality of Olver’s numbers for a wider class of expansions.

Continuing Dingle’s method of Borel summation of late terms for formal solutions of a differential equation, starting with the least term, Berry [3] proposed a method of “smoothing a Victorian discontinuity”, which could explain and extend Olver’s above results.

We started with a completely different idea of using the dual complex plane and a dual monodromy to obtain the error bounds.

9.2. Stokes’ monodromic relations and Gauss’ monodromic relations. We return to our Example 2 in Subsection 4.3, in which we considered the following representation for the Airy function:
\[
(251) \quad \text{Ai}(z) = \frac{1}{2\sqrt{\pi}} z^{-\frac{3}{4}} e^{-\zeta} P(\zeta),
\]
where \( \zeta = \frac{2}{3} z^{\frac{3}{2}} \). It is not difficult to check that \( P(\zeta) \) satisfies the following monodromic relation in the \( z \)-plane:
\[
(252) \quad P(\zeta e^{2\pi i}) = P(\zeta) + i e^{2\zeta} P(\zeta e^{\pi i}).
\]
We have derived also, see [193], the representation
\[
P(\zeta) = \zeta \int_0^{+\infty} e^{-\zeta t} \left( {2F1} \left( \frac{1}{6}, \frac{5}{6}; 1; -\frac{t}{2} \right) \right) dt.
\]
The Euler linear transformation formula, see [30], yields the relation
\[
\left( {2F1} \left( \frac{1}{6}, \frac{5}{6}; 1; 1 - \left( \frac{t}{2} + 1 \right) e^{\pm 2\pi i} \right) \right) = \left( {2F1} \left( \frac{1}{6}, \frac{5}{6}; 1; -\frac{t}{2} \right) \pm i(2F1) \left( \frac{1}{6}, \frac{5}{6}; 1; \frac{t}{2} + 1 \right) \right);
\]
see [51].

Given \( a > 0 \) and a complex constant \( T \), we introduce the relation
\[
(253) \quad P(\zeta e^{2\pi i}) = P(\zeta) + Te^{a\zeta} P(\zeta e^{\pi i}).
\]
\[8\] A better approximation can be obtained by using the expansion \[156\] of Lemma 5.
Let us assume that
(i) \( P(\zeta) \) is analytic at every point of the \( \zeta \)-plane except for \( \zeta = 0 \) and \( \zeta = \infty \);
(ii) given \( P(\zeta) \), there exists a positive decreasing function \( M(r) \) such that for all \( r, \ 0 < r < \infty \), if \( \zeta \) satisfies \( |\arg \zeta| \leq \pi \) and \( |\zeta| \geq r \), then
\[
|P(\zeta)| \leq M(r).
\]

**Definition 1.** Given \( P(\zeta) \) with properties (i) and (ii), we call a relation of the form (253) a *Stokes monodromic relation* for \( P(\zeta) \). The set of all functions \( P(\zeta) \) that satisfy (i) and (ii) and also (253) forms a linear space denoted by \( S_{a,T} \).

The following result holds.

**Statement.** Given \( a > 0 \) and \( T \), suppose that \( P(\zeta) \in S_{a,T} \). Then
(i) there exists a function \( F(t) \) supported on the positive ray of the \( t \)-plane such that for \( |\arg \zeta| < \frac{\pi}{2} \) we have
\[
P(\zeta) = \zeta \int_0^\infty e^{-\zeta t} F(t) \, dt;
\]
(ii) the function \( F(t) \) can be continued analytically from the positive ray to the entire complex \( t \)-plane punctured at the two points \( t = 0 \) and \( t = -a \), with exponential growth at \( \infty \) of minimal type in any sectorial region;
(iii) there exists a branch of \( F(t) \) which is analytic in the \( t \)-plane cut along \((-\infty, -a] \);
(iv) we have the monodromic relation (255)
\[
F^*(t) = F(t) \pm TF(-t - a).
\]
Here \( F^*(t) = F(t^*) \), \( t^* = -a + (t + a)e^{\mp 2\pi i} \).

(v) The following relation is valid in a neighborhood of \( t = -a \):
\[
F(t) = -\frac{TF(0)}{2\pi i} \log (t + a) + A + o(1), \quad t \to -a,
\]
where \( A \) is a complex constant.

**Definition 2.** Given \( a > 0 \) and \( T \), and given \( F(t) \) with properties (ii), (iii), and (iv) of the Statement, we call a relation of the form (255) a *Gauss monodromic relation* for \( F(t) \). The set of all functions \( F(t) \) that satisfy (ii) and (iii) of the Statement and also (255) forms a linear space denoted by \( G_{a,T} \).

We can establish, in a more general setting, without any reference to differential equations, a one-to-one correspondence between monodromic relations of the two types (253) and (255) and also the properties of elements \( F \in G_{a,T} \), which can be considered as generalized hypergeometric functions, allow us to associate with \( P(\zeta) \), given by (254), its asymptotic expansion
\[
\sum_{k=0}^\infty p_k/\zeta^k, \quad p_k = F^{(k)}(0),
\]
and to derive sharp expressions for the error bounds using the technique shown above; see [60].

**Example 1.** Consider a differential equation of the form
\[
d^2u/d\zeta^2 = \left( \frac{a^2}{4} + \frac{1}{\zeta^2} A(\zeta) \right) u,
\]
where \( a > 0, A(\zeta^{-1}) \) is an even entire function so that
\[
A(\zeta) = a_0 + \frac{a_1}{\zeta^2} + \cdots,
\]
are complex numbers, and the series is convergent for any complex \( \zeta \). This equation can be regarded as a perturbation of the standard Bessel equation, which reduces to the particular case of \( (258) \) with \( a = 2 \) and \( A(\zeta) = \frac{1}{4} - \nu^2 \).

Representing the solution of \( (258) \) decaying on the positive ray in the form

\[
(260) \quad u(\zeta) = e^{-\frac{\nu}{2}\zeta}P(\zeta),
\]

it can be shown that \( P(\zeta) \in S_{a,T} \), where \( T = T(a_0,a_1,...) \) is a complex constant which is usually referred to as the connection coefficient.

For the particular Bessel case this constant is known, \( T = 2i\cos\nu\pi \), and if \( \nu = \frac{1}{2} \), then \( T = 0 \). The explicit expression for the connection coefficient \( T(a_0,a_1,...) \) in terms of the coefficients \( \{p_k\}_{k=0}^{\infty} \), given by \( (257) \), follows from a more general results of \( [45] \) or \( [49] \):

\[
(261) \quad T(a_0,a_1,...) = \frac{2\pi}{i} \lim_{t \to 1} \sum_{m=0}^{\infty} \frac{q^m t^{m+1}}{(m+1)!} \sum_{s=0}^{\left\lfloor \frac{m}{2} \right\rfloor} (-1)^{m-2s} p_{m-2s} a_s,
\]

where \( \left\lfloor \frac{m}{2} \right\rfloor \) is the integral part of \( \frac{m}{2} \).

We aim to extend these results and to apply the extension to solutions of a wider class of differential equations. Combining these extensions with explicit formulas for connection coefficients that were shown in \( [48] \) and \( [49] \), and developing a technique initiated in \( [50] \) and \( [51] \), we are going to propose an alternative method of derivation of error bounds.

### 9.3. Duality, operating functions, and the Gamma function

The duality theorem allows us to show that the space \( W(R,A,\varepsilon) \) is closed under multiplication. Using the topological structure of this space, we expect that if \( P(z) \in W(R,A,\varepsilon) \), then \( \exp P(z) \in W(R,A,\varepsilon) \). It is clear that \( P(z) \), given by \( (9) \), belongs to \( W(0,2\pi,\pi) \). Thus, we can expect that \( \exp P(z) \in W(0,2\pi,\pi) \).

This Stirling series for \( \exp P(z) \), which arises as a factor of the asymptotic expansion for \( \Gamma(z) \), is as clear as a similar and log\( \Gamma(z) \) are very similar. Boyd’s explanation of the Stokes phenomenon for \( \Gamma(z) \) is as clear as a similar

\[9\] We quote Olver \([26]\) (1974), p. 88, “No general expression is available for the coefficients. The first twenty-one have been given by Wrench in 1968, together with approximate value of the next ten.”
explanation for \( \log \Gamma(z) \) given by Berry. However, it should be noted that Boyd used the reflection formula to study consequences of the Stokes phenomenon upon crossing the imaginary line. Thus, he missed the opportunity of finding the exponentially small additive corrections, given by (221) and (222), which appear upon crossing the Stokes lines.

The function \( P(z) = \frac{1}{\sqrt{2\pi}} \Gamma(z) e^{-z} - 1 \) can be represented as the Laplace transform of a function \( F(t) \) analytic in the entire \( t \)-plane except for the set \( \{ 2\pi ik \}_{k \in \mathbb{Z}, k \neq 0} \). For the case of \( k = 0 \), the values of the Taylor coefficients of \( F(t) \) at \( z = 0 \) follow from the expressions for \( a_n \).

Given \( k, k \neq 0 \), the function \( F(t) \) in the disk of radius \( 2\pi \) centered at \( 2\pi ik \) can be represented in the form \( F(t) = \log(t - 2\pi ik) \sum_{l=0}^{\infty} a_{k,l}(t - 2\pi ik)^l \), and the series is absolutely convergent. Therefore, our general method can be applied again to prove that \( F(t) \in B(0, 2\pi, \pi/2) \) and to evaluate the exponentially small functions \( P^\pm(z) \) in terms of the coefficients \( a_{k,l} \). The problem of the evaluation of the coefficients \( a_{k,l} \) is more difficult — the work of Boyd may be of assistance here.

9.4. Stirling expansion for \( \log \Gamma(z) \) (historical notes). No series has had a longer history or has undergone a more thorough exploration than the Stirling series. In modern times the properties of this series are generally accepted as established and fundamental results, as can be seen in contemporary monographs and handbooks on asymptotic expansions, such as [54, 25, 26, 33, 55, 56, 6], etc. However, certain principal questions related to the exactness of the error bounds for the Stirling expansion have remained unanswered. Answers to these questions suggest similar results for more general expansions in the complex plane.

Although interest in such error bounds for the Stirling expansion has continued unabated up to the present time, the most hectic activity in this subject occurred in the nineteenth century. Nielsen’s monograph [36] referred to about four hundred publications of about 150 mathematicians, including the original monograph by Stirling, with a description of his two methods.

In 1886, Stieltjes published the paper [52], in which he undertook a systematic study of the error for a number of divergent expansions, including the Stirling expansion. He called these, and similar expansions, semiconvergent expansions. Three years later in [53], he proved that for every \( z, -\pi < \arg z < \pi, \theta = \arg z \), and for all \( n \in \mathbb{N} \), the terminator, given by (12), satisfies the inequality

\[
|T(z,n)| \leq \sec^2 \left( \frac{\theta}{2} \right).
\]

In particular, for \( \theta = \pm \frac{\pi}{2} \) we have

\[
|T(z,n)| \leq 2^n.
\]

The analysis of the Stieltjes method by Lindelöf [35] showed that for \( -\frac{\pi}{2} < \arg z < \frac{\pi}{2} \) we have an estimate which does not depend on \( n \),

\[
|T(z,n)| \leq \frac{1}{|\sin 2\theta|}.
\]

and from (266), by using the maximum principle, it follows that in the smaller sector \( -\frac{\pi}{2} < \arg z < \frac{\pi}{2} \) we have \( T(z,n) \leq 1 \). A comparison of (265) with (266) emphasizes the need for a better estimate on the cuts \( \arg z = \frac{\pi}{2} \) and \( \arg z = -\frac{\pi}{2} \), which, in fact, are the Stokes lines for the Stirling expansion. The best known estimate for the error on these

\[^{10}\text{Published in the second part of the twentieth century.}\]
cuts has remained that of [35], page 101: for all \( z, \arg z = \pm \frac{\pi}{2} \) we have
\[
|T(z,n)| \leq \sqrt{\frac{e(n+1)}{2}}, \quad n \in \mathbb{N}.
\]

The available literature shows that the 20th century investigations have added almost nothing to this result. Compare it, for example, with the estimates in [57, 58, 55, 59, 33]. Lindelöf’s result remained unsurpassed for over 100 years. However, this result, which clearly indicates the relationship of the Stokes phenomenon for the Stirling expansion with the Sokhotsky–Plemelj formula has been forgotten.

In our paper we prove that for all \( z \) belonging to the closed right half-plane we have
\[
|T(z,n)| \leq 1 + \sqrt{\frac{\pi}{4} \left(n + \frac{1}{2}\right)}, \quad n \in \mathbb{N},
\]
and (268) is better than (267) (which is obvious for larger \( n \), since \( \frac{\pi}{4} < \frac{e}{2} \)). We prove also that the coefficient \( \frac{\pi}{4} \) in (268) cannot be replaced by a smaller number.
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