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Abstract. A second order elliptic equation with a small parameter at one of the
highest order derivatives is considered in a three-dimensional domain. The limit-
ing equation is a collection of two-dimensional elliptic equations in two-dimensional
domains depending on one parameter. By the method of matching of asymptotic
expansions, a uniform asymptotic approximation of the solution of a boundary-value
problem is constructed and justified up to an arbitrary power of a small parameter.

§1. Introduction

Problems for elliptic equations with small parameters at highest order derivatives are
the subject of intense studies. We mention only the earliest papers [1]–[4] on this subject
and the extensive survey [5]. To treat more complicated problems of this type, we need
to exploit the method of matching of asymptotic expansions, also called the matching
method. In [6]–[8] and [10] this method was developed and applied to various problems,
including elliptic equations.

In the majority of papers on elliptic equations with small parameters at highest deriva-
tives, the reduction of order is applied, in which the limiting equation has an order smaller
than the perturbed equation. In particular, this was the reason for the singularity of the
problem. At the same time, it turns out that even if the order reduction is not used, the
problem often continues to be singular, and more involved methods are necessary for its
solution.

Some cases in which the limiting equation is an ordinary differential equation were
considered in the recent papers [11]–[13].

In the present paper, we also assume that the limiting equation is a second order
elliptic equation but with a smaller number of independent variables. We consider the
perturbed equation in a three-dimensional domain. The limiting equation is a collection
of two-dimensional equations in domains depending on one parameter. The asymptotic
behavior of a solution of a boundary-value problem depends substantially on the structure
of the domain at singular points related to the degeneration type of the operator. In this
regard, the situation is similar to the case where degeneration causes order reduction.
In general, our method is close to that used in the above-mentioned cases. However,
the auxiliary problems that arise in passing require other methods. Sometimes, they are
more involved. Even the formal asymptotic expansion is not constructed in all cases of
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general position. Here, we study in detail the case where, in a neighborhood of a singular point, the domain of the perturbed problem lies on one side of the tangent plane and the limiting problems are considered in two-dimensional contracting domains.

§2. Statement of the problem and external expansion of the solution

We consider the first boundary-value problem for the equation

\[ \mathcal{M}_\varepsilon u = \varepsilon u_{zz} + Lu = f(x, y, z), \tag{1} \]

\[ u(x, y, z) = 0, \quad (x, y, z) \in \partial D, \tag{2} \]

in a bounded domain \( D \subset \mathbb{R}^3 \). Here, \( L \) is an elliptic operator,

\[ Lu = a_{11}(x, y, z) \frac{\partial^2 u}{\partial x^2} + 2a_{12}(x, y, z) \frac{\partial^2 u}{\partial x \partial y} + a_{22}(x, y, z) \frac{\partial^2 u}{\partial y^2} + b_1(x, y, z) \frac{\partial u}{\partial x} + b_2(x, y, z) \frac{\partial u}{\partial y} + c(x, y, z) u. \]

We assume that \( \varepsilon > 0, c(x, y, z) \leq 0 \), and all coefficients of equation (1) and the right-hand side are infinitely differentiable.

It is well known that, under these assumptions, there exists a bounded solution of problem (1), (2), which we denote by \( u \), satisfying the estimate \( |u_\varepsilon(x, y, z)| \leq M \max_{(x, y, z) \in D} |f(x, y, z)| \), where the constant \( M \) does not depend on \( \varepsilon \).

We assume that \( \partial D \) (the boundary of \( D \)) is infinitely differentiable. For simplicity, we assume that the domain \( D \) is convex and the planes \( z = \text{const} \) are tangent to \( \partial D \) only at two points \( P_0 \) and \( P_1 \), where \( P_0 \) is the origin and \( P_1 = (x_1, y_1, z_1) \), \( z_1 > 0 \).

To describe the results obtained, we introduce some notation. We denote by \( \Omega_z \) the intersection of \( D \) with the plane \( z = \text{const} \) and by \( \partial \Omega_z \) the boundary of this intersection.

We shall construct the standard external expansion of the solution \( u_\varepsilon(x, y, z) \) as \( \varepsilon \to 0 \) in the form

\[ u_\varepsilon(x, y, z) = U(x, y, z, \varepsilon) = \sum_{k=0}^{\infty} \varepsilon^k u_k(x, y, z). \tag{3} \]

Substituting (3) into (1) and equating coefficients at the same powers of \( \varepsilon \), we obtain the recurrence relations

\[ Lu_0 = f(x, y, z), \quad (x, y) \in \Omega_z, \tag{4} \]

\[ Lu_k = \frac{\partial^2 u_{k-1}}{\partial z^2}, \quad k \geq 1, \quad (x, y) \in \Omega_z. \]

By the boundary condition (2) of our problem, we obtain the following boundary conditions for the functions \( u_k(x, y, z) \) at a fixed point \( z \) on the boundary of the plane domain \( \Omega_z \):

\[ u_k(x, y, z) = 0, \quad k \geq 0, \quad (x, y) \in \partial \Omega_z. \tag{5} \]

Thus, for every fixed \( z \), the functions \( u_k(x, y, z) \) are solutions of the two-dimensional recurrence problems (4) and (5) in the domain \( \Omega_z \) lying in planes parallel to the plane \((x0y)\), and the size of the domain \( \Omega_z \) tends to zero as \( z \to +0 \) and \( z \to z_1 - 0 \). The domains \( \Omega_z \) “shrink” to the points \( P_0 \) and \( P_1 \).

The variable \( z \) in the function \( u_k(x, y, z) \) is regarded as a parameter, and it turns out that, in general, these functions have singularities at the points \( P_i \), the order of a singularity increases with \( k \), and, thus, the external expansion (3) becomes useless in neighborhoods of these points. In neighborhoods of \( P_i \), we construct another asymptotic expansion. For this, we use the matching method [10]. In more detail, we study the
behavior of the solution in a neighborhood of the origin. The case of a neighborhood of the point \( P_1 \) is studied similarly. The situation depends crucially on the structure of the boundary in a neighborhood of the point at which the boundary touches the plane. It turns out that if the curvature of the surface at this point is nonzero, then the coefficients of the external expansion have no singularities. Not dwelling on this here (see the remark at the end of the paper), we consider in detail the case where the problem is bisingular, i.e., the coefficients \( u_k(x, y, z) \) have growing singularities as \( z \to +0 \). We assume that the equation of the boundary \( \partial \Omega_z \) has the form \( z = x^4 + y^4 \) for \( z \leq \delta \), where \( \delta > 0 \) is a fixed number.

Let \( D_\delta = \{(x, y, z) \in D, 0 < z < \delta\} \). In this fixed neighborhood of the origin, we construct an asymptotic expansion of the solution \( u_\varepsilon \) as \( \varepsilon \to +0 \).

To study the asymptotics of the coefficients \( u_k(x, y, z) \) as \( z \to +0 \), i.e., in a neighborhood of the origin, we expand the right-hand side \( f(x, y, z) \) and the coefficients of the operator \( L \) in Taylor series. Taking into account the structure of the domain in a neighborhood of the origin, we group the terms of the Taylor series into generalized homogeneous polynomials, setting the degree of the variable \( z \) equal to four times the degrees of the variables \( x \) and \( y \). For a smooth function \( v(x, y, z) \), such a representation has the form

\[
\begin{aligned}
\{ v(x, y, z) = & \sum_{k=0}^{\infty} P_k(x, y, z), \\
P_k(x, y, z) = & \sum_{j=0}^{[\frac{k}{4}]} q_{k-4j}(x, y)z^j,
\end{aligned}
\]

and \( q_m(x, y) \) are homogeneous polynomials in \( x \) and \( y \) of degree \( m \).

We change the variables \( x \) and \( y \), putting

\[
\xi = xz^{-\frac{1}{4}}, \quad \eta = yz^{-\frac{1}{4}}.
\]

In the new variables the polynomials \( P_k(x, y, z) \) have the form

\[
P_k(x, y, z) = z^{\frac{k}{4}} \sum_{j=0}^{[\frac{k}{4}]} q_{k-4j}(\xi, \eta) \equiv z^{\frac{k}{4}} R_k(\xi, \eta).
\]

In the operator \( L \), we replace the functions \( a_{ij}(x, y, z) \) by series of the form (6), (8), obtaining

\[
\begin{aligned}
a_{ij}(x, y, z) & = a_{ij}(0, 0, 0) + \sum_{k=1}^{\infty} z^{\frac{k}{4}} A_{k, ij}(\xi, \eta), \\
b_{j}(x, y, z) & = \sum_{k=0}^{\infty} z^{\frac{k}{4}} B_{k, j}(\xi, \eta), \\
c(x, y, z) & = \sum_{k=0}^{\infty} z^{\frac{k}{4}} C_k(\xi, \eta).
\end{aligned}
\]

Now, we pass from the variables \( x \) and \( y \) to the variables \( \xi \) and \( \eta \). Denote

\[
L_0 = a_{11}(0, 0, 0) \frac{\partial^2}{\partial \xi^2} + 2a_{12}(0, 0, 0) \frac{\partial^2}{\partial \xi \partial \eta} + a_{22}(0, 0, 0) \frac{\partial^2}{\partial \eta^2},
\]

\[
L_m = A_{m,11}(\xi, \eta) \frac{\partial^2}{\partial \xi^2} + 2A_{m,12}(\xi, \eta) \frac{\partial^2}{\partial \xi \partial \eta} + A_{m,22}(\xi, \eta) \frac{\partial^2}{\partial \eta^2}
\]

\[+ B_{m-1,1}(\xi, \eta) \frac{\partial}{\partial \xi} + B_{m-1,2}(\xi, \eta) \frac{\partial}{\partial \eta} + C_{m-2}(\xi, \eta), \quad m > 0,
\]

where \( C_{-1} \equiv 0 \).

We represent the operator \( L \) in the form

\[
L = z^{-\frac{1}{4}} L_0 + \sum_{j=1}^{\infty} z^{\frac{j-2}{4}} L_j,
\]
Theorem 1. There exist unique solutions $u_k(x, y, z)$ of problems (11), (15) that are infinitely differentiable in $x$ and $y$. As $z \to +0$, we have the following asymptotic expansions for $u_k(x, y, z)$:

$$(12)\quad u_k(x, y, z) = \sum_{j=2}^{\infty} z^{j/2} u_{kj}(x z^{-\frac{j}{4}}, y z^{-\frac{j}{4}}),$$

where the functions $u_{kj}(\xi, \eta)$ ($\xi = x z^{-\frac{j}{4}}, \eta = y z^{-\frac{j}{4}}$) are infinitely differentiable in the domain $\xi^4 + \eta^4 \leq 1$. Relation (12) admits termwise differentiation with respect to the parameter $z$.

Proof. Consider the function $u_0(x, y, z)$. Relations (11) and (15) show that this function solves the problem

$$(13)\quad Lu_0 = f(x, y, z),\quad (x, y, z) \in \Omega_z,\quad 0 < z < \delta;$$

$$(14)\quad u_0(x, y, z) = 0,\quad (x, y, z) \in \partial \Omega_z,\quad 0 < z < \delta.$$

We construct an asymptotic representation of the function $u_0(x, y, z)$ in the form of the series (12), i.e.,

$$(15)\quad u_0(x, y, z) = \sum_{j=2}^{\infty} z^{j/2} u_{0j}(\xi, \eta).$$

Also, we represent the Taylor series of $f(x, y, z)$ in a form similar to (16),

$$(16)\quad f(x, y, z) = \sum_{k=0}^{\infty} P_k(x, y, z) = \sum_{k=0}^{\infty} z^{k/2} q_k(\xi, \eta).$$

Using relation (16) and formula (11) for the operator $L$, we substitute the asymptotic expansion under consideration in equation (13). Equating the terms with the same powers of $z$, we obtain recurrence relations for the required functions $u_{0j}(\xi, \eta)$,

$$(17)\begin{cases} L_0 u_{02} = q_0(\xi, \eta), \\ L_0 u_{03} = -L_1 u_{02} + q_1(\xi, \eta), \\ L_0 u_{0m} = -\sum_{j=1}^{m-2} L_j u_{0,m-j} + q_{m-2}(\xi, \eta), \quad m > 3. \end{cases}$$

The boundary condition (14) for the series (15) takes the form

$$(18)\quad u_{0j}(\xi, \eta) = 0$$

for $\xi^4 + \eta^4 = 1$.

Thus, we define the functions $u_{0j}(\xi, \eta)$ as the solutions of problems (17) and (18). It is well known (see, e.g., [14, 15]) that the solutions of these problems exist and are infinitely differentiable in $\xi$ and $\eta$.

To justify the asymptotic formula (15), we proceed in the standard way. We consider a partial sum

$$S_N(x, y, z) = \sum_{j=2}^{N} z^{j/2} u_{0j}(\xi, \eta),$$

where $N$ is a sufficiently large number. By construction, we have

$$L(u_0(x, y, z) - S_N(x, y, z)) = O(z^{N+1}),\quad (x, y, z) \in \Omega_z;$$

$$u_0(x, y, z) - S_N(x, y, z) = 0,\quad (x, y, z) \in \partial \Omega_z.$$
The fact that formula (12) admits termwise differentiation with respect to the parameter \( z \) follows from the well-known internal estimates for the derivatives of solutions of elliptic equations and from estimates for these derivatives in the vicinity of the smooth boundary; see [14]. Although the boundary of the domain itself depends on the parameter \( z \), it turns into the domain \( \xi^4 + \eta^4 < 1 \) after the change of variables (7). The function \( f(x, y, z) \) turns into the function \( \tilde{f}(\xi z^4, \eta z^4, z) \). The function \( u_0(x, y, z) \) changes in a similar way. By construction, the difference between the derivative of \( u_0(x, y, z) \) and the derivative of the partial sum \( S^N(x, y, z) \) satisfies an equation the right-hand side of which is small for small \( z \). Since we have proved that the difference itself is small for small \( z \), the above-mentioned estimates for derivatives imply that the absolute value of the difference of the corresponding derivatives also does not exceed a high power of \( z \) if the partial sum is sufficiently long, regardless of what variables we use, \( (x, y, z) \) or \( (\xi, \eta, z) \), to calculate the derivative.

Applying the same argument to the higher derivatives, we see that the series admits termwise differentiation with respect to the parameter \( z \). Consequently, the difference \( S^N \) itself is small for small \( z \).

Now, we consider the function \( u_1(x, y, z) \). It satisfies the equation

\[
L u_1 = -\frac{\partial^2 u_0}{\partial z^2} = F_1(x, y, z), \quad (x, y, z) \in \Omega_z,
\]

and vanishes on the boundary \( \omega_z \) of \( \Omega_z \).

As has been proved above, the function \( F_1(x, y, z) \) has the asymptotic expansion

\[
F_1(x, y, z) = \sum_{j=-6}^{\infty} z^j f_j(\xi, \eta).
\]

It is easy to obtain explicit expressions for \( f_j(\xi, \eta) \) in terms of the function \( u_{0,j+8}(\xi, \eta) \) and its first and second order derivatives.

As in the study of the function \( u_0(x, y, z) \), first we construct a formal asymptotic expansion (12) for the function \( u_1(x, y, z) \). The functions \( u_{1,j}(\xi, \eta) \) are found as solutions of problems of the form (17), (18),

\[
\begin{cases}
L_0 u_{1,-4} = f_{-6}(\xi, \eta), \\
L_0 u_{1,-3} = -L_1 u_{1,-4} + f_{-5}(\xi, \eta), \\
L_0 u_{1,m} = -\sum_{j=1}^{m+1} L_j u_{1,m-j} + f_{m-2}(\xi, \eta), \quad m > -3,
\end{cases}
\]

\( u_{0,j}(\xi, \eta) = 0 \) for \( \xi^4 + \eta^4 = 1 \).

The further details are the same as those for the function \( u_0(x, y, z) \); thus, the claim is proved for the function \( u_1(x, y, z) \).

The asymptotic expansions (12) as \( z \to 0 \) for the functions \( u_k(x, y, z) \), \( k \geq 2 \), are constructed and justified similarly.

Obviously, the functions \( u_k(x, y, z) \) have singularities as \( z \to 0 \), and the order of these singularities grows with \( k \). Therefore, the asymptotic expansion (3) is certainly invalid for small \( z \). In a neighborhood of zero, we must seek a different form of the asymptotic expansion for the solution of problem (1), (2).

§3. INTERNAL EXPANSION

In a neighborhood of the origin, we pass to the new, internal variables

\[
\sigma = x \varepsilon^{-\frac{1}{3}}, \quad \tau = y \varepsilon^{-\frac{1}{3}}, \quad \zeta = z \varepsilon^{-\frac{2}{3}}
\]
and construct an internal asymptotic expansion of the solution \( u_\varepsilon(x, y, z) \) in the form

\[
u_\varepsilon(x, y, z) = V(x, y, z, \varepsilon) = \sum_{i=2}^{\infty} \varepsilon^i v_i(\sigma, \tau, \zeta).
\]

As in the case of the external expansion, we group the terms of the Taylor series for the coefficients of the equation and for the right-hand side into generalized homogeneous polynomials, setting the degree of the variable \( z \) equal to four times the degrees of the variables \( x \) and \( y \). For a smooth function \( v(x, y, z) \), such a representation is given by formulas (6) with the subsequent change of variables (19). Continuing formula (8), we obtain

\[
P_k(x, y, z) = P_k(\varepsilon^{\frac{1}{2}}, \tau \varepsilon^{\frac{1}{2}}, \zeta \varepsilon^2) = \varepsilon^k Z_k(\sigma, \tau, \zeta).
\]

After these transformations, we represent the operator \( M_\varepsilon \) in the form

\[
M_\varepsilon = \varepsilon^{-\frac{1}{2}} \left( M_0 + \sum_{j=1}^{\infty} \varepsilon^j M_j \right),
\]

where

\[
M_0 = \frac{\partial^2}{\partial \sigma^2} + a_{11}(0, 0, 0) \frac{\partial^2}{\partial \sigma \partial \tau} + a_{22}(0, 0, 0) \frac{\partial^2}{\partial \tau^2},
\]

\[
M_m = \alpha_{m,11}(\sigma, \tau, \zeta) \frac{\partial^2}{\partial \sigma^2} + 2\alpha_{m,12}(\sigma, \tau, \zeta) \frac{\partial^2}{\partial \sigma \partial \tau} + \alpha_{m,22}(\sigma, \tau, \zeta) \frac{\partial^2}{\partial \tau^2}
\]

\[
+ \beta_{m-1,1}(\sigma, \tau, \zeta) \frac{\partial}{\partial \sigma} + \beta_{m-1,2}(\sigma, \tau, \zeta) \frac{\partial}{\partial \tau} + \gamma_{m-2}(\sigma, \tau, \zeta), \quad m > 3.
\]

We also represent the right-hand side of equation (1) in the form

\[
f(x, y, z) = \sum_{k=0}^{\infty} \tilde{P}_k(x, y, z) = \sum_{k=0}^{\infty} \varepsilon^k Q_k(\sigma, \tau, \zeta),
\]

where \( Q_k(\sigma, \tau, \zeta) = O(\zeta^\frac{k}{2}) \).

Using the above representation of \( f(x, y, z) \) and the operator \( M_\varepsilon \), we can transform (1) into the equation

\[
\varepsilon^{-\frac{1}{2}} \left( M_0 + \sum_{j=1}^{\infty} \varepsilon^j M_j \right) u_\varepsilon = \sum_{k=0}^{\infty} \varepsilon^k Q_k(\sigma, \tau, \zeta).
\]

Substituting the series (20) into this equation and comparing the coefficients of the same powers of \( \varepsilon \), we obtain the following system of recurrence relations for the functions \( v_k(\sigma, \tau, \zeta) \):

\[
\begin{align*}
M_0 v_2 &= Q_0(\sigma, \tau, \zeta), \\
M_0 v_3 &= -M_1 v_2 + Q_1(\sigma, \tau, \zeta), \\
M_0 v_m &= -\sum_{j=1}^{m-2} M_j v_{m-j} + Q_{m-2}(\sigma, \tau, \zeta), \quad m > 3.
\end{align*}
\]

In the variables \( \sigma, \tau, \) and \( \zeta \), the boundary condition (2) takes the form

\[
v_k(\sigma, \tau, \zeta) = 0,
\]

where \( \zeta = \sigma^4 + \tau^4 \).

Before constructing the functions \( v_k(\sigma, \tau, \zeta) \), we find an appropriate form for their asymptotic expansions as \( \zeta \to \infty \).
In what follows, it is convenient to have a special notation for a partial sum of an asymptotic expansion. For example, for series (3), we put
\[ A_{N,x,y,z}U = \sum_{j=0}^{N} \varepsilon^j u_k(x, y, z), \]
where \( N \) is a sufficiently large positive integer. Thus, the result of the application of the operator \( A_{N,x,y,z} \) to a series \( U \) is the sum of terms of \( U \) for which the exponent \( k \) does not exceed \( N \). It is essential that the coefficients of the series depend on \( x, y, \) and \( z \).

Now we replace the functions \( u_k(x, y, z) \) by their asymptotic expansions (12) as \( z \to +0 \), obtaining
\[ A_{N,x,y,z}U = \sum_{k=0}^{N} \varepsilon^k \left[ \sum_{j=2-6k}^{\infty} z^j u_k(xz^{-\frac{1}{4}}, yz^{-\frac{1}{4}}) \right]. \]

Writing the right-hand side of this relation in terms of the variables \( \sigma, \tau, \) and \( \zeta \) and taking into account formulas (19) and the relations \( xz^{-\frac{1}{4}} = \sigma \zeta^{-\frac{1}{4}} \) and \( yz^{-\frac{1}{4}} = \tau \zeta^{-\frac{1}{4}} \), we get
\[ A_{N,x,y,z}U = \sum_{k=0}^{N} \varepsilon^k \left[ \sum_{j=2-6k}^{\infty} \zeta^j \varepsilon^{\frac{j}{4}} u_k(\sigma \zeta^{-\frac{1}{4}}, \tau \zeta^{-\frac{1}{4}}) \right]. \]

We apply the operator \( A_{m,\sigma,\tau,\zeta} \) defined above once again, with the only difference that now the coefficients of the series depend on \( \sigma, \tau, \) and \( \zeta \). This yields
\[ A_{m,\sigma,\tau,\zeta}A_{N,x,y,z}U = \sum_{i=2}^{6m} \varepsilon^i \left[ \sum_{k=0}^{N} \zeta^{i-6k} u_k,i-6k(\sigma \zeta^{-\frac{1}{4}}, \tau \zeta^{-\frac{1}{4}}) \right]. \]

It is clear that the internal sums on the right-hand side of this formula must coincide with the partial sums of the asymptotic series of the required functions \( v_i(\sigma, t, \zeta) \) as \( \zeta \to \infty \).

Let
\[ v_{i,N}(\sigma, \tau, \zeta) = \sum_{k=0}^{N} \zeta^{i-6k} u_{k,i-6k}(\sigma \zeta^{-\frac{1}{4}}, \tau \zeta^{-\frac{1}{4}}), \]
and let \( \tilde{v}_i(\sigma, \tau, \zeta) \) be a temporary notation for the formal series
\[ \tilde{v}_i(\sigma, \tau, \zeta) = \sum_{k=0}^{\infty} \zeta^{i-6k} u_{k,i-6k}(\sigma \zeta^{-\frac{1}{4}}, \tau \zeta^{-\frac{1}{4}}) \quad \text{as} \quad \zeta \to \infty. \]

Now we denote by \( \tilde{V}(x, y, z, \varepsilon) \) the formal series
\[ \tilde{V}(x, y, z, \varepsilon) = \sum_{i=2}^{\infty} \varepsilon^{\frac{i}{4}} \tilde{v}_i(\sigma, \tau, \zeta). \]

Then, by construction, the following important relation is valid for all sufficiently large positive integers \( N \):
\[ A_{m,\sigma,\tau,\zeta}A_{N,x,y,z}U = A_{N,x,y,z}A_{m,\sigma,\tau,\zeta} \tilde{V}. \]

To complete the construction and justification of the asymptotic expansion of the solution \( u_\varepsilon(x, y, z) \), it remains to prove that there exist functions \( v_i(\sigma, \tau, \zeta) \) that satisfy system (21) and have the asymptotic expansions (23) as \( \zeta \to \infty \).

**Theorem 2.** There exist solutions \( v_i(\sigma, \tau, \zeta) \) of problems (21), (22) in the domain \( \sigma^4 + \tau^4 \leq \zeta \). These functions admit the asymptotic expansions (23) as \( \zeta \to \infty \), and these expansions can be differentiated termwise with respect to all variables.
Proof. First, we verify that the series (23) are asymptotic solutions of system (21), i.e.,

\[ M_{\epsilon} A_{N,x,y,z} U - f(x, y, z) = \varepsilon^{N+1} \frac{\partial^2 u_N}{\partial z^2}. \]

Let \( \Gamma_p(\xi, \eta, z) \) and \( \Gamma_{pq}(\xi, \eta, z) \) denote bounded functions that are smooth for \( z > 0 \) and have asymptotic expansions in positive integral powers of \( z^{\frac{1}{2}} \) as \( z \to +0 \). Thus,

\[ M_{\epsilon} A_{N,x,y,z} U - f(x, y, z) = \varepsilon^{N+1} z^{-\frac{3N-3}{2}} \Gamma_{00}(\xi, \eta, z) = \zeta^{\frac{3N-3}{2}} \Gamma_{00}(\xi, \eta, z). \]

For brevity, we denote by \( B_{m,N} \) the finite sums \( A_{m,\sigma,\tau,\zeta} A_{N,x,y,z} U \) and \( A_{N,x,y,z} A_{m,\sigma,\tau,\zeta} \), which are equal by (24). Consequently,

\[ M_{\epsilon} B_{m,N} - f(x, y, z) = M_{\epsilon} A_{N,x,y,z} U - f(x, y, z) + M_{\epsilon}(B_{m,N} - A_{N,x,y,z} U) \]

\[ = \zeta^{-\frac{3N-3}{2}} \Gamma_{00}(\xi, \eta, z) + M_{\epsilon}(B_{m,N} - A_{N,x,y,z} U). \]

Next, we transform the last term:

\[ M_{\epsilon}(B_{m,N} - A_{N,x,y,z} U) = M_{\epsilon} \left( \sum_{k=0}^{N} \varepsilon^k \left[ \sum_{j=6m-6k+1}^{\infty} \zeta^{\frac{1}{2} + \frac{k}{4}} \Gamma_{1,j}(\xi, \eta, z) \right] \right) \]

\[ = \sum_{k=0}^{N} \varepsilon^k M_{\epsilon} \left[ \sum_{j=0}^{6m-6k+1} \zeta^{\frac{1}{2} + \frac{k}{4}} \Gamma_{1,6m-6k+1}(\xi, \eta, z) \right] \]

\[ = \sum_{k=0}^{N} \varepsilon^k \left[ \sum_{j=0}^{6m-6k+1} \zeta^{\frac{1}{2} + \frac{k}{4}} \Gamma_{1,6m-6k+1}(\xi, \eta, z) \right]. \]

Finally, we obtain

\[ M_{\epsilon} B_{m,N} - f(x, y, z) = \zeta^{-\frac{3N-3}{2}} \Gamma_{00}(\xi, \eta, z) + \sum_{k=0}^{N} \varepsilon^{m-\frac{k}{4}} \zeta^{\frac{1}{2} (m-k)-\frac{k}{4}} \Gamma_{k,3}(\xi, \eta, z). \]

We take into account the fact that

\[ B_{m,N} = \sum_{i=2}^{6m} \varepsilon^{\frac{k}{2}} v_{i,N}(\sigma, t, \zeta) \]

and represent the operator \( M_{\epsilon} \) in the variables \( \sigma, t, \) and \( \zeta \); then relation (26) shows that the functions \( v_{i,N}(\sigma, t, \zeta) \) satisfy system (21) approximately. This means that the following relations are valid:

\[ \begin{cases} M_0 v_{2,N} = Q_0(\sigma, \tau, \zeta) + O(\zeta^{-\frac{6N+1}{4}}), \\ M_0 v_{3,N} = -M_1 v_{2,N} + Q_1(\sigma, \tau, \zeta) + O(\zeta^{-\frac{6N+2}{4}}), \\ \ldots \\ M_0 v_{m,N} = -\sum_{j=1}^{m-2} M_j v_{m-j,N} + Q_{m-2}(\sigma, \tau, \zeta) + O(\zeta^{-\frac{6N+m-1}{4}}). \end{cases} \]

Now, it remains to prove the existence of the above-mentioned functions \( v_i(\sigma, \tau, \zeta) \). This follows from the next lemma.
Lemma. Let $\Omega = \{ (\sigma, \tau, \zeta) : \sigma^4 + \tau^4 \leq \zeta \}$, $w_i(\sigma, \tau, \zeta) \in C^\infty(\Omega)$, $w_i(\sigma, \eta, \sigma^4 + \eta^4) = 0$, and $w_i(\sigma, \tau, \zeta) = O(\zeta^{-\frac{N}{2}})$ as $\zeta \to \infty$. (Here, $q$ is a fixed number.) Suppose $\Phi(\sigma, \tau, \zeta) \in C^\infty(\Omega)$, and let all derivatives of $\Phi(\sigma, \tau, \zeta)$ be functions of slow growth as $\zeta \to \infty$. Let the series $W^* = \sum_{i=0}^{\infty} w_i(\sigma, \tau, \zeta)$ be an asymptotic solution of the equation $M_0 W^* = \Phi(\sigma, \tau, \zeta)$ in the domain $\Omega$ in the sense that for all positive integers $N$ we have

$$M_0 \left( \sum_{i=0}^{N} w_i(\sigma, \tau, \zeta) \right) - \Phi(\sigma, \tau, \zeta) = O(\zeta^{-\frac{N+1}{2}})$$

as $\zeta \to \infty$. Then the equation $M_0 W = \Phi(\sigma, \tau, \zeta)$ admits a solution $W(\sigma, \tau, \zeta) \in C^\infty(\Omega)$ for which $W^*$ is an asymptotic series as $\zeta \to \infty$.

Proof. Let $\Omega_r$ be the subset of $\Omega$ defined by the inequality $\zeta \leq r$, and let $W_r(\sigma, \tau, \zeta)$ be a solution of the equation $M_0 W_r = \Phi(\sigma, \tau, \zeta)$ that is zero on the boundary of this domain. By the assumptions of the lemma, there exist numbers $h > 0$ and $K > 0$ such that $|\Phi(\sigma, \tau, \zeta)| < K(1 + \zeta^h)$.

First, we find a uniform estimate for the solutions $W_r(\sigma, \tau, \zeta)$ in $\Omega$. We consider the function

$$H(\sigma, \tau, \zeta) = (2\sqrt{\zeta + \alpha} - \sigma^2 - \tau^2) \exp(\sqrt{\zeta + \alpha}), \quad \alpha > 0,$$

positive in the domain $\Omega$. Since for a sufficiently large fixed $\alpha$ we have

$$M_0(H) < \left( \frac{1}{\zeta + \alpha} + \frac{1}{2\sqrt{\zeta + \alpha}} - 2a_{11}(0, 0, 0) - 2a_{22}(0, 0, 0) \right) \exp(\sqrt{\zeta + \alpha})$$

$$< -\gamma \exp(\sqrt{\zeta + \alpha}), \quad \gamma > 0,$$

we see that

$$M_0(CH(\sigma, \tau, \zeta) \pm W_r(\sigma, \tau, \zeta)) < 0$$

for some positive $C$.

The maximum principle shows that $|W_r(\sigma, \tau, \zeta)| < CH(\sigma, \tau, \zeta)$. Consequently, the functions $W_r(\sigma, \tau, \zeta)$ are uniformly bounded on each compact subset of $\Omega$. From the well-known estimates [14, 15] for the derivatives of solutions of elliptic equations, it follows that the derivatives of these solutions are uniformly bounded on any fixed compact set. Choosing a subsequence of solutions $W_{r_i}(\sigma, \tau, \zeta)$ that converges on this compact set, we obtain a solution of the equation $M_0 W_r = \Phi(\sigma, \tau, \zeta)$ on the same compact set. Next, extending the compact set and choosing a diagonal sequence in a standard way, we obtain a solution $W(\sigma, \tau, \zeta)$ of the equation in question in the entire domain $\Omega$. For this solution, we have the estimate $|W(\sigma, \tau, \zeta)| < CH(\sigma, \tau, \zeta)$.

Now, we must verify that the solution constructed above has the asymptotic expansion

$$\sum_{i=0}^{\infty} w_i(\sigma, \tau, \zeta)$$

as $\zeta \to \infty$.

For this, we consider the difference $g_N = \sum_{i=0}^{N} w_i(\sigma, \tau, \zeta) - W(\sigma, \tau, \zeta)$. By the assumptions of the lemma, we have $|M_0 g_N| < \gamma(1 + \zeta)^{-\frac{N+1}{2}}$ in $\Omega$. As above, we can use the barrier function $(2\sqrt{\zeta + \alpha} - \sigma^2 - \tau^2)(1 + \zeta)^{-\frac{N+1}{2}}$ to show that $g_N = O(1 + \zeta)^{-\frac{N+1}{2}}$. (We note that the maximum principle is valid in the unbounded domain $\Omega$. This can be proved with the help of the same function $H(\sigma, \tau, \zeta)$, because we have an estimate for the function $W(\sigma, \tau, \zeta)$ and the $w_i(\sigma, \tau, \zeta)$ are functions of slow growth.) The lemma is proved.

Now, we can finish the proof of Theorem 2 by applying the above lemma to systems (21) and (27). We start with the first equations of the systems. The lemma cannot be applied to the function $v_{2,N}$ directly, because, in general, the terms of its partial sum (23) have singularities as $\zeta \to 0$. However, this does not play any essential role because the functions $u_{k,i-\delta k}(\sigma \zeta^{-\frac{1}{2}}, \tau \zeta^{-\frac{1}{2}})$ can be replaced by the same functions multiplied by a fixed.
smooth cutoff function equal to zero in a neighborhood of zero and equal to 1 for \( \zeta > 1 \). This change does not affect the asymptotic properties as \( \zeta \to \infty \). Therefore, the lemma implies the existence of a solution \( v_2(\sigma, \tau, \zeta) \) with an asymptotic expansion \( \tilde{v}_2(\sigma, \tau, \zeta) \) of the form \( 23 \). Next, we must pass to the functions \( v_3(\sigma, \tau, \zeta) \) and \( \tilde{v}_3(\sigma, \tau, \zeta) \). Applying the lemma to the equations for these functions in systems \( 21 \) and \( 27 \), we arrive at the required solution \( v_3(\sigma, \tau, \zeta) \). Proceeding by induction, we obtain the conclusion of Theorem 2.

Thus, we have constructed an external expansion \( 3 \) in the domain \( D \) and an internal expansion \( 20 \) in a neighborhood of the point \( P_0 = (0, 0, 0) \). We assume that in a neighborhood of the other singular point \( P_1 = (x_1, y_1, z_1) \), \( z_1 > 0 \), the boundary has an equation of a similar form \( z_1 - z = (x - x_1)^4 + (y - y_1)^4 \) and construct a similar internal expansion, which we denote by \( V^* \), in a neighborhood of this point.

**Theorem 3.** As \( \epsilon \to 0 \) and for \( \epsilon \frac{1}{2} \leq z \leq z_1 - \epsilon \frac{3}{4} \), the solution of problem \( 11, 12 \) admits the asymptotic series \( 3 \). This solution can be expanded into the uniform asymptotic series \( 20 \) for \( 0 \leq z \leq \epsilon \frac{1}{2} \) and into the uniform asymptotic series \( V^* \) for \( z_1 - \epsilon \frac{3}{4} \leq z \leq z_1 \).

**Proof.** By the construction of the series \( 3 \) and formula \( 25 \), the function \( k_{N,x,y,z}U \) satisfies the boundary condition \( 2 \) and equation \( 1 \) up to \( \epsilon \frac{3}{4} \) for \( z \geq \epsilon \frac{1}{2} \). On the other hand, by the construction of the series \( 20 \), the function \( k_{m,\sigma,\tau,\zeta}V \) satisfies the boundary condition \( 2 \) and equation \( 1 \) up to \( \epsilon \frac{3}{4} \) for \( z \leq \epsilon \frac{1}{2} \). Moreover, the form of the asymptotic series \( 12 \) shows that

\[
|k_{N,x,y,z}U - B_{m,N}| < K\epsilon \frac{3}{4} \tag{28}
\]

whenever \( z \leq \epsilon \frac{1}{2} \), and the form of the asymptotic series \( 23 \) shows that

\[
|k_{m,\sigma,\tau,\zeta}V - B_{m,N}| < K\epsilon \frac{3}{4} \tag{29}
\]

whenever \( z \geq \epsilon \frac{1}{2} \).

Thus, the function

\[
E_{mn} = k_{N,x,y,z}U + k_{m,\sigma,\tau,\zeta}V - B_{m,N}
\]

satisfies the equation approximately for \( 0 < z < \delta \), where \( \delta \) is a fixed small positive number. Indeed, for \( \epsilon \frac{1}{4} \leq z < \delta \), we have

\[
|M_{\epsilon}E_{mn} - f(x, y, z)| = |M_{\epsilon}k_{N,x,y,z}U - f(x, y, z) + M_{\epsilon}[k_{m,\sigma,\tau,\zeta}V - B_{m,N}]| < K_1(\epsilon \frac{3}{4} + \epsilon \frac{3}{4}) \tag{30}
\]

On the other hand, if \( z \leq \epsilon \frac{1}{4} \), then

\[
|M_{\epsilon}E_{mn} - f(x, y, z)| = |M_{\epsilon}k_{m,\sigma,\tau,\zeta}V - f(x, y, z) + M_{\epsilon}[k_{N,x,y,z}U - B_{m,N}]| < K_2(\epsilon \frac{3}{4} + \epsilon \frac{3}{4}) \tag{31}
\]

As was noted above, in a neighborhood of the point \( P_1 = (x_1, y_1, z_1) \) we construct an internal expansion \( V^* \). As in the case of the point \( P_0 = (0, 0, 0) \), we define \( B_{m,N}^* \) as the common part of the asymptotic expansions of the series \( 3 \) and \( V^* \). For these series we have the same estimates as for the series in a neighborhood of the point \( P_0 \).

The terms of the series \( V \) and \( V^* \) are defined only in neighborhoods of the points \( P_0 \) and \( P_1 \). Therefore, to finish the proof rigorously, we must multiply the terms of these series by smooth cutoff functions. One of the functions is identically 1 for \( z \leq \delta \) and zero for \( z \geq 2\delta \). The other function is constructed similarly for \( z \leq z_1 \). To avoid superfluous
notation, we preserve the old notation for the new functions. It is obvious that the asymptotic properties of the functions \( v_k(\sigma, \tau, \zeta) \) and \( \bar{v}_k(\sigma, \tau, \zeta) \) will not change.

Thus, the function
\[
\mathbb{E}^*_{m,n} = \mathbb{A}_{N,x,y,z} U + \mathbb{A}_{m,\sigma,\tau,\zeta} V + \mathbb{A}_{m,\sigma,\tau,\zeta} V^* - \mathbb{E}_{m,N} - \mathbb{E}^*_{m,N}
\]
is defined everywhere in the domain \( D \) and satisfies the boundary condition \( \text{(2)} \) and the estimate
\[
|\mathcal{M}_\varepsilon(\mathbb{E}^*_{m,N} - u_\varepsilon(x, y, z))| < K_3(\varepsilon^{\frac{m}{2}} + \varepsilon^{\frac{N}{2}}).
\]
Consequently,
\[
|\left(\mathbb{E}^*_{m,N} - u_\varepsilon(x, y, z)\right)| < K_4(\varepsilon^{\frac{m}{2}} + \varepsilon^{\frac{N}{2}}).
\]
Now, the claim of Theorem 3 follows from the above estimate and inequalities \( \text{(28)} \) and \( \text{(29)} \).

**Remark 1.** For simplicity, the boundaries of the neighborhoods under consideration were chosen to be \( z = \varepsilon^{\frac{3}{4}} \) and \( z = z_1 - \varepsilon^{\frac{3}{4}} \). Without any serious changes in the above proof, we can replace them by \( z = \varepsilon^\alpha \) and \( z = z_1 - \varepsilon^\alpha \) provided that \( 0 < \alpha < \frac{3}{4} \).

**Remark 2.** Here we point out an interesting specific feature of the problem in question. We assumed above that, in a neighborhood of the origin, the boundary has the equation \( z = x^4 + y^4 \), and, in this case, the asymptotic expansion is invalid in a small neighborhood of the origin. The coefficients of it have growing singularities as \( z \to +0 \). It is easy to verify that the same is true if the curvature of the boundary is zero at the points where the boundary touches the plane \( z = \text{const} \). At the same time, if the curvature is nonzero, then the coefficients of the external asymptotic expansion have no singularities. Thus, the problem remains singular but not bisingular.

As an example, we consider the specific case of problem \( \text{(1)}, \text{(2)} \) in which, for \( z < \delta \), the domain \( D \) coincides with the interior of the paraboloid of revolution \( z = x^2 + y^2 \) and, in a neighborhood of the origin, the principal part of the operator \( L \) coincides with the Laplace operator, i.e., \( L_0 = \frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial y^2} \) in formula \( \text{(10)} \).

Now, we state some auxiliary results. We denote by \( U^{(j)}_k(x, y) \), \( j = 1, 2 \), the harmonic polynomials (in the variables \( x \) and \( y \))
\[
U^{(1)}_k(x, y) = r^k \sin k\phi, \quad U^{(2)}_k(x, y) = r^k \cos k\phi,
\]
where \( r \) and \( \phi \) are polar coordinates in the plane \( (x, y) \). It is easy to verify the relations
\[
\begin{align*}
xU^{(1)}_k &= \frac{1}{2} U^{(1)}_{k+1} + \frac{1}{2} r^2 U^{(1)}_{k-1}, & k &\geq 2, \\
xU^{(2)}_k &= \frac{1}{2} U^{(2)}_{k+1} + \frac{1}{2} r^2 U^{(2)}_{k-1}, & k &\geq 1, \\
yU^{(1)}_k &= \frac{1}{2} r^2 U^{(2)}_{k-1} - \frac{1}{2} U^{(2)}_{k+1}, & k &\geq 1, \\
yU^{(2)}_k &= \frac{1}{2} U^{(1)}_{k+1} + \frac{1}{2} r^2 U^{(1)}_{k-1}, & k &\geq 2,
\end{align*}
\]
whence it follows that the function \( x^m y^p U^{(j)}_k \) is a linear combination of the functions \( U^{(j)}_{k+m+p-2s} r^{2s}, 0 \leq s \leq \frac{k+m+p}{2} \), for all \( m, p \geq 0 \).

Consequently (since \( U^{(2)}_0 = 1, U^{(2)}_1 = x, \) and \( U^{(1)}_1 = y \)), every polynomial \( Q(x, y) \) can be represented as a linear combination of functions of the form \( r^2 U^{(j)}_k \).

It is also easily seen that
\[
\Delta(r^\alpha U^{(j)}_k) = [\alpha(\alpha - 1) + 2\alpha k + \alpha] r^{\alpha-2} U^{(j)}_k = \alpha(\alpha + 2k) r^{\alpha-2} U^{(j)}_k
\]
for all \( \alpha \). Therefore, the function
\[
w(x, y) = \frac{1}{(2n + 2)(2n + 2 + 2k)} r^{2n+2} U^{(j)}_k,
\]
which is a homogeneous polynomial of degree $2n + k + 2$, is a solution of the nonhomogeneous equation

$$\Delta_{xy} w = r^{2n} U^{(j)}_k.$$ 

On the boundary of the disk $\Omega_z$ (for $r = \sqrt{z}$), the function constructed above coincides with the harmonic polynomial $U^{(j)}_k(x, y)$ up to the factor $z^{n+1}[(2n + 2)(2n + 2 + 2k)]^{-1}$. Therefore, the function

$$\tilde{w}(x, y, z) = \frac{1}{(2n + 2)(2n + 2 + 2k)} \left[ r^{2n+2} - z^{n+1} \right] U^{(j)}_k$$

is a unique bounded solution of the problem

$$\Delta_{xy} w = r^{2n} U^{(j)}_k, \quad r < \sqrt{z}; \quad w(\sqrt{z}, \varphi) = 0.$$ 

By construction, this solution is a polynomial in all three variables $x, y, z$.

Using the above constructions, the structure of the operator $L$ in a neighborhood of the origin, and also the form of the right-hand sides of relations (4), we can easily show that, for $z \leq x^2 + y^2$, the asymptotic expansions of the solutions $u_k(x, y, z)$ as $z \to 0$ are series, the terms of which are polynomials of an appropriate structure in all three variables $x, y, z$.

Consequently, in this particular case, the coefficients of the external expansion [3] have no singularities, there is no need to introduce the external extension, and the series [3] provides the uniform asymptotic approximation of the solution $u_k(x, y, z)$ as $\varepsilon \to 0$.

References

[1] N. Levinson, The first boundary value problem for $\varepsilon \Delta u + A(x, y)u_x + B(x, y)u_y + C(x, y)u = f(x, y)$ for small $\varepsilon$, Ann. of Math. (2) 51 (1950), 428–445. MR 003433 (11:439k)


[9] A. M. Il’in and E. F. Lelikova, The method of matching asymptotic expansions for the equation $\varepsilon \Delta u - a(x, y)u_y = f(x, y)$ in a rectangle, Mat. Sb. (N. S.) 96 (1975), no. 4, 568–583; English transl. in Math. USSR-Sb. 25 (1975), no. 4. MR 0382824 (52:3706)


Chelyabinsk State University, Ul. Brat’yev Kashirinyh 129, Chelyabinsk 454001, Russia
E-mail address: iam@csu.ru

Institute of Mathematics and Mechanics, of Ural Branch of Russian Academy of Science, Ul. Sov’i Kovalevskoi 16, Ekaterinburg 620990, Russia
E-mail address: lef@imm.uran.ru

Received 11/JUN/2010

Translated by B. M. BEKKER