
Algebra i analiz St. Petersburg Math. J.
Tom 22 (2010), � 6 Vol. 22 (2011), No. 6, Pages 1023–1049

S 1061-0022(2011)01182-3
Article electronically published on August 22, 2011

ON THE LINEAR PROBLEM

ARISING IN THE STUDY OF A FREE BOUNDARY PROBLEM

FOR THE NAVIER–STOKES EQUATIONS

V. A. SOLONNIKOV

Dedicated to Professor V.M.Babich
on the occasion of his 80th birthday

Abstract. A problem under study arises as a result of linearization of a free bound-
ary problem for Navier–Stokes equations governing the evolution of an isolated mass
of a viscous incompressible capillary liquid.

§1. Introduction

The paper is devoted to the linear problem

(1.1)

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

vt − ν∇2v +∇p = f(x, t),

∇ · v = f(x, t) = ∇ · F (x, t), x ∈ F , t > 0,

T (v, p)N(x) + σN(x)Lρ = d(x, t),

ρt(x, t) + V (x) · ∇τρ− v(x, t) ·N(x) = g(x, t), x ∈ G,
v(x, 0) = v0(x), x ∈ F , ρ(x, 0) = ρ0(x), x ∈ G,

in a bounded domain F ⊂ R
3 with a smooth boundary G. The unknowns are the

vector field v(x, t) = (v1, v2, v3) and the functions p(x, t), x ∈ F , and ρ(x, t), x ∈ G.
By T (v, p) = −pI + νS(v) we mean the stress tensor, S(v) =

( ∂vj
∂xk

+ ∂vk
∂vj

)
j,k=1,2,3

is

the doubled rate-of-strain tensor, N is the outward normal to G, ν and σ are positive
constants, and Lρ = −ΔGρ + b(x)ρ, where ΔG is the Laplace–Beltrami operator on G
and b(x) is a smooth function. Finally, V (x) is a vector field defined on G and ∇τ is the
tangential part of the gradient.

Problem (1.1) arises as a result of linearization of a free boundary problem for the
Navier–Stokes equations governing the evolution of an isolated mass of a viscous incom-
pressible capillary liquid. The latter was studied in the papers [1, 2] and others, where the
method of the Lagrangian coordinates was used. This turned out to be especially fruitful
in the case where the surface tension is not taken into account [3]. Problem (1.1) is ob-
tained by applying the so-called Hanzawa coordinate transformation to the free boundary
problem in order to write it in a fixed domain (see formula (5.2)). This transformation
provides some technical advantages in the case of a capillary liquid with positive coeffi-
cient σ of the surface tension. We intend to apply the results of the present paper to the
analysis of problems of magnetohydrodynamics.

In [4], problem (1.1) was studied in the Hölder spaces of functions.
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The main result of the paper is a coercive estimate of the solution of problem (1.1)

in anisotropic Sobolev–Slobodetskĭı spaces W
l,l/2
2 (QT ) in a cylindrical domain QT =

F × (0, T ). We recall the definition of these spaces. Let Ω be a domain in R
n. The

(isotropic) Sobolev space W l
2(Ω) with l > 0 is the space of functions u(x), x ∈ Ω, with

the norm

‖u‖2W l
2(Ω) =

∑
0≤|j|≤l

‖Dju‖2L2(Ω) ≡
∑

0≤|j|≤l

∫
Ω

|Dju(x)|2 dx

if l = [l], i.e., l is an integer, and

‖u‖2W l
2(Ω) = ‖u‖2

W
[l]
2 (Ω)

+
∑

|j|=[l]

∫
Ω

∫
Ω

|Dju(x)−Dju(y)|2 dx dy

|x− y|n+2λ

if l=[l]+λ, λ∈(0, 1). As usual, Dju denotes a (generalized) partial derivative ∂|j|u

∂x
j1
1 ···∂xjn

n

,

where j = (j1, j2, . . . , jn) and |j| = j1 + · · · + jn. The anisotropic space W
l,l/2
2 (QT ),

QT = Ω × (0, T ), can be defined as the space L2((0, T ),W
l
2(Ω)) ∩ W

l/2
2 ((0, T ), L2(Ω))

supplied with the norm

(1.2) ‖u‖2
W

l,l/2
2 (QT )

=

∫ T

0

‖u(·, t)‖2W l
2(Ω) dt+

∫
Ω

‖u(x, ·)‖2
W

l/2
2 (0,T )

dx.

There exist many other equivalent norms in W
l,l/2
2 (QT ); some of them will be used below.

Sobolev spaces of functions given on smooth surfaces, in particular, on G and on GT =
G× (0, T ), are introduced in a standard way, with the help of local maps and partition of

unity. We also find it convenient to introduce the spaces W l,0
2 (QT ) = L2((0, T ),W

l
2(Ω))

and W
0,l/2
2 (QT ) = W

l/2
2 ((0, T ), L2(Ω)); the squares of norms in these spaces coincide,

respectively, with the first and the second terms in (1.2). Finally, by |||u|||l/2,r,QT
and

|||u|||l/2,r,GT
we mean the norms of u in W

l/2
2 (0, T ;W r

2 (Ω)) and W
l/2
2 (0, T ;W r

2 (G)), respec-
tively.

Theorem 1.1. Assume that l ∈ [0, 5/2), l �= 1/2, 1, 3/2, and that the data of prob-

lem (1.1) possess the following regularity properties: f ∈ W
l,l/2
2 (QT ), f ∈ W l+1,0

2 (QT ),

f(x, t) = ∇ · F (x, t), F ∈ W
0,1+l/2
2 (QT ), d ·N ∈ W

l+1/2,0
2 (GT ) ∩W

l/2
2 (0, T ;W

1/2
2 (G)),

d − N(d · N) ∈ W
l+1/2,l/2+1/4
2 (GT ), g ∈ W

l+3/2,0
2 (GT ) ∩ W

l/2
2 (0, T ;W

3/2
2 (G)), v0 ∈

W l+1
2 (F1), ρ0 ∈ W l+2

2 (G), where T < ∞, QT = F1 × (0, T ), GT = G × (0, T ). Assume

also that V ∈ W
l+3/2
2 (G). Finally, let the compatibility conditions

(1.3)
∇ · v0(x) = f(x, 0), x ∈ F , if l < 1/2,

∇ · v0(x) = f(x, 0), x ∈ F , νΠGS(v0)N = ΠGd(x, 0), x ∈ G, if l > 1/2

be satisfied, where ΠGd = d − N(d · N) is the projection of d to the tangent plane

to G. Then problem (1.1) has a unique solution v, p, ρ such that v ∈ W
l+2,l/2+1
2 (QT ),

∇p ∈ W
l,l/2
2 (QT ), p ∈ W

l+1/2,0
2 (GT ) ∩W

l/2
2 (0, T ;W

1/2
2 (G)), and the function ρ satisfies
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ρ ∈ W
l+5/2,0
2 (GT ) ∩ W

l/2
2 (0, T ;W

5/2
2 (G)), ρt ∈ W

l+3/2,0
2 (GT ) ∩ W

l/2
2 (0, T ;W

3/2
2 (G),

ρ(·, t) ∈ W l+2
2 (G) for all t ∈ (0, T ), and this solution satisfies the inequality

(1.4)
YT (v, p, ρ) ≡ ‖v‖

W
l+2,l/2+1
2 (QT )

+ ‖∇p‖
W

l,l/2
2 (QT )

+ ‖p‖
W

l+1/2,0
2 (GT )

+ |p|l/2,1/2,GT
+ ‖ρ‖

W
l+5/2,0
2 (GT )

+ |||ρ|||l/2,5/2,GT

+ ‖ρt‖W l+3/2,0
2 (GT )

+ |||ρt|||l/2,3/2,GT

≤ c(T )
(
‖f‖

W
l,l/2
2 (QT )

+ ‖f‖W l+1,0
2 (QT ) + ‖F ‖

W
0,1+l/2
2 (QT )

+ ‖ΠGd‖W l+1/2,l/2+1/4
2 (GT )

+ ‖d ·N‖
W

l+1/2,0
2 (GT )

+ |||d ·N|||l/2,1/2,GT

+ ‖g‖
W

l+3/2,0
2 (GT )

+ |||g|||l/2,3/2,GT
+ ‖v0‖W l+1

2 (F1)
+ ‖ρ0‖W l+2

2 (G)

)
≡ c(T )NT .

Moreover, if g ∈ W
l+3/2,l/2+3/4
2 (GT ), then ρt ∈ W

l+3/2,l/2+3/4
2 (GT ), and

(1.5)
‖v‖

W
l+2,l/2+1
2 (QT )

+ ‖∇p‖
W

l,l/2
2 (QT )

+ ‖p‖
W

l+1/2,0
2 (GT )

+ |||p|||l/2,1/2,GT

+ ‖ρ‖
W

l+5/2,0
2 (GT )

+ |||ρ|||l/2,5/2,GT
+ ‖ρt‖W l+3/2,l/2+3/4

2 (GT )

≤ c(T )
(
‖f‖

W
l,l/2
2 (QT )

+ ‖f‖W l+1,0
2 (QT ) + ‖F ‖

W
0,1+l/2
2 (QT )

+ ‖ΠGd‖W l+1/2,l/2+1/4
2 (GT )

+ ‖d ·N‖
W

l+1/2,0
2 (GT )

+ |||d ·N|||l/2,1/2,GT

+ ‖g‖
W

l+3/2,l/2+3/4
2 (GT )

+ ‖v0‖W l+1
2 (F1)

+ ‖ρ0‖W l+2
2 (G)

)
.

The restriction l < 5/2 minimizes the order of compatibility of the initial and boundary
data expressed by (1.3). The requirement l �= 1/2, 1, 3/2 is technical; it is imposed to
avoid the cases where the compatibility conditions (1.3) should be modified substantially
(in this connection, see [5, 6]).

The imbedding theorems show that in the case where f = 0, F = 0 the estimate (1.4)
is coercive, i.e.,

NT ≤ cYT (v, p, ρ);

the same is true for (1.5). Hence, Theorem 1.1 guarantees the existence of a solution of
problem (1.1) with maximal regularity properties.

By the trace theorem for the space W
l+2,l/2+1
2 (QT ), we have v(·, t) ∈ W l+1

2 (F), i.e.,
v is as smooth as v0. Proposition 4.1 implies that the same is true for ρ.

The proof of Theorem 1.1 is given in §§2–4. §5 contains a short discussion (without
detailed proofs) of an application of Theorem 1.1 to the free boundary problem with
initial domain of arbitrary shape and with an initial velocity vector field v0(x) that need
not be small.

§2. Parameter-dependent problem

As in [7], we consider the problem with a complex parameter s:

(2.1)

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
sv − ν∇2v +∇p = f(x),

∇ · v(x) = 0, x ∈ F ,

T (v, p)N + σNLρ = d(x),

sρ+ V (x) · ∇τρ− v(x) ·N(x) = g(x), x ∈ G.

The solution of (2.1) is also sought in the space of complex-valued functions.
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Theorem 2.1. Suppose Re s ≥ a � 1, f ∈ W l
2(F), d ∈ W

l+1/2
2 (G), and g ∈ W

l+3/2
2 (G)

with l ∈ [0, 5/2). Then problem (2.1) has a unique solution v ∈ W 2+l
2 (F), p ∈ W 1+l

2 (F),

ρ ∈ W
l+5/2
2 (G), and

(2.2)

‖v‖W 2+l
2 (F) + |s|1+l/2‖v‖L2(F) + ‖p‖W l+1

2 (F) + |s|l/2‖p‖W 1
2 (F)

+ |s|1+l/2‖ρ‖
W

3/2
2 (G) + |s| ‖ρ‖

W
l+3/2
2 (G) + |s|l/2‖ρ‖

W
5/2
2 (G) + ‖ρ‖

W
l+5/2
2 (G)

≤ c
(
‖f‖W l

2(F) + |s|l/2‖f‖L2(F) + |s|1/4+l/2‖d−N(d ·N)‖L2(G)

+ ‖d‖
W

l+1/2
2 (G) + |s|l/2‖d ·N‖

W
1/2
2 (G) + |s|l/2‖g‖

W
3/2
2 (G) + ‖g‖

W
l+3/2
2 (G)

)
with constant independent of |s| (but, possibly, depending on a).

Proof. We start with the proof of estimate (2.2). Without loss of generality, we may
assume that f is divergence free, because any f ∈ L2(F) can be decomposed into the
orthogonal sum

f = f ′ +∇ϕ,

where f ′ is divergence free and ϕ is a solution of the Dirichlet problem

∇2ϕ = ∇ · f , x ∈ F , ϕ|G = 0.

Since

c1‖f‖W l
2(F) ≤ ‖∇ϕ‖W l

2(F) + ‖f ′‖W l
2(F) ≤ c2‖f‖W l

2(F),

problem (2.1) is equivalent to a similar problem with f and p replaced by f ′ and p′ =
p−∇ϕ, respectively.

Step 1. We consider the following model problem in the half-space R
3
+ = {x3 > 0}:

(2.3)

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

sv(x) + (V ′ · ∇′)v(x)− ν∇2v(x) +∇p(x) = 0,

∇ · v(x) = 0, x3 > 0,

ν
(∂v3
∂xj

+
∂vj
∂x3

)
= bj(x

′), j = 1, 2,

− p+ 2ν
∂v3
∂x3

− σΔ′ρ = b3(x
′),

sρ+ V ′ · ∇′ρ+ v3(x) = g(x), x3 = 0,

where V ′ is a constant vector of the form V ′ = (V1, V2), x′ = (x1, x2), and ∇′ =(
∂

∂x1
, ∂
∂x2

)
. Using the Fourier transformation in x1, x2, we reduce (2.3) to a boundary

value problem on the half-axis R+ = {x3 > 0}:

(2.4)

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

ν
(
r21 −

d2

dx2
3

)
ṽj + iξj p̃ = 0, j = 1, 2,

ν
(
r21 −

d2

dx2
3

)
ṽ3 +

dp̃

dx3
= 0, iξ1ṽ1 + iξ2ṽ2 +

dṽ3
dx3

= 0, x3 > 0,

ν
( dṽj
dx3

+ iξj ṽ3

)
= b̃j , j = 1, 2,

− p̃+ 2ν
dṽ3
dx3

+ σ|ξ|2ρ̃ = b̃3,

s1ρ̃+ ṽ3 = g̃, x3 = 0,

ṽ → 0, p̃ → 0 (x3 → ∞),

where ξ = (ξ1, ξ2), r1 = r1(s, ξ) =
√
s1ν−1 + |ξ|2, −π ≤ arg r1 < π, and s1 = s+ iV ′ · ξ.
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It is convenient to exclude the function ρ̃ from (2.4), writing this problem in the form

(2.5)

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

ν
(
r21 −

d2

dx2
3

)
ṽj + iξj p̃ = 0, j = 1, 2,

ν
(
r21 −

d2

dx2
3

)
ṽj +

dp̃

dx3
= 0, iξ1ṽ1 + iξ2ṽ2 +

dṽ3
dx3

= 0, x3 > 0,

ν
( dṽj
dx3

+ iξj ṽ3

)
= b̃j , j = 1, 2,

− p̃+ 2ν
dṽ3
dx3

− σ

s1
|ξ|2ṽ3 = b̃3 −

σ

s1
|ξ|2g̃, x3 = 0,

ṽ → 0, p̃ → 0 (x3 → ∞).

In the paper [2], an explicit formula for the solution of (2.5) was obtained; in particular,
it was shown that, if Re s1 > 0, then

ṽi =− 1− δi3
νr1

e0(x3)b̃i +
e0(x3)

ν2r1(r1 + |ξ|)P1

3∑
j=1

Uij b̃j +
e1(x3)

ν2(r1 + |ξ|)P1

3∑
j=1

Vij b̃j

− σ|ξ|2e0(x3)

ν2s1r1(r1 + |ξ|)P1
Ui3g̃ −

σ|ξ|2e1(x3)

ν2s1(r1 + |ξ|)P1
Vi3g̃, i = 1, 2, 3,

(2.6)

p̃ =
r1s1
νP1

[(
2ν +

σξ2

s1r1

)
(iξ1b̃1 + iξ2b̃2)− ν

(
r1 +

ξ2

r1

)(
b̃3 −

σ

s1
|ξ|2g̃

)]
e−|ξ|x3 ,(2.7)

where

e0(x3) = e−r1x3 , e1(x3) =
e−r1x3 − e−|ξ|x3

r1 − |ξ| ,(2.8)

P1 = (r21 + |ξ|2)2 − 4r1|ξ|2 +
σ

ν2
|ξ|3 =

s1
ν

(s1
ν

+ 4|ξ|2
(
1− |ξ|

r1 + |ξ|
)
+

σ|ξ|3
νs1

)
,(2.9)

and Uij , Vij are the entries of the matrices

U =

⎛⎝ ξ21((3r1 − |ξ|)s1 + σ
ν |ξ|2) ξ1ξ2((3r1 − |ξ|)s1 + σ

ν |ξ|2) iξ1r1s1(r1 − |ξ|)
ξ1ξ2((3r1 − |ξ|)s1 + σ

ν |ξ|2) ξ22((3r1 − |ξ|)s1 + σ
ν |ξ|2) iξ1r1s1(r1 − |ξ|)

−iξ1r1s1(r1 − |ξ|) −iξ2r1s1(r1 − |ξ|) −|ξ|r1s1(r1 + |ξ|)

⎞⎠ ,

V =

⎛⎝ −ξ21(2r1s1 +
σ
ν |ξ|2) −ξ1ξ2(2r1s1 +

σ
ν |ξ|2) −iξ1s1(r

2
1 + |ξ|2)

−ξ1ξ2(2r1s1 +
σ
ν |ξ|2) −ξ22(2r1s1 +

σ
ν |ξ|2) −iξ2s1(r

2
1 + |ξ|2)

−iξ1|ξ|(2r1s1 + σ
ν |ξ|2) −iξ2ξ|(2r1s1 + σ

ν |ξ|2) |ξ|s1(r21 + |ξ|2)

⎞⎠ .

In [2] it was shown that for Re s1 ≥ γ > 0 we have

γ2

ν2
+ |s1| |ξ|2 + |s1|2 + σ|ξ|3 ≤ c(γ)|P1|,(2.10) ∫ ∞

0

∣∣∣dje0(x3)

dxj
3

∣∣∣2 dx3 ≤ 1√
2
|r1|2j−1,∫ ∞

0

∣∣∣dje1(x3)

dxj
3

∣∣∣2 dx3 ≤ c
|r1|2j−1 + |ξ|2j−1

|r1|2
,∫ ∞

0

∫ ∞

0

∣∣∣dje0(x3 + z)

dxj
3

− dje0(x3)

dxj
3

∣∣∣2 dx3dz

|z|1+2κ
≤ c|r1|2(j+κ)−1,∫ ∞

0

∫ ∞

0

∣∣∣dje1(x3 + z)

dxj
3

− dje1(x3)

dxj
3

∣∣∣2 dx3dz

|z|1+2κ
≤ c

|r1|2(j+κ)j−1 + |ξ|2(j+κ)−1

|r1|2
,
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where j ≥ 0, κ ∈ (0, 1). Moreover, if Re s ≥ γ > 0 and γ > (2ν)−1|V ′|2, then
c|r1(s1, ξ)| ≤

√
|s|+ |ξ|2 ≤ c′|r1(s1, ξ)|.

Using the above inequalities and repeating the calculations in the proof of Theorem 3.1
in [2] (carried out in the case where V ′ = 0), we obtain

‖ṽ‖2
Ẇ l+2

2 (R+)
+ |r(s, ξ)|2(l+2)‖ṽ‖2L2(R+) + ‖p̃x3

‖2
Ẇ l

2(R+)
+ |r|2l|ξ|2‖p̃‖2L2(R+)

≤ c(‖ṽ‖2
Ẇ l+2

2 (R+)
+ |r1(s1, ξ)|2(l+2)‖ṽ‖2L2(R+) + ‖p̃x3

‖L2(R+) + |r1|2l|ξ|2‖p̃‖2L2(R+))

≤ c(|r1|2l+1(|̃b1|2 + |̃b2|2) + |ξ| |r1|2l |̃b3|2 + |r1|2l|ξ|3|g̃|2)
≤ c(|r|2l+1(|̃b1|2 + |̃b2|2) + |ξ| |r|2l |̃b3|2 + |r|2l|ξ|3|g̃|2),

where ‖ · ‖Ẇ l
2(R

n) is the principal part of the norm in W l
2(R

n):

‖u‖2
Ẇ l

2(R
n)

=
∑

|j|=[l]

∫
Rn

∫
Rn

|Dju(x)−Dju(y)|2 dx dy

|x− y|n+2λ
, λ = l − [l] ∈ (0, 1).

Now we integrate this inequality with respect to ξ ∈ R
2 and use the Parceval formula.

This leads to

‖v‖2
W l+2

2 (R3
+)

+ |s|2+l‖v‖2L2(R3
+) + ‖∇p‖2W l

2(R
3
+) + |s|l‖∇p‖2L2(R3

+)

≤ c
(
‖b‖2

W
l+1/2
2 (R2)

+ |s|l+1/2‖b′‖2L2(R2) + |s|l‖b3‖2W 1/2
2 (R2)

+ ‖g‖2
W

l+3/2
2 (R2)

+ |s|l‖g‖2
W

3/2
2 (R2)

)
.

(2.11)

We supplement (2.11) with estimates for p|x3=0 ≡ p(0) and ρ. By (2.7), we have

(2.12) |p̃(0)| ≤ c(|b̃|+ (1 + |ξ|)|g̃|),
which implies that

(2.13)
‖p(0)‖

W
1/2
2 (R2)

≤ c
(
‖b‖

W
1/2
2 (R2)

+ ‖g‖
W

3/2
2 (R2)

)
,

‖p(0)‖
W

l+1/2
2 (R2)

≤ c
(
‖b‖

W
l+1/2
2 (R2)

+ ‖g‖
W

l+3/2
2 (R2)

)
.

To estimate the norms of ρ, we use the identities

(2.14)

s1ρ̃ = g̃ − ṽ3(0),

σ|ξ|2ρ̃ = b̃3 +
(
p̃− 2ν

dṽ3
dx3

)∣∣∣
x3=0

= b̃3 +

(
p̃(0) + 2ν

2∑
j=1

iξj ṽj(0)

)
.

Since

ṽ3(0) =

∑3
j=1 U3j b̃j

ν2r1(r1 + |ξ|)P1
− σξ2U33g̃

ν2s1r1(r1 + |ξ|)P1
,

and, as a consequence,

|ṽ3(0)| ≤ c(|ξ| |r|−2|b̃|+ |g̃|),
relations (2.14) imply that

(2.15) γ|ρ̃| ≤ c(|ξ| |r|−2|b̃|+ |g̃|), σ|ξ|2|ρ̃| ≤ c(|b̃|+ (1 + |ξ|)|g̃|).
Hence,

(2.16)
‖ρ‖

W
5/2
2 (R2)

≤ c
(
‖b‖

W
1/2
2 (R2)

+ ‖g‖
W

3/2
2 (R2)

)
,

‖ρ‖
W

l+5/2
2 (R2)

≤ c
(
‖b‖

W
l+1/2
2 (R2)

+ ‖g‖
W

l+3/2
2 (R2)

)
.



ON A FREE BOUNDARY PROBLEM 1029

Now we pass to estimating sρ̃. By (2.14),

|s| |ρ̃| ≤ |V ′| |ξ| |ρ̃|+ c(|ξ| |r|−2|b̃|+ |g̃|),
which yields
(2.17)

|s| ‖ρ‖
W

l+3/2
2 (R2)

≤ |V ′| ‖ρ‖
W

l+5/2
2 (R2)

+ c(‖b‖
W

l+1/2
2 (R2)

+ ‖g‖
W

l+3/2
2 (R2)

),

|s|1+l/2‖ρ‖
W

3/2
2 (R2)

≤ |V ′| |s|l/2‖ρ‖
W

5/2
2 (R2)

+ c|s|l/2(‖b‖
W

1/2
2 (R2)

+ ‖g‖
W

3/2
2 (R2)

).

Estimates (2.16), (2.17) show that

|s|l/2‖p(0)‖
W

1/2
2 (R2)

+ ‖p(0)‖
W

l+1/2
2 (R2)

+ |s|l/2‖ρ‖
W

5/2
2 (R2)

+ ‖ρ‖
W

l+5/2
2 (R2)

+ |s| ‖ρ‖
W

l+3/2
2 (R2)

+ |s|1+l/2‖ρ‖
W

3/2
2 (R2)

≤ c
(
|s|l/2‖b‖

W
1/2
2 (R2)

+ ‖b‖
W

l+1/2
2 (R2)

+ |s|l/2‖g‖
W

3/2
2 (R2)

+ ‖g‖
W

l+3/2
2 (R2)

)
.

(2.18)

Step 2. Consider the problem

(2.19)

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

sv + (V ′ · ∇′)v − ν∇2v +∇p = f(x),

∇ · v(x) = 0, x3 > 0,

ν
(∂v3
∂xj

+
∂vj
∂x3

)
= 0, j = 1, 2,

− p+ 2ν
∂v3
∂x3

− σΔ′ρ = 0,

sρ+ V ′ · ∇′ρ+ v3 = 0, x3 = 0.

Our goal is to construct the solution of (2.19) and to obtain an estimate similar to
(2.11), (2.18). Without loss of generality, we may assume that ∇ · f = 0; otherwise we
could decompose f in the sum of a divergence free and a potential vector field:

f = f ′ +∇φ,

where φ is a solution of the Dirichlet problem

∇2φ(x) = ∇ · f(x), x3 > 0, φ|x3=0 = 0.

Problem (2.19) is equivalent to a similar problem with f ′ instead of f and p′ = p − φ
instead of p.

Thus, we assume that f is divergence free and extend f to R
3 with preservation of

this property and of the regularity properties; namely, we require that ∇ · f∗ = 0,

‖f∗‖L2(R3) ≤ c‖f‖L2(R3
+), ‖f∗‖W l

2(R
3) ≤ c‖f‖W l

2(R
3
+),

where f∗ is the extension of f .
We define u as the solution of the system

su+ (V ′ · ∇)u− ν∇2u = f∗(x), x ∈ R
3.

Taking the Fourier transform with respect to x1, x2, x3, we obtain the solution in the
form

ũ(ξ) =
f̃
∗

s1 + νξ2
,

where ξ = (ξ1, ξ2, ξ3) is the dual variable and s1 = s+ iV ′ · ξ. It is clear that ∇ · u = 0.
The corresponding pressure p vanishes. The vector field u satisfies the inequalities

|s| ‖u‖L2(R3) ≤ c‖f∗‖L2(R3), ‖u‖W l+2
2 (R3) ≤ c‖f∗‖W l

2(R
3),
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and, as a consequence,

|s|1+l/2‖u‖L2(R3) + ‖u‖W l+2
2 (R3) ≤ c(|s|l/2‖f‖L2(R3) + ‖f‖W l

2(R
3)).

The difference w = v − u is a solution of (2.3) with

bj(x) = −ν
(∂u3

∂xj
+

∂uj

∂x3

)
, j = 1, 2, 3, g = −u3.

Hence, w, p, ρ satisfy (2.11), (2.18). It follows that

‖v‖2
W l+2

2 (R3
+)

+ |s|l+2‖v‖2L2(R3
+) + ‖∇p‖2W l

2(R
3
+) + |s|l‖∇p‖2L2(R3

+)

+ |s|l‖p(0)‖2
W

1/2
2 (R2)

+ ‖p(0)‖2
W

l+1/2
2 (R2)

+ |s|l‖ρ‖2
W

5/2
2 (R2)

+ ‖ρ‖2
W

l+5/2
2 (R2)

+ |s|2‖ρ‖2
W

l+3/2
2 (R2)

+ |s|2+l‖ρ‖2
W

3/2
2 (R2)

≤ c
(
‖f‖2W l

2(R
3
+) + |s|l‖f‖2L2(R3

+)

)
.

(2.20)

Step 3. We consider the problem

(2.21)

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

sv − ν∇2v +∇p = f(x),

∇ · v(x) = 0, x3 > 0,

ν
(∂v3
∂xj

+
∂vj
∂x3

)
= bj , j = 1, 2,

− p+ 2ν
∂v3
∂x3

− σΔ′ρ = b3(x
′),

sρ+ V ′ · ∇′ρ+ v3 = g(x′), x3 = 0.

The first equation can be written in the form

sv + (V ′ · ∇)v − ν∇2v +∇p = f(x) + (V ′ · ∇)v,

and the term (V ′ · ∇)v can be estimated by an interpolation inequality as follows:

‖(V ′ · ∇)v‖W l
2(R

3
+) ≤ c|s|−1/2

(
‖v‖W l+2

2 (R3
+) + |s|1+l/2‖v‖L2(R3

+)

)
,

|s|l/2‖(V ′ · ∇)v‖L2(R3
+) ≤ c|s|−1/2

(
‖v‖W l+2

2 (R3
+) + |s|1+l/2‖v‖L2(R3

+)

)
,

whence

‖(V ′ ·∇)v‖W l
2(R

3
+)+ |s|l/2‖(V ′ ·∇)v‖L2(R3

+) ≤ c|s|−1/2
(
‖v‖2

W l+2
2 (R3

+)
+ |s|1+l/2‖v‖2L2(R3

+)

)
.

If |s| is sufficiently large, then (2.11), (2.18), and (2.20) yield
(2.22)

‖v‖2
W l+2

2 (R3
+)

+ |s|l‖v‖2L2(R3
+) + ‖∇p‖2W l

2(R
3
+) + |s|l‖∇p‖2L2(R3

+)

+ |s|l‖p(0)‖2
W

1/2
2 (R2)

+ ‖p(0)‖2
W

l+1/2
2 (R2)

+ |s|l‖ρ‖2
W

5/2
2 (R2)

+ ‖ρ‖2
W

l+5/2
2 (R2)

+ |s|2‖ρ‖2
W

l+3/2
2 (R2)

+ |s|2+l‖ρ‖2
W

3/2
2 (R2)

≤ c
(
‖f‖2W l

2(R
3
+) + |s|l‖f‖2L2(R3

+) + ‖b‖2
W

l+1/2
2 (R2)

+ |s|l+1/2‖b′‖2L2(R2)

+ |s|l‖b3‖2W 1/2
2 (R2)

+ ‖g‖2
W

l+3/2
2 (R2)

+ |s|l‖g‖2
W

3/2
2 (R2)

)
.
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Step 4. We consider the problem

(2.23)

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

sv(x)− ν∇2v(x) +∇p(x) = 0,

∇ · v(x) = h(x), x ∈ R
3
+,

ν
(∂v3
∂xj

+
∂vj
∂x3

)
= 0, j = 1, 2,

− p+ 2ν
∂v3
∂x3

− σΔ′ρ = 0,

sρ+ (V ′ · ∇)ρ+ v3 = 0, x3 = 0,

under the assumption that h decays sufficiently rapidly at infinity, and

(2.24) h = ∇ ·H(x) + h′(x)

with compactly supported h′. We reduce (2.23) to (2.21). For this, we introduce w =
∇Φ(x), where Φ is a solution of the Dirichlet problem

(2.25) ∇2Φ(x) = h(x), x ∈ R
3
+, Φ(x)|x3=0 = 0.

By the Green identity,

(2.26)

∫
R

3
+

|∇Φ(x)|2 dx = −
∫
R

3
+

Φ(x)∇2Φ(x) dx =

∫
R

3
+

(∇Φ(x) ·H − h′(x)Φ(x)) dx

≤ c
(
‖H‖L2(R3

+)‖∇Φ‖L2(R3
+) + ‖h′‖L6/5(supp h′)‖Φ‖L6(R3

+)

)
≤ c‖∇Φ‖L2(R3

+)

(
‖H‖L2(R3

+) + ‖h′‖L2(R3
+)

)
.

Moreover, the coercive estimate for problem (2.25) yields

‖∇Φ‖Ẇ 2+l
2 (R3

+) ≤ c‖h‖Ẇ 1+l
2 (R3

+),

whence

(2.27)
‖w‖W l+2

2 (R3
+) + |s|1+l/2‖w‖L2(R3

+)

≤ c|s|1+l/2
(
‖H‖L2(R3

+) + ‖h′‖L2(R3
+)

)
+ c‖h‖W 1+l

2 (R3
+).

The functions v1 = v−w, p, ρ represent the solution of problem (2.21) with the data

f = −sw + ν∇2w,

bj = −ν
(∂wj

∂x3
+

∂w3

∂xj

)
, j = 1, 2, b3 = −2ν

∂w3

∂x3
, g = −w3,

and they can be estimated by (2.22). Together with (2.27), this estimate yields

‖v‖2
W l+2

2 (R3
+)

+ |s|2+l‖v‖2L2(R3
+) + ‖∇p‖2W l

2(R
3
+) + |s|l‖∇p‖2L2(R3

+)

+ |s|l‖p(0)‖2
W

1/2
2 (R2)

+ ‖p(0)‖2
W

l+1/2
2 (R2)

+ |s|l‖ρ‖2
W

5/2
2 (R2)

+ ‖ρ‖2
W

l+5/2
2 (R2)

+ |s|2‖ρ‖2
W

l+3/2
2 (R2)

+ |s|2+l‖ρ‖2
W

3/2
2 (R2)

≤ c|s|2+l
(
‖H‖2L2(R3

+) + ‖h′‖2L2(R3
+)

)
+ c‖h‖2

W 1+l
2 (R3

+)
.

(2.28)

Step 5. We estimate the solution of (2.1) in the vicinity of an arbitrary fixed point
x0 ∈ G by Schauder’s localization method. Without loss of generality, we may assume
that x0 = 0 and that the inward normal −N(0) is parallel to e3. Let ζ(x) be a smooth
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cutoff function equal to 1 for |x| ≤ δ/2 and to zero in the domain |x| ≥ δ. The functions
w = ζ(x)v(x), q = ζp, r = ζρ satisfy the equations

(2.29)

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
sw − ν∇2w +∇q = f(x)ζ(x) +m1(v, p),

∇ ·w(x) = ∇ζ · v(x), x ∈ F ,

T (w, q)N − σNΔGr = ζ(x)d(x) +m2(v, ρ),

sr(x) + V ′ · ∇r −w(x) ·N(x) = ρV ′ · ∇ζ + g(x)ζ(x), x ∈ G,

where

m1(v, p) = −2ν∇ζ(x) · ∇v − νv∇2ζ + p∇ζ,

m2(v, ρ) = ν
(
v(x)

∂ζ

∂N
+∇ζ(x)(v ·N)

)
+Nσ

(
ζ(x)ΔGρ−ΔG(ζρ)− b(x)ζ(x)ρ(x)

)
.

We assume that in the d-neighborhood of the origin (d ≥ 2δ) the surface G is given
by the equation

x3 = φ(x′), x′ = (x1, x2).

The function φ is smooth and φ(0) = 0, ∇φ(0) = 0, which implies that

(2.30) |∇φ(x′)| ≤ c|x′|, |φ(x′)| ≤ c|x′|2

for |x′| ≤ d. The components of N and the Laplace–Beltrami operator ΔG are expressed
in terms of φ as follows:

Nα =
φyα√

1 + |∇φ|2
, α = 1, 2, N3 = − 1√

1 + |∇φ|2
,

ΔG =
1√

1 + |∇φ|2
2∑

α,β=1

∂

∂yα

(
δαβ

√
1 + |∇φ|2 −

φyα
φyβ√

1 + |∇φ|2
) ∂

∂yβ
.

We make a change of variables in (2.29):

y = F (x) : y′ = x′, y3 = x3 − φ(x′).

If d is sufficiently small, then the transformation F is invertible, establishing a one-to-one
correspondence between the domain Kd = {|x| ≤ d, x ∈ F} and a certain subdomain

D of R3
+. The operators ∇x and S(v) are transformed into ∇̂ = ∇y − ∂

∂y3
∇φ(y′) and

Ŝ(v) = ∇̂v + (∇̂v)T , respectively, and we have

∇x · f(x) = ∇̂ · f(x(y)) = ∇y · f̂(y),

where f̂i = fi − δi3
∑2

α=1 φyα
fα.

We write equations (2.29) in the variables {y}, keeping the old notation for all trans-
formed functions. We have

(2.31)

{
sw − ν∇2w +∇q = M1(w, q) +m1(v, p) + ζf ,

∇ ·w = (∇− ∇̂) ·w + ∇̂ζ · v,

where ∇ = ∇y,

(2.32) M1(w, q) = ν(∇̂2 −∇2)w + (∇− ∇̂)q.

We note that the function ∇ζ · v can be written in the form

(2.33) ∇ζ · v =
1

s
∇ζ · (ν∇2v −∇p+ f) = ∇ ·As(v, p) + as(v, p) +

1

s
∇ζ · f ,
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where

(2.34)
As(v, p) =

1

s

(
ν∇v∇ζ − p∇ζ

)
,

as(v, p) =
1

s

(
− νD2ζ : ∇v + p∇2ζ

)
,

D2ζ =
(

∂2ζ
∂xi∂xj

)
i,j=1,2,3

, and ∇v =
(
∂vi
∂xj

)
i,j=1,2,3

. Consequently, h ≡ (∇−∇̂) ·w+ ∇̂ζ ·v
satisfies (2.24) with

(2.35) H = e3

2∑
α=1

φyα
wα + Âs(v, p), h′ = as(v, p) +

1

s
∇̂ζ · f .

We write the boundary condition TN − σNΔGr = ζd + m2 for the tangential and
normal components separately; moreover, we can take only the first two components of
the tangential part. This gives the following system of three equations:

ν

( 3∑
i=1

Ŝαi(w)Ni −Nα(N · Ŝ(w)N)

)
= ζ(dα −Nα(d ·N)) +m2α −Nα(N ·m2),

α = 1, 2,

−q + νN · Ŝ(w)N − σΔGr = ζd ·N +m2 ·N ,

i.e.,

(2.36)

{
νSα3(w) = Lα(w) + lα(v) + ζd′α(y), α = 1, 2,

− q + νS33(w)− σΔ′r = L3(w) +B′r + l3(v) + ζd ·N ,

where d′α = dα −Nα(d ·N),

Lα(w) = ν
(
Sα3 −

3∑
j=1

ŜαjNj +Nα(N · Ŝ(w)N)
)
,

L3(w) = ν
(
S33(w)−N · Ŝ(w)N

)
,

B′r = −σ(Δ′ −ΔG)r,

lα(v) = m2α(v)−Nα(m2(v) ·N),

l3(v) = m2 ·N .

Finally, we have

(2.37) sr + V ′ · ∇′r + w3 = (w3 +w ·N) + ρV ′ · ∇′ζ + ζg.

Now, we extend w, q, r by zero to R
3
+ and R

2 and regard (2.31), (2.36), (2.37) as a
problem of the type (2.21) in the half-space. We estimate w, q, r with the help of (2.22),

(2.28). Observe that, by (2.30), the leading coefficients of the operators M1, ∇−∇̂, Li,
B′ are small provided so is δ. By [2, Lemma 4.1],

‖M1‖W l
2(R

3
+) ≤ cδθ

(
‖w‖W 2+l

2 (R3
+) + ‖∇q‖W l

2(R
3
+)

)
+ c(θ)

(
‖w‖W l+1

2 (R3
+) + ‖∇q‖W l−1

2 (R3
+)

)
,

|s|l/2‖M1‖L2(R3
+) ≤ c|s|l/2

(
δ(‖w‖W l

2(R
3
+) + ‖∇q‖L2(R3

+)) + ‖w‖W 1
2 (R

3
+)

)
,
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where θ ∈ (0, 1). By interpolation inequalities,

‖w‖W l+1
2 (R3

+) ≤ c
(
|s|−1/2‖w‖W l+2

2 (R3
+) + |s|1/2+l/2‖w‖L2(R3

+)

)
,

‖∇q‖W l−1
2 (R3

+) ≤ c
(
|s|−1/2‖∇q‖W l

2(R
3
+) + |s|l/2−1/2‖∇q‖L2(R3

+)

)
,

‖w‖W 1
2 (R

3
+) ≤ c

(
|s|−l/2−1/2‖w‖W l+2

2 (R3
+) + |s|1/2‖w‖L2(R3

+)

)
,

whence

‖M1‖W l
2(R

3
+) + |s|l/2‖M1‖L2(R3

+) ≤ c(δθ + c(δ)|s|−1/2)

×
(
‖w‖W l+2

2 (R3
+) + ‖∇q‖W l

2(R
3
+) + |s|1+l/2‖w‖L2(R3

+) + |s|l/2‖∇q‖L2(R3
+)

)
.

In a similar way we obtain

2∑
j=1

(
‖Lj(w)‖

W
l+1/2
2 (R2)

+ |s|l/2+1/4‖Lj(w)‖L2(R2)

)
+ ‖L3(w)‖

W
l+1/2
2 (R2)

+ |s|l/2‖L3(w)‖
W

1/2
2 (R2)

+ ‖w3 +w ·N‖
W

l+3/2
2 (R2)

+ |s|l/2+3/4‖w3 +w ·N‖L2(R2)

+ ‖(∇− ∇̂) ·w‖W l+1
2 (R3

+) + |s|1+l/2‖e3
2∑

α=1

φyα
wα‖L2(R3

+)

≤ c(δθ + c(δ)|s|−1/2)
(
‖w‖W l+2

2 (R3
+) + |s|l/2+1‖w‖L2(R3

+)

)
,

‖B′r‖
W

l+1/2
2 (R2)

+ |s|l/2‖B′r‖
W

1/2
2 (R2)

≤ cδθ‖r‖
W

l+5/2
2 (R2)

+ c(θ)‖r‖
W

l+3/2
2 (R2)

+ |s|l/2
(
cδθ‖r‖

W
5/2
2 (R2)

+ c(θ)‖r‖
W

3/2
2 (R2)

)
≤ c(δθ + c(δ)|s|−1/2)

(
‖r‖

W
l+5/2
2 (R2)

+ |s|l/2‖r‖
W

5/2
2 (R2)

+ |s|1+l/2‖r‖
W

3/2
2 (R2)

)
.

Now we pass to estimating ∇̂ζ · v, m1, and m2. We have

‖∇̂ζ · v‖W l+1
2 (R2) + ‖m1‖W l

2(R
3
+) + |s|l/2‖m1‖L2(R3

+)

+

2∑
α=1

(
‖m2α−Nα(m2 ·N)‖

W
l+1/2
2 (R2)

+ |s|l/2+1/4‖m2α−Nα(m2 ·N)‖L2(R2)

)
+ ‖m2 ·N‖

W
l+1/2
2 (R2)

+ |s|l/2‖m2 ·N‖
W

1/2
2 (R2)

≤ c(δ)
(
‖v‖W l+1

2 (K2δ)
+ |s|l/2‖v‖W 1

2 (K2δ) + ‖v‖
W

l+1/2
2 (S2δ)

+ |s|l/2+1/4‖v‖L2(S2δ)

+ |s|l/2‖v‖
W

1/2
2 (S2δ)

+ ‖ρ‖
W

l+3/2
2 (S2δ)

+ |s|l/2‖ρ‖
W

3/2
2 (S2δ)

+ ‖p‖W l
2(K2δ)

+ |s|l/2‖p‖L2(K2δ)

)
,

and moreover,

|s|1+l/2
(
‖As‖L2(R3

+) + ‖as‖L2(R3
+)

)
≤ c|s|l/2

(
‖v‖W 1

2 (K21δ) + ‖p‖L2(K2δ)

)
.

The coefficient δθ + c(δ)|s|−1/2 can be made arbitrarily small by the choice of a small
δ and large |s|. In this case, it is not hard to verify that an application of (2.22), (2.28)
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to our problem (2.31), (2.36), (2.37) leads to the inequality
(2.38)

‖w‖2
W l+2

2 (R3
+)

+ |s|2+l‖w‖2L2(R3
+) + ‖∇q‖2W l

2(R
3
+) + |s|l‖∇q‖2L2(R3

+)

+ |s|l‖q(0)‖2
W

1/2
2 (R2)

+ ‖q(0)‖2
W

l+1/2
2 (R2)

+ |s|l‖r‖2
W

5/2
2 (R2)

+ ‖r‖2
W

l+5/2
2 (R2)

+ |s|2‖r‖2
W

l+3/2
2 (R2)

+ |s|2+l‖r‖2
W

3/2
2 (R2)

≤ c
(
‖ζf‖2W l

2(R
3
+) + |s|l‖ζf‖2L2(R3

+) + ‖ζd′‖2
W

l+1/2
2 (R2)

+ |s|l+1/2‖ζd′‖2L2(R2)

+ ‖ζd ·N‖2
W

l+1/2
2 (R2)

+ |s|l‖ζd ·N‖2
W

1/2
2 (R2)

+ ‖ζg‖2
W

l+3/2
2 (R2)

+ |s|l‖ζg‖2
W

3/2
2 (R2)

)
+ c

(
‖p‖2W l

2(K2δ)
+ |s|l‖p‖2L2(K2δ)

+ ‖v‖2
W l+1

2 (K2δ)
+ |s|l‖v‖2W 1

2 (K2δ)
+ ‖v‖2

W
l+1/2
2 (S2δ)

+ |s|l+1/2‖v‖2L2(S2δ)
+ |s|l‖v‖2

W
1/2
2 (S2δ)

+ ‖ρ‖2
W

l+3/2
2 (S2δ)

+ |s|l‖ρ‖2
W

3/2
2 (S2δ)

)
.

Inequalities of this type can be obtained in a neighborhood of any point of G and also
of any interior point of F if the distance of that point to G is larger that δ1 > 0 (in this
case the norms of g and d do not occur in the estimate). If we cover F by a finite number
of such neighborhoods and add estimates (2.38) together, we obtain

(2.39)

‖v‖2
W 2+l

2 (F)
+ |s|l‖v‖2L2(F) + ‖∇p‖2W l

2(F) + |s|l‖∇p‖2L2(F)

+ ‖p‖2
W

l+1/2
2 (G) + |s|l‖p‖2

W
1/2
2 (G) + ‖ρ‖2

W
l+5/2
2 (G) + |s|l‖ρ‖2

W
5/2
2 (G)

+ |s|2‖ρ‖2
W

l+3/2
2 (G) + |s|2+l‖ρ‖2

W
3/2
2 (G)

≤ c
(
‖f‖2L2(F) + |s|l‖f‖2L2(F) + ‖ΠGd‖2W l+1/2

2 G + |s|l+1/2‖ΠGd‖2L2(G)

+ ‖d ·N‖2
W

l+1/2
2 (G)+ |s|l‖d ·N‖2

W
1/2
2 (G)+ ‖g‖2

W
l+3/2
2 (G)+ |s|l‖g‖2

W
3/2
2 (G)

)
+ c

(
‖p‖2W l

2(F) + |s|l‖p‖2L2(F) +N2
1 (v) +N2

2 (ρ)
)
,

where

N2
1 (v) = ‖v‖2

W l+1
2 (F)

+ |s|l‖v‖2W 1
2 (F) + ‖v‖2

W
l+1/2
2 (G) + |s|l+1/2‖v‖2L2(G) + |s|l‖v‖2

W
1/2
2 (G),

N2
2 (ρ) = ‖ρ‖2

W
l+3/2
2 (G) + |s|l‖ρ‖2

W
3/2
2 (G).

At the next step we estimate p.

Step 6. We have assumed that f is divergence free. Hence, p can be regarded as a
solution of the problem

∇2p = 0, x ∈ F , p = νN · S(v)N + σLρ− d ·N , x ∈ G.
It is well known that

‖p‖L2(F) ≤ c‖νN · S(v)N + σLρ− d ·N‖L2(G)

≤ c
(
‖∇v‖L2(G) + ‖ρ‖W 2

2 (G) + ‖d ·N‖L2(G)

)
.

By the interpolation inequality

‖p‖2W l
2(F) ≤ ε‖∇p‖2W l

2(F) + c(ε)‖p‖2L2(F),

we have

‖p‖2W l
2(F) + |s|l‖p‖2L2(F)

≤ ε‖∇p‖2W l
2(F) + c(ε)|s|l

(
‖∇v‖2L2(G) + ‖ρ‖2W 2

2 (G)
+ ‖d ·N‖2L2(G)

)(2.40)
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and

|s|l‖ρ‖2W 2
2 (G)

≤ c|s|l
(
|s|−1/2‖ρ‖2

W
5/2
2 (G) + |s|1/2‖ρ‖2

W
3/2
2 (G)

)
,

|s|l‖∇v‖2L2(G) ≤ c|s|l
(
|s|−l−1/2‖v‖2

W l+2
2 (F)

+ |s|3/2‖v‖2L2(F)

)
.

Estimating the expressions N2
1 (v) and N2

2 (ρ) in a similar way, we show that (2.39) and
(2.40) imply (2.2) in the case of large |s|.

The solvability of problem (2.1) is established in §3. �

§3. End of the proof of Theorem 2.1

Continuing the proof of Theorem 2.1, we establish the solvability of the problem
(2.1). We use the method applied in [7] to the analysis of parabolic initial-boundary
value problems and in [2] to the evolution Stokes problem similar to (1.1).

We need the following auxiliary proposition.

Proposition 3.1. For arbitrary f ∈ W l
2(F) and d ∈ W

l+1/2
2 (G), the problem

(3.1)

⎧⎪⎨⎪⎩
sv − ν∇2v +∇p = f(x),

∇ · v(x) = 0, x ∈ F ,

T (v, p)N = d(x), x ∈ G,

with Re s � 1 has a unique solution v ∈ W 2+l
2 (F), p ∈ W l+1

2 (F), and this solution
satisfies the inequality

‖v‖W l+2
2 (F) + |s|1+l/2‖v‖L2(F) + ‖∇p‖W l

2(F) + |s|l/2‖∇p‖L2(F)

+ ‖p‖
W

l+1/2
2 (G) + |s|l/2‖p‖

W
l/2
2 (G)

≤ c
(
‖f‖W l

2(F) + |s|l/2‖f‖L2(F) + ‖ΠGd‖W l+1/2
2 (G)

+ |s|l/2+1/4‖ΠGd‖L2(G) + ‖d ·N‖
W

l+1/2
2 (G) + |s|l/2‖d ·N‖

W
1/2
2 (G)

)
.

(3.2)

This theorem was proved in [8]; see also [9].
We consider problem (2.1) with f = 0 and d = 0. Let {ϕk}, k = 1, 2, . . . , be a

sufficiently “fine” smooth partition of unity,
∑

k ϕk(x) = 1, defined on G and in a certain

neighborhood of G. We may assume that suppϕi ⊂ K
(i)
δ , where K

(i)
δ is a ball |x−xi| ≤ δ,

xi ∈ G. We also assume that there exist smooth functions ψi(x) with suppψi ⊂ Ki
δ such

that ψi(x)ϕi(x) = ϕi(x). We suppose that

|Djϕi(x)|+ |Djψi(x)| ≤ cδ−|j|

and that each point x can belong to at most M0 balls K
(i)
δ with M0 independent of δ.

Let y3 = φi(y
′), y′ = (y1, y2), be the equation of G in a neighborhood of the point

xi in a local Cartesian coordinate system y = (y1, y2, y3) with center at xi and with the
y3-axis directed along the vector −N(xi). It is clear that y = Ci(x − xi), where Ci is
an orthogonal matrix. Without loss of generality it may be assumed that φi is defined
on the entire plane y3 = 0 (i.e., on the tangent plane to G at the point xi) and satisfies
(2.30) near the origin. The transformation z1 = y1, z2 = y2, z3 = y3−φi(y

′) “rectifies” G
near xi. We denote by Zj(x) the composition of this transformation with y = Ci(x−xi).
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Now we describe briefly the method to be used to prove the solvability of the problem

(3.3)

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
sv − ν∇2v +∇p = 0,

∇ · v(x) = 0, x ∈ F ,

T (v, p)N + σNLρ = 0,

sρ+ V · ∇τρ− v(x) ·N(x) = g(x), x ∈ G.

We construct a linear operator R that takes every function g ∈ W
l+3/2
2 (G) to an

element U = (v, p, ρ), where v is a divergence free vector field belonging to W l+2
2 (F),

p ∈ W l+1
2 (F) and ρ ∈ W

l+5/2
2 (G), such that

(3.4)

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
sv − ν∇2v +∇p = 0,

∇ · v(x) = 0, x ∈ F ,

T (v, p)N + σNLρ = 0,

sρ+ V · ∇τρ− v(x) ·N(x) = g(x) +Ag(x), x ∈ G,

where A is a continuous linear operator inW
l+3/2
2 (G), and the operator I+A is invertible.

Then U = R(I +A)−1g is a solution of (3.3), as required.
We define Rg as the sum of three terms:

Rg = R1g + R2g +R3g = U1 + U2 + U3, Uj = (v(j), p(j), ρ(j)).

We set

R1g =
∑
k

ψk(x)(vk(x), pk(x), ρk(x)),

where

vk(x) = C−1
k uk(Zkx), p(x) = qk(Zkx), ρk(x) = rk(Zkx),

and (uk, qk, rk) is a solution of the half-space problem

(3.5)

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

suk(z)− ν∇2
zuk(z) +∇zqk(z) = 0,

∇ · uk(z) = 0, z ∈ R
3
+ = {z3 > 0},

∂uk3

∂zj
+

∂ukj

∂z3
= 0, j = 1, 2,

− qk + 2ν
∂uk3

∂z3
− σΔ′

zrk = 0,

srk(z) + V k · ∇′
zrk(z) + uk3 = g(z)ϕk(z), z3 = 0,

with V k = CkV (xk), z = Zj(x).

It is clear that v(1) ∈ W l+2
2 (F), p(1) ∈ W l+1

2 (F), ρ(1) ∈ W
l+5/2
2 (G). We set

(3.6)

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

sv(1) − ν∇2v(1) +∇p(1) ≡ f1(x),

∇ · v(1)(x) ≡ f1(x), x ∈ F ,

T (v(1), p(1))N + σNLρ(1)(x) ≡ d1(x),

sρ(1) + V (x) · ∇τρ
(1) − v(1)(x) ·N(x) ≡ g(x) + g1(x), x ∈ G,

and we define R2g = (v(2), 0, 0), v(2) = ∇Φ(x), where Φ is a solution of the Dirichlet
problem

∇2Φ(x) = −f1(x), x ∈ F , Φ|G = 0.
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Finally, R3g = (v(3), p(3), 0) is a solution of⎧⎪⎪⎨⎪⎪⎩
sv(3) − ν∇2v(3) +∇p(3) = f2(x),

∇ · v(3)(x) = 0, x ∈ F ,

T (v(3), p(3))N = d2(x),

where

f2 = −f1 − (sv(2) − ν∇2v(2)),

d2 = −d1 − S(v(2))N .

Then the element Rg = (v, p, ρ) is a solution of (3.4) with Ag = g1+v(2) ·N+v(3) ·N . We

have v(2) ∈ W 2+l
2 (F), f2 ∈ W l

2(F), d2 ∈ W
l+1/2
2 (G), v(3) ∈ W l+2

2 (F), p(3) ∈ W l+1
2 (F),

Ag = g1 − v(2) ·N − v(3) ·N ∈ W
l+3/2
2 (G).

It remains to prove that I +A is invertible.
We compute the functions f1, f1, d1, g1 occurring in (3.6). Since

v(1)(x) =
∑
k

ψk(x)vk(x), p(1)(x) =
∑
k

ψk(x)pk(x), x ∈ F ,

ρ(1)(x) =
∑
k

ψk(x)ρk(x), x ∈ G,

we have

f1(x)=
∑
k

ψk(x)(svk − ν∇2vk +∇pk)− ν
∑
k

(∇2(ψkvk)− ψk∇2vk)

+
∑
k

(∇(ψkpk)− ψk∇pk),

f1(x) =
∑
k

(∇ψk · vk + ψk∇ · vk(x)),

ΠGd1 =
∑
k

ψkΠGS(vk)N +
∑
k

ΠG(S(ψkvk)− ψkS(vk))N ,

d1 ·N =
∑
k

ψk(−pk + νN · S(vk)N + σLρk)

+ ν
∑
k

N · (S(ψkvk)− ψkS(vk))N + σ
∑
k

(L(ψkρk)− ψkLρk).

Consider the leading terms in the above formulas. By (3.5),

(3.7)
svk − ν∇2

xvk +∇xpk = C−1
k (ν(∇2

y −∇2
z)uk + (∇y −∇z)qk),

∇ · vk = (∇y −∇z) · uk.

Moreover, ΠGSx(vk)N = C−1
k ΠkSy(uk)Nk, where Πkf = f −Nk(Nk · f) and Nk =

CkN is the vector whose components are given by

Nkj(y) =
φkyj√

1 + |∇φk|2
, j = 1, 2, Nk3 = − 1√

1 + |∇φk|2

in a neighborhood of the origin. Hence,

(3.8)

ΠGSx(vk)N = ΠG
(
ΠGC

−1
k (Sy(uk)Nk −

2∑
j=1

ejSzj3(uk))
)
,

−pk + νN · Sx(vk)N + σLρk = ν
(
Nk · Sy(uk)Nk − 2

∂uk3

∂z3

)
+ σ(L+Δ′

z)rk,
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where Sy(u) = (∇yu) + (∇yu)
T . Finally, the identity

sρ(1) + V (x) · ∇τρ
(1) − v(1) ·N

=
∑
k

ψk(sρk + V (x) · ∇τρk − vk ·N) +
∑
k

(V (x) · ∇τψk)ρk

shows that

(3.9) g1 =
∑
k

ψk((V k(y) ·∇yτ −V k(0) ·∇′
z)rk − (uk ·N +uk3))+

∑
k

(V (x) ·∇τψk)ρk

with V k = CkV .
A simple calculation yields

∂

∂zj
=

∂

∂yj
− ∂

∂y3
φk,j(y

′), φk,j = (1− δ3j)
∂φk

∂yj
,

so that

∇y · uk −∇z · uk =

2∑
j=1

φk,j
∂ukj

∂y3
.

Hence,

f1(x) =
∑
k

(∇ψk · vk + ψk(∇y −∇z) · uk)

=
∑
k

∇ψk · vk +
∑
k

3∑
m,j=1

ψkC3m
∂

∂xm
φk,jukj

=
3∑

m,j=1

∂

∂xm

∑
k

ψkC3mφk,jukj +
∑
k

χk · uk,

where χk is the vector field with the components

χkj =

3∑
m=1

Cjm
∂ψk

∂xm
−

3∑
m=1

∂

∂xm
(ψkC3mφk,j).

Since

uk(z, t) =
1

s
(ν∇2

zuk −∇zqk) =
1

s

3∑
j,m=1

∂

∂xm
(Cjm − C3mφk,j)

(
ν
∂uk

∂zj
− ejqk

)
,

we have

f1 = ∇ · F + F ′

with

(3.10)

Fm(x) =
∑
k

χk ·
3∑

j=1

1

s
(Cjm − C3mφk,j)

(
ν
∂uk

∂zj
− ejqk

)

+
∑
k

ψk(x)C3m

3∑
j=1

2∑
α=1

φk,αukα,

F ′(x) = −
∑
k

3∑
m=1

∂χk(x)

∂xm
·

3∑
j=1

1

s
(Cjm − C3mφk,j)

(
ν
∂uk

∂zj
− ejqk

)
.
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Now we pass to estimates. Since every point of F ∩G belongs to at most M0 domains

K
(i)
δ , the functions of the form f(x) =

∑
j fj(x), supp fj ⊂ K

(j)
δ , satisfy the inequality

‖f‖2W r
2 (F) ≤ c0

∑
j

‖fj‖2W r
2 (F)

with c0 independent of δ. By (2.16) and (2.28),

‖uk‖2W 2+l
2 (R3

+)
+ |s|2+l‖uk‖2L2(R3

+) + ‖∇qk‖2W l
2(R

3
+) + |s|l‖∇qk‖2L2(R3

+)

+ ‖qk‖2W l+1/2
2 (R2)

+ |s|l‖qk‖2W 1/2
2 (R2)

+ ‖rk‖2W l+5/2
2 (R2)

+ |s|l‖rk‖2W 5/2
2 (R2)

+ |s|2‖rk‖2W l+3/2
2 (R2)

+ |s|2+l‖rk‖2W 3/2
2 (R2)

≤ c‖gϕk‖2W l+3/2
2 (R2)

+ |s|l‖gϕk‖2W 3/2
2 (R2)

.

Observe that in (3.7)–(3.10) we have linear differential expressions with respect to uk,

qk, rk, whose leading coefficients are small in K
(k)
δ . Hence, we can use Lemma 4.1 in [2]

to obtain the inequality

‖f1‖2W l
2(F) + |s|l‖f1‖2L2(F) + ‖f1‖2W l+1

2 (F)

+ |s|2+l(‖F ‖2L2(F) + ‖F ′‖2L2(F)) + ‖ΠGd1‖2W l+1/2
2 (G)

+ |s|l+1/2‖ΠGd1‖2L2(G) + ‖d1 ·N‖2
W

l+1/2
2 (G) + |s|l‖d ·N‖2

W
1/2
2 (G)

+ ‖g1‖2W l+3/2
2 (G) + |s|l+3/2‖g1‖2L2(G)

≤ c(δθ + c(δ)|s|−1/2)2
∑
k

(
‖gϕk‖2W l+3/2

2 (R2)
+ |s|l‖gϕk‖2W 3/2

2 (R2)

)
.

Moreover, we have

‖v(2)‖2
W 2+l

2 (F)
+ |s|2+l‖v(2)‖2L2(F)

≤ c
(
‖f1‖2W 1+l

2 (F)
+ |s|2+l(‖F ‖2L2(F) + ‖F ′‖2L2(F))

)
≤ c(δθ + c(δ)|s|−1/2)2

∑
k

(
‖gϕk‖2W l+3/2

2 (R2)
+ |s|l‖gϕk‖2W 3/2

2 (R2)

)
and, by Proposition 3.1,

‖v(3)‖2
W 2+l

2 (F)
+ |s|2+l‖v(3)‖2L2(F) + ‖∇p(3)‖2W l

2(F)

+ |s|l‖∇p(3)‖2L2(F) + ‖p(3)‖2
W

l+1/2
2 (G) + |s|l‖p(3)‖2

W
1/2
2 (G)

≤ c
(
‖f2‖2W l

2(F) + |s|l‖f2‖2L2(F) + ‖ΠGd2‖2W l+1/2
2 (G)

+ |s|l+1/2‖ΠGd1‖2L2(G) + ‖d ·N‖2
W

l+1/2
2 (G) + |s|l‖d2 ·N‖2

W
1/2
2 (G)

)
≤ c(δθ + c(δ)|s|−1/2)2

∑
k

(
‖gϕk‖2W l+3/2

2 (R2)
+ |s|l‖gϕk‖2W 3/2

2 (R2)

)
.

Consequently,

‖Ag‖2
W

l+3/2
2 (G) + |s|l‖Ag‖2

W
3/2
2 (G)

≤ c
(
‖g1 + v(2) ·N + v(3) ·N‖2

W
l+3/2
2 (G) + |s|l‖g1 + v(2) ·N + v(3) ·N‖2

W
3/2
2 (G)

)
≤ c(δθ + c(δ)|s|−1/2)2

∑
k

(
‖gϕk‖2W l+3/2

2 (R2)
+ |s|l‖gϕk‖2W 3/2

2 (R2)

)
.
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It can be verified that the expression on the right does not exceed

c1(δ
θ + c1(δ)|s|−1/2)2(‖g‖2

W
l+3/2
2 (G) + |s|l‖g‖2

W
3/2
2 (G)),

which shows that A is a contraction operator in the case of small δ and large |s|. This
completes the proof of the solvability of problem (3.3).

The solution of (2.1) can be constructed as the sum

v = w1 +w2, p = π1 + π2,

where (w1, π1) is a solution of (3.1) and (w2, π2, ρ) is a solution of (3.3) with g replaced
by g +w1 ·N . Theorem 2.1 is proved.

Remark 1. We have assumed that Re s is a sufficiently large positive number. In fact,
the claim of Theorem 2.1 is true for Re s > a, where a is determined by the spectrum
of problem (2.1). It is well known (see [10, 4]) that if d = 0, then this problem can be
written in the form

(3.11) (sI −A)U = G,

where U = (v, ρ)T , G = (f , g)T , I is the (2× 2)-unit matrix and A is the (2× 2)-matrix
operator

A =

(
A11 A12

A21 A22

)
with the entries defined by

A11v = ν∇2v − p1(v), A12ρ = −p2(ρ),

A21v = v ·N |G , A22ρ = −V · ∇τρ|G .
By p1(v) and p2(ρ) we mean harmonic functions in F satisfying the boundary conditions

p1(v) = νN · S(v)N , p2(ρ) = −σLρ

on G (hence, the pressure as an independent function is excluded). The domain of A is

the subspace of W 2
2 (F)×W

5/2
2 (G) defined by the conditions ∇ · v = 0, ΠGS(v)N |G = 0.

By Theorem 2.2, for large positive Re s, equation (3.11) is solvable, and inequality (3.7)
with l = 0 yields

‖(sI −A)−1G‖D ≤ c‖G‖X ,

where D = W 2
2 (F) × W

5/2
2 (G) and X = L2(F) × W

3/2
2 (G). Therefore, (sI − A)−1 is

compact and the spectrum of A consists of eigenvalues with the only accumulation point
at infinity (in the left complex half-plane). There may exist at most finitely many points
of the spectrum in the right half-plane. Let a0 be the upper bound of the real parts of
these points. Proposition 3.1 holds true for Re s > 0; hence, in Theorem 2.1, we can
require that Re s > max(0, a0) = a.

Remark 2. The interpolation inequality

|s|l/2+3/4‖∇τρ‖L2(G) ≤ δ‖ρ‖
W

l+5/2
2 (G) + c(δ)|s|1/2‖ρ‖L2(G), δ � 1,

and the equation sρ+ V · ∇τρ− v ·N = g imply that, along with (2.2), the solution of
problem (2.1) satisfies the inequality
(3.12)

‖v‖W 2+l
2 (F) + |s|1+l/2‖v‖L2(F) + ‖p‖W l+1

2 (F) + |s|l/2‖p‖W 1
2 (F)

+ |s|1+l/2+3/4‖ρ‖L2(G)+ |s| ‖ρ‖
W

l+3/2
2 (G) + |s|l/2‖ρ‖

W
5/2
2 (G)+ ‖ρ‖

W
l+5/2
2 (G)

≤ c
(
‖f‖W l

2(F) + |s|l/2‖f‖L2(F) + |s|1/4+l/2‖d−N(d ·N)‖L2(G)

+ ‖d‖
W

l+1/2
2 (G)+ |s|l/2‖d ·N‖

W
1/2
2 (G)+ |s|l/2+3/4‖g‖L2(G)+ ‖g‖

W
l+3/2
2 (G)

)
.
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§4. Proof of Theorem 1.1

We start with the following auxiliary proposition.

Proposition 4.1. Let l be as in Theorem 1.1. If ρ ∈ W
l+5/2,0
2 (GT )∩W l/2

2 (0, T ;W
5/2
2 (G)),

and ρt ∈ W
l+3/2,0
2 (GT ) ∩W

l/2
2 (0, T ;W

3/2
2 (G)), then

(4.1) ‖ρ(·, t)‖W l+2
2 (G) ≤ c

(
‖ρ‖

W
l+5/2,0
2 (GT )

+ ‖ρt‖W l+3/2,0
2 (GT )

)
,

and for l > 1 we have

(4.2) ‖ρt(·, t)‖W l+1/2
2 (G) ≤ c

(
‖ρt‖W l+3/2,0

2 (GT )
+ |||ρt|||l/2,3/2,GT )

)
.

If ρt ∈ W
l+3/2,l/2+3/4
2 (GT ), l > 1/2, then

(4.3) ‖ρt(·, t)‖W l+1/2
2 (G) ≤ c‖ρt‖W l+3/2,l/2+3/4

2 (GT )
.

For arbitrary functions ρ0 ∈ W l+2
2 (G) and ρ1 ∈ W

l+1/2
2 (G), there exists a function

ρ ∈ W
l+5/2,0
2 (GT ) ∩W

l/2
2 (0, T ;W

5/2
2 (G))

with ρt ∈ W
l+3/2,l/2+3/4
2 (GT ) such that

ρ(x, 0) = ρ0(x), ρt(x, 0) = ρ1(x)

and

(4.4)

‖ρ‖
W

l+5/2,0
2 (GT )

+ ‖ρt‖W l+3/2,l/2+3/4
2 (GT )

+ |||ρ|||l/2,5/2,GT

≤ c
(
‖ρ0‖W l+2

2 (G) + ‖ρ1‖W l+2
2 (G)

)
.

Proof. Inequalities (4.1)–(4.3) are consequences of the trace theorems for isotropic and
anisotropic Sobolev–Slobodetskĭı spaces. We turn to the second statement of the propo-

sition. By the Slobodetskĭı inverse trace theorem [11], we can construct r1 ∈ W
l+5/2
2 (GT )

such that r1(x, 0) = ρ0(x), r1t(x, 0) = 0, and

‖r1‖W l+5/2
2 (GT )

≤ c‖ρ0‖W l+2
2 (G).

By a similar theorem in the anisotropic case, there exists r2 ∈ W
7/2+l,7/4+l/2
2 (GT ) such

that r2(x, 0) = 0, r2t(x, 0) = ρ1(x), and

‖r2‖W l+7/2,l/2+7/4
2 (GT )

≤ c‖ρ1‖W l+1/2
2 (G).

It is easily verified that ρ = r1+r2 possesses all the necessary properties. The proposition
is proved. �

Proof of Theorem 1. We reduce (2.1) to a similar problem with zero divergence by con-
structing an auxiliary vector field u1(x, t) = ∇Φ(x, t), where Φ is a solution of the
Dirichlet problem

∇2Φ(x, t) = f(x, t), x ∈ F , Φ(x, t)|x∈G = 0.

This function satisfies the inequality

(4.5) ‖Φ‖W l+3,0
2 (QT ) ≤ c‖f‖W l+1,0

2 (QT );

moreover, since

∇2Φt(x, t) = ft(x, t) = ∇ · F t(x, t), x ∈ F , Φt(x, t) = 0, x ∈ G,
we have

(4.6) ‖∇Φt‖W 0,l/2
2 (QT )

≤ c‖F t‖W 0,l/2
2 (QT )

,
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whence

(4.7) ‖u1‖W l+2,l/2+1
2 (QT )

≤ c
(
‖f‖W l+1

2 (QT ) + ‖F t‖W 0,l/2
2 (QT )

)
.

For v1 = v − u1, p, ρ we obtain

(4.8)

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

v1t − ν∇2v1 +∇p = f1(x, t),

∇ · v1(x, t) = 0, x ∈ F , t > 0,

T (v1, p)N + σNLρ = d1(x, t),

ρt + V · ∇τρ− v1(x, t) ·N(x) = g1(x, t), x ∈ G,
v1(x, 0) = v0 − u1(x, 0) ≡ w0(x), x ∈ F , ρ(x, 0) = ρ0(x), x ∈ G,

where

(4.9)

{
f1 = f − u1t + ν∇2u1,

d1 = d− νS(u1)N , g1 = g + u1 ·N .

In particular,

d1 ·N = d ·N − νN · S(u1)N |x∈G .

Now we reduce (4.8) to a similar problem with zero initial data. If l < 1, we introduce
a solenoidal vector field u2(x, t) such that u2(x, 0) = w0(x) and

‖u2‖W l+2,l/2+1
2 (QT )

≤ c‖w0‖W l+1
2 (F).

In the case where l > 1, we also compute

v1t(x, 0)|t=0 = ν∇2w0 −∇p0(x) + f1(x, 0) ≡ w1(x),

where p0 is a solution of the problem{
∇2p0(x) = ∇ · f1(x, 0), x ∈ F ,

p0(x) = νN · S(w0)N + σLρ0 − d1(x, 0) ·N , x ∈ G.

This solution satisfies the inequality

‖p0‖W l
2(F) ≤ c

(
‖f1(·, 0)‖W l−1

2 (F) + ‖w0‖W l+1
2 (F)

+ ‖ρ0‖W l+3/2
2 (G) + ‖d1(·, 0) ·N‖

W
l−1/2
2 (G)

)
,

whence

‖w1‖W l−1
2 (F) ≤ c

(
‖f1‖W l−1

2 (F) + ‖w0‖W l+1
2 (F)

+ ‖ρ0‖W l+3/2
2 (G) + ‖d1 ·N‖

W
l−1/2
2 (G)

)
.

(4.10)

We find a solenoidal vector field u2(x, t) such that

u2(x, 0) = w0(x), u2t(x, 0) = w1(x)

and

(4.11) ‖u2‖W l+2,l/2+1
2 (QT )

≤ c
(
‖w0‖W l+1

2 (F) + ‖w1‖W l−1
2 (F)

)
.

Moreover, we construct p1(x, t) and ρ1(x, t) such that p1(x, 0) = p0(x),

(4.12) ρ1(x, 0) = ρ0(x), ρ1t(x, 0) = −V (x) · ∇τρ0 −w0(x) ·N + g1(x, 0) ≡ ρ′1(x)
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and

(4.13)

‖p1‖W l+1,l/2+1/2
2 (QT )

≤ c‖p0‖W l
2(F),

‖ρ1‖W l+5/2,0
2 (GT )

+ ‖ρ1t‖W l+3/2,l/2+1/4
2 (GT )

+ |||ρ|||l/2,5/2,GT

≤ c
(
‖ρ0‖W l+2

2 (G) + ‖ρ′1‖W l+1/2
2 (G)

)
.

The construction of ρ1 is described in Proposition 4.1. The construction of u2 is carried
out in the following way. We find w0(x, 0) and w1(x, 0), x ∈ R

3, in the form wi(x, 0) =
ξi+ηi, where ξi is an extension of wi(x) to R

3 with preservation of the class; we assume
that ξi has compact support. Then, using the result of Bogovskĭı [12], we can find ηi,
also with compact support, satisfying the equation ∇ · ηi = −∇ · ξi and the inequalities

‖η1‖W l+1
2 (R3) ≤ c‖ξ1‖W l+1

2 (R3) ≤ c‖w0‖W l+1
2 (Ω),

‖η2‖W l−1
2 (R3) ≤ c‖ξ2‖W l−1

2 (R3) ≤ c‖w1‖W l−1
2 (Ω).

Finally, we introduce the vector field u2(x, t) satisfying

‖u2‖W l+2,l/2+1
2 (R3

+×R+)
≤ c

(
‖w0‖W l+1

2 (R3) + ‖w1‖W l−1
2 (R3)

)
≤ c

(
‖w0‖W l+1

2 (F) + ‖w1‖W l−1
2 (F)

)
.

Usually, u2 is expressed in terms of w0 and w1 as a sum of convolution integrals (with
respect to xi); then it is divergence free.

For v2 = v1 − u2, p2 = p− p1, ρ2 = ρ− ρ1 we have

(4.14)

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

v2t − ν∇2v2 +∇p2 = f2(x, t),

∇ · v2(x, t) = 0, x ∈ F , t > 0,

T (v2, p2)N + σNLρ2 = d2(x, t),

ρ2t + V · ∇τρ2 = v2(x, t) ·N(x) + g2(x, t), x ∈ G,
v2(x, 0) = 0, x ∈ F , r2(x, 0) = 0, x ∈ G,

where

f2 = f1 −
(
u2t − ν∇2u2 +∇p1

)
,

d2 = d1 − (T (u2, p1)N + σLρ1N),

g2 = g1 − V · ∇ρ1 +w1 ·N − ρ1t.

Since d2, g2 (and also f2 for l > 1) vanish for t = 0 and l < 5/2, we can extend
these functions by zero to the domain t < 0 with preservation of the class, after which
we extend them, also with preservation of the class, to the domain t > T . Then we
apply the Laplace transformation, as in [7], assuming that Re s ≡ a is sufficiently large
(s is the dual variable). Problem (4.14) reshapes to (3.1), whose solvability was proved
in Theorem 2.1. The inverse Laplace transform yields the solution of (4.14) defined in
an infinite time interval (−∞,+∞). Using estimate (2.4) and the Parceval identity, we
obtain an estimate of this solution in weighted Sobolev spaces with the weight e−at. It
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follows that

‖v2‖W l+2,l/2+1
2 (Q−∞,T )

+ ‖∇p2‖W l,l/2
2 (Q−∞,T )

+ ‖p2‖W l+1/2,0
2 (G−∞,T )

+ |p2|l/2,1/2,G−∞,T
+ ‖ρ2‖W l+5/2,0

2 (G−∞,T )
+ |||ρ|||l/2,5/2,G−∞,T

+ ‖ρ2t‖W l+3/2,0
2 (G−∞,T )

+ |ρ2t|l/2,3/2,G−∞,T

≤ c
(
‖f2‖W l,l/2

2 (Q−∞,T )
+ ‖d2 −N(d2 ·N)‖

W
l+1/2,l/2+1/4
2 (G−∞,T )

+ ‖d2 ·N‖
W

l+1/2,0
2 (G−∞,T )

+ |||d2 ·N|||l/2,1/2,G−∞,T

22 + ‖g2‖W l+3/2,0
2 (G−∞,T )

+ |||g2|||l/2,3/2,G−∞,T

)
,

(4.15)

where Q−∞,T = F × (−∞, T ), G−∞,T = G × (−∞, T ). All functions in (4.15) vanish for
t < 0, and the constant c is bounded for finite T . Using (4.15), it is easy to deduce the
estimate

YT (v2, q2, ρ2) ≤ c(T )
(
‖f2‖W l,l/2

2 (QT )
+ ‖d2 −N(d2 ·N)‖

W
l+1/2,l/2+1/4
2 (GT )

+ ‖d2 ·N‖
W

l+1/2,0
2 (GT )

+ |||d2 ·N|||l/2,1/2,GT
+ ‖g2‖W l+3/2,0

2 (GT )
+ |||g2|||l/2,3/2,GT

)
,

(4.16)

and inequality (1.4) follows from (4.16), (4.11), and (4.7). This completes the proof of
Theorem 1.1. �

For an application of this theorem to the proof of the local solvability of a nonlinear
problem (see §5), it is important to be sure that the constant in the basic inequality
(1.4) remains bounded for small T . In fact, this is not always the case, because the norm
‖u‖W l

2(−∞,T ), l = [l] +λ, 0 < λ < 1, of the function u(t) vanishing for t < 0 is equivalent
to (

‖u‖2W l
2(0,T ) +

∫ T

0

|D[l]
t u(t)|2
t2λ

dt
)1/2

(in this connection see [13] and [6, Chapter 4]). If λ > 1/2 and D
[l]
t u|t=0 = 0, then∫ T

0

|D[l]
t u(t)|2
t2λ

dt ≤ c

∫ T

0

dh

h1+2λ

∫ T

h

|D[l]
t u(t− h)−D

[l]
t u(t)|2 dt

with constant independent of T . If λ < 1/2, then we have

c1

(
‖u‖2W l

2(0,T ) +

∫ T

0

|D[l]
t u(t)|2
t2λ

dt
)
≤ ‖u‖2W l

2(0,T ) +
1

T 2λ

∫ T

0

|D[l]
t u(t)|2 dt

≤ c2

(
‖u‖2W l

2(0,T ) +

∫ T

0

|D[l]
t u(t)|2
t2λ

dt
)
,

where the constants are also independent of T . Hence, the constant c(T ) in (4.16)

becomes uniformly bounded for finite T if all the W
l/2
2 (0, T )-norms in this inequality are

replaced with the Ŵ
l/2
2 (0, T )-norms defined by

(4.17)

‖u‖
̂W

l/2
2 (0,T )

= ‖u‖
W

l/2
2 (0,T )

if λ > 1/2,

‖u‖
̂W

l/2
2 (0,T )

=
(
‖u‖2

W
l/2
2 (0,T )

+
1

T 2λ

∫ T

0

|D[l/2]
t u(t)|2 dt

)1/2

if λ < 1/2
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(here λ is the fractional part of l/2). As a consequence of (4.15), we have

‖v2‖̂W l+2,l/2+1
2 (QT )

+ ‖∇p2‖̂W l,l/2
2 (QT )

+ ‖p2‖W l+1/2,0
2 (GT )

+ 〈〈〈p2〉〉〉l/2,1/2,GT
+ ‖ρ2‖W l+5/2,0

2 (GT )
+ 〈〈〈ρ2〉〉〉l/2,5/2,GT

+ ‖ρ2t‖W l+3/2,0
2 (GT )

+ 〈〈〈ρ2t〉〉〉l/2,3/2,GT
+ 〈〈〈ρ〉〉〉l/2,5/2,GT

≤ c
(
‖f2‖̂W l,l/2

2 (QT )
+ ‖d2 −N(d2 ·N)‖

̂W
l+1/2,l/2+1/4
2 (GT )

+ ‖d2 ·N‖
̂W

l+1/2,0
2 (GT )

+ 〈〈〈d2 ·N〉〉〉l/2,1/2,GT

+ ‖g2‖̂W l+3/2,0
2 (GT )

+ 〈〈〈g2〉〉〉l/2,3/2,GT

)
,

(4.18)

where 〈〈〈 · 〉〉〉l/2,r,GT
is the norm in Ŵ l/2(0, T ;W r

2 (G)). By Ŵ
l,l/2
2 (QT ) we mean the space

with the modified norm (1.2):

(4.19) ‖u‖2
̂W

l,l/2
2 (QT )

=

∫ T

0

‖u(·, t)‖2W l
2(Ω) dt+

∫
Ω

‖u(x, ·)‖2
̂W

l/2
2 (0,T )

dx.

Clearly, the norms (1.2) and (4.19) are equivalent.
Now we turn to inequality (4.11). We can set T = ∞ in (4.11); it is also possible to

assume that u2 vanishes for t > t0. We use the following inequality (see [13, Lemma 2]):

(4.20)

∫ ∞

0

|v(t)|2
t2λ

dt ≤ c

∫ ∞

0

dh

h1+2λ

∫ ∞

h

|v(t− h)− v(y)|2 dt;

which is valid for λ ∈ (0, 1/2) and for λ ∈ (1/2, 1), v(0) = 0. It follows that the norm
‖u2‖W l+2,l/2+1

2 (QT )
in (4.11) can be replaced with ‖u2‖̂W l+2,l/2+1

2 (QT )
. The same is true

for inequalities (4.6), (4.7). Consequently, along with (1.4), (1.5) we have
(4.21)

ŶT (v, p, ρ) ≡ ‖v‖
̂W

l+2,l/2+1
2 (QT )

+ ‖∇p‖
̂W

l,l/2
2 (QT )

+ ‖p‖
W

l+1/2,0
2 (GT )

+ 〈〈〈p〉〉〉l/2,1/2,GT
+ ‖ρ‖

W
l+5/2,0
2 (GT )

+ 〈〈〈ρ〉〉〉l/2,5/2,GT

+ ‖ρt‖W l+3/2,0
2 (GT )

+ 〈〈〈ρt〉〉〉l/2,3/2,GT
+ 〈〈〈ρ〉〉〉l/2,5/2,GT

≤ c
(
‖f‖

̂W
l,l/2
2 (QT )

+ ‖f‖W l+1,0
2 (QT ) + ‖F ‖

̂W
0,1+l/2
2 (QT )

+ ‖ΠGd‖̂W l+1/2,l/2+1/4
2 (GT )

+ ‖d ·N‖
W

l+1/2,0
2 (GT )

+ 〈〈〈d ·N〉〉〉l/2,1/2,GT

+ ‖g‖
W

l+3/2,0
2 (GT )

+ 〈〈〈g〉〉〉l/2,3/2,GT
+ ‖v0‖W l+1

2 (F1)
+ ‖ρ0‖W l+2

2 (G)

)
,

(4.22)

‖v‖
̂W

l+2,l/2+1
2 (QT )

+ ‖∇p‖
̂W

l,l/2
2 (QT )

+ ‖p‖
W

l+1/2,0
2 (GT )

+ 〈〈〈p〉〉〉l/2,1/2,GT

+ ‖ρ‖
W

l+5/2,0
2 (GT )

+ 〈〈〈ρ〉〉〉l/2,5/2,GT
+ ‖ρt‖

̂W
l+3/2,l/2+3/4
2 (GT )

+ 〈〈〈ρ〉〉〉l/2,5/2,GT

≤ c
(
‖f‖

̂W
l,l/2
2 (QT )

+ ‖f‖W l+1,0
2 (QT ) + ‖F ‖

̂W
0,1+l/2
2 (QT )

+ ‖ΠGd‖
̂W

l+1/2,l/2+1/4
2 (GT )

+ ‖d ·N‖
W

l+1/2,0
2 (GT )

+ 〈〈〈d ·N〉〉〉l/2,1/2,GT

+ ‖g‖
̂W

l+3/2,l/2+3/4
2 (GT )

+ ‖v0‖W l+1
2 (F1)

+ ‖ρ0‖W l+2
2 (G)

)
,

where the constants are independent of T .
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§5. On the free boundary problem

Theorem 1.1 provides an analytical basis for the proof of the solvability of the free
boundary problem governing the motion of an isolated liquid mass:

(5.1)

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

vt + (v · ∇)v − ν∇2v +∇p = 0,

∇ · v = 0, x ∈ Ωt, t > 0,

T (v, p)n(x) = σHn(x),

Vn = v · n, x ∈ Γt,

v(x, 0) = v0(x), x ∈ Ω0.

Unknown are the domain Ωt with the boundary Γt for t > 0, v(x, t), and p(x, t), x ∈ Ωt.
The domain Ω0 is given. By n we mean the outward normal to Γt, Vn is the velocity of
the evolution of Γt in the normal direction and H is the doubled mean curvature of Γt.

We assume that Γ0 is close to a smooth closed surface G of arbitrary shape, so that
Γ0 can be regarded as a normal perturbation of G:

Γ0 = {x = y +N(y)ρ0(y), y ∈ G},

where N(y) is the outward unit normal to G and ρ0 is a given small function. We denote
by F the domain bounded by G. Also, we assume that, at least for small t, Γt is close to
G, too, and can be given by the equation x = y +N(y)ρ(y, t), y ∈ G, with an unknown
function ρ(y, t).

As usual, the free boundary problem (5.1) is written as a nonlinear problem in a given
domain, which is achieved by mapping Ωt onto this domain. We use the transformation

(5.2) x = y +N∗(y)ρ∗(y) ≡ eρ(y) : F → Ωt,

where ρ∗ and N∗ are extensions of ρ and N from G to F such that N∗ is a sufficiently
regular vector field and ρ∗ is a function with a small C1-norm. This guarantees the
invertibility of eρ.

Denoting by L = L(y, ρ∗) the Jacobi matrix of the transformation x = eρ(y), we set

L = detL, L̂ = LL−1. By lij(y, ρ
∗), lij(y, ρ∗), L̂ij(y, ρ

∗) we denote the entries of L, L−1,

L̂. The transformation (5.2) converts the operator ∇x of the gradient with respect to x

to ∇̃ = L−T∇, ∇ = ∇y. Equations (5.1) take the form

(5.3)

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

ut(y, t)− ν∇2u+∇q = l1(u, q, ρ),

∇ · u = l2(u, ρ), y ∈ F , t > 0,

ΠGS(u)N(y) = l3(u, ρ),

− q + νN · S(u)N(y) + σLρ = l4(u, ρ) + l5(ρ) + σH(y),

ρt + V (y) · ∇τρ− u ·N(y) = l6(u, ρ), y ∈ G,
u(y, 0) = u0(y), y ∈ F , ρ(y, 0) = ρ0(y), y ∈ G,
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where H is the doubled mean curvature of G, and

(5.4)

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

l1(u, q, ρ) = ν(∇̃2 −∇2)u+ (∇− ∇̃)q + ρ∗t (L−1N∗(y) · ∇)u− (L−1u · ∇)u,

l2(u, ρ) = (I − L̂T )∇ · u = ∇ · (I − L̂)u,
l3(u, ρ) = ΠG(ΠGS(u)N(y)−ΠS̃(u)n(eρ(y))),

l4(u, ρ) = ν(N · S(u)N − n · S̃(u)n),

l5(ρ) = σ

∫ 1

0

(1− s)
d

ds2
LT (y, sρ)N

|LT (y, sρ)N | ds,

l6(u, ρ) =
( L̂TN

Λ(y, ρ)
−N +∇τρ

)
· u+ (V (y)− u(u, t)) · ∇τρ, y ∈ G.

By S̃ we mean the transformed rate-of-strain tensor: S̃(u) = (∇u) + (∇u)T , Πf =
f − n(n · f). The normals n(eρ) and N are related by the formula

n(eρ(y)) =
L̂TN

|L̂TN |
.

The expression Lρ = −ΔGρ+ (H2 − 2K)ρ is computed as the first variation of

H −H = −∇x · n(x)|x=eρ +∇y ·N(y)

with respect to ρ.

Theorem 5.1. If u0 ∈ W l+1
2 (F), ρ0 ∈ W l+2

2 (G), and the compatibility and smallness

conditions ∇̃ · u0 = 0, ΠS̃(u0)n = 0, t = 0, ‖ρ0‖W l+3/2
2 (G) ≤ ε � 1 are satisfied, then

problem (5.3) has a unique solution with a finite norm ŶT (u, q, ρ) (see (4.21)) defined on
a certain (small) time interval (0, T ).

The solvability of problem (5.3) can be established by the method of successive ap-
proximations, in accordance with the usual pattern:

(5.5)

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

um+1,t(y, t)− ν∇2um+1 +∇qm+1 = l1(um, qm, ρm),

∇ · um+1 = l2(um, ρm), y ∈ F , t > 0,

ΠGS(um+1)N = l3(um, ρm),

− qm+1 + νN · S(um+1)N(y) + σLρm+1 = l4(um, ρm) + l5(ρm) + σH(y),

ρm+1,t + V (y) · ∇τρm+1 − um+1 ·N(y) = l6(um, ρm), y ∈ G,
um+1(y, 0) = u0(y), y ∈ F , ρm+1(y, 0) = ρ0(y), y ∈ G,

m = 1, 2, . . . . As the first approximation, we take the functions (u1, ρ1) satisfying the
conditions u1(y, 0) = u0(y), ρ1(y, 0) = ρ0(y), and we set q1 = 0. We require that

(5.6)
‖u1‖W l+2,l/2+1

2 (QT )
≤ c‖u0‖W l+1

2 (F),

‖ρ1‖W l+5/2,0
2 (GT )

+ ‖ρ1,t‖W l+3/2,l/2+3/4
2 (GT )

≤ c‖ρ0‖W l+2
2 (G).

Then the compatibility conditions (1.3) in the linear problems (5.5) are satisfied for all
m ≥ 1. Moreover, estimates of nonlinear terms (we omit them) enable us to show, by
using Theorem 2.1, that

(5.7)
ŶT (um+1, qm+1, ρm+1) ≤ δ1

3∑
j=1

Ŷ j
T (um, qm, ρm)

+ c
(
‖u0‖W l+1

2 (F) + ‖q0‖W l
2(F) + ‖ρ0‖W l+2

2 (F) + ‖H‖W l
2(G)

)
,

where δ1 is a number depending on T and ‖ρ0‖W l+3/2
2 (F)

and going to zero as T and the
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W
l+3/2
2 (F)-norm of ρ0 tend to zero. If δ1 is sufficiently small, then inequalities (5.7) guar-

antee a uniform estimate for YT (um+1, qm+1, ρm+1). The convergence of (um, qm, ρm)
to the solution of (2.2) is proved by similar arguments.

Estimates (5.7) hold true if the vector field V (x) is chosen properly. In accordance

with our calculations, it should belong to W
l+3/2
2 (G) and satisfy the condition

(5.8) sup
G

|V (x)− u0|+ ‖V − u0‖W 1
2 (G) ≤ δ2 � 1.

The proof of Theorem 5.1 is given in [14].
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