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Abstract. We generalize our earlier results to the case of maximal dissipative operators. We obtain sharp conditions on a function analytic in the upper half-plane to be operator Lipschitz. We also show that a Hölder function of order $\alpha$, $0 < \alpha < 1$, that is analytic in the upper half-plane must be operator Hölder of order $\alpha$. More general results for arbitrary moduli of continuity will also be obtained. Then we generalize these results to higher order operator differences. We obtain sharp conditions for the existence of operator derivatives and express operator derivatives in terms of multiple operator integrals with respect to semi-spectral measures. Finally, we obtain sharp estimates in the case of perturbations of Schatten–von Neumann class $\mathcal{S}_p$ and obtain analogs of all the results for commutators and quasicommutators. Note that the proofs in the case of dissipative operators are considerably more complicated than the proofs of the corresponding results for self-adjoint operators, unitary operators, and contractions.

§1. Introduction

It is well known that a Lipschitz function on the real line is not necessarily operator Lipschitz, i.e., the condition

$$|f(x) - f(y)| \leq \text{const} |x - y|, \quad x, y \in \mathbb{R},$$

does not imply that for self-adjoint operators $A$ and $B$ on Hilbert space,

$$\|f(A) - f(B)\| \leq \text{const} \|A - B\|.$$

The existence of such functions was proved in [F]. Then it was shown in [Ka] that the function $f(x) = |x|$ is not operator Lipschitz. Note that earlier it was shown in [Mc] that it is not commutator Lipschitz. Later in [Pe2] necessary conditions were found for a function $f$ to be operator Lipschitz. Those necessary conditions also imply that Lipschitz functions do not have to be operator Lipschitz. In particular, it was shown in [Pe2] that an operator Lipschitz function must belong locally to the Besov space $B^1_{1,1}(\mathbb{R})$ (see §2 for an introduction to Besov spaces). Note that in [Pe2] and [Pe4] a stronger necessary condition was also obtained.

It is also well known that the fact that $f$ is continuously differentiable does not imply that for bounded self-adjoint operators $A$ and $K$ the function

$$t \mapsto f(A + tK)$$

differentiable. For this map to be differentiable, $f$ must satisfy locally the same necessary conditions [Pe2, Pe4].
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On the other hand, it was proved in [Pe2] and [Pe4] that the condition that a function belongs to the Besov space $B^{1}_{\infty,1}(\mathbb{R})$ is sufficient for operator Lipschitzness (as well as for operator differentiability).

It turned out, however, that the situation changes dramatically if we consider Hölder classes $\Lambda_\alpha(\mathbb{R})$ with $0 < \alpha < 1$. It was shown in [AP1] and [AP2] that Hölder functions are necessarily operator Hölder, i.e., the condition

\begin{equation}
|f(x) - f(y)| \leq \text{const} |x - y|^{\alpha}, \quad x, y \in \mathbb{R},
\end{equation}

implies that for self-adjoint operators $A$ and $B$ on Hilbert space,

\begin{equation}
\|f(A) - f(B)\| \leq \text{const} (1 - \alpha)^{-1} \| f \|_{\Lambda_\alpha(\mathbb{R})} \| A - B \|^{\alpha}.
\end{equation}

Note a different proof with the factor $(1 - \alpha)^{-2}$ instead of $(1 - \alpha)^{-1}$ was obtained in [NF].

Analogous results were obtained in [AP2] (see also [AP1]) for the Zygmund class $\Lambda_1(\mathbb{R})$ and for the whole scale of Hölder–Zygmund classes $\Lambda_\alpha(\mathbb{R})$, $0 < \alpha < \infty$; see §2 for the definition.

We would like to mention here that in [AP1, AP2], and [AP3] we also obtained similar estimates in the case of functions in spaces $\Lambda_\omega$ and $\Lambda_{\omega,m}$ (see §2 for the definition) as well as sharp estimates in the case when the perturbation belongs to Schatten–von Neumann classes $S_p$.

Note that in [Pe2, Pe3, Pe7, AP1, AP2], and [AP3] analogs of the above results for unitary operators and contractions were also obtained.

In this paper we deal with functions of perturbed dissipative operators and we obtain analogs of the above results for maximal dissipative operators. In particular, we improve results of [Nab].

We would like to mention that the case of dissipative operators is considerably more complicated. In particular, the problem is that even if we deal with bounded nonself-adjoint dissipative operators, their resolvent self-adjoint dilations are necessarily unbounded. As in the case of contractions (see [Pe7, AP1, AP2], and [AP3]), our techniques are based on double operator integrals and multiple operator integrals with respect to semi-spectral measures. However, to obtain a representation of operator differences and operator derivatives in terms of multiple operator integrals in the case of maximal dissipative operators is much more difficult than in the case of contractions.

In §5 we obtain sharp conditions for functions analytic in the upper half-plane to be operator Lipschitz and operator differentiable.

In §6 we consider the case of Hilbert–Schmidt perturbations and characterize so-called Hilbert–Schmidt Lipschitz functions.

Section 7 is devoted to estimates for Hölder functions and for functions of classes $\Lambda_\omega(\mathbb{R})$.

We obtain in §8 estimates for higher order operator differences for Hölder–Zygmund classes and for the spaces $\Lambda_{\omega,m}(\mathbb{R})$.

We study in §9 conditions, under which higher operator derivatives exist and express higher operator derivatives in terms of multiple operator integrals.

In §10 we obtain Schatten–von Neumann estimates in the case when the perturbation belongs to Schatten–von Neumann classes. Such results can be generalized to more general ideals of operators on Hilbert space.

Finally, in §11 we obtain sharp estimates for quasicommutators $f(L)R - RF(M)$ for maximal dissipative operators $L$ and $M$ and a bounded operator $R$ in terms of $LR - RM$.

In §12 we collect necessary information on Besov classes (and in particular, the Hölder–Zygmund classes), and spaces $\Lambda_\omega(\mathbb{R})$ and $\Lambda_{\omega,m}(\mathbb{R})$. In §13 we give a brief introduction to double and multiple operator integrals. An introduction to dissipative operators is given in §4.
§2. Function spaces

2.1. Besov classes. The purpose of this subsection is to give a brief introduction to Besov spaces that play an important role in problems of perturbation theory.

Let $0 < p, q \leq \infty$ and $s > 0$. The homogeneous Besov class $B^s_{pq}(\mathbb{R})$ of functions (or distributions) on $\mathbb{R}$ can be defined in the following way. Let $w$ be an infinitely differentiable function on $\mathbb{R}$ such that

$$w \geq 0, \quad \text{supp } w \subset \left[\frac{1}{2}, 2\right], \quad \text{and } w(x) = 1 - w\left(\frac{x}{2}\right) \quad \text{for } x \in [1, 2].$$

We define the functions $W_n$ and $W^\sharp_n$ on $\mathbb{R}$ by

$$(\mathcal{F}W_n)(x) = w\left(\frac{x}{2^n}\right), \quad (\mathcal{F}W^\sharp_n)(x) = (\mathcal{F}W_n)(-x), \quad n \in \mathbb{Z},$$

where $\mathcal{F}$ is the Fourier transform:

$$(\mathcal{F}f)(t) = \int_{\mathbb{R}} f(x)e^{-i xt} \, dx, \quad f \in L^1.$$ 

With every tempered distribution $f \in \mathcal{S}'(\mathbb{R})$ we associate a sequence $\{f_n\}_{n \in \mathbb{Z}},$

$$f_n \overset{\text{def}}{=} f \ast W_n + f \ast W^\sharp_n.$$ 

Initially we define the (homogeneous) Besov class $\dot{B}^s_{pq}(\mathbb{R})$ as the set of all $f \in \mathcal{S}'(\mathbb{R})$ such that

$$(2.2) \quad \{2^n s \|f_n\|_{L^p}\}_{n \in \mathbb{Z}} \in \ell^q(\mathbb{Z}).$$

According to this definition, the space $\dot{B}^s_{pq}(\mathbb{R})$ contains all polynomials. Moreover, the distribution $f$ is determined by the sequence $\{f_n\}_{n \in \mathbb{Z}}$ uniquely up to a polynomial. It is easy to see that the series $\sum_{n \geq 0} f_n$ converges in $\mathcal{S}'(\mathbb{R})$. However, the series $\sum_{n < 0} f_n$ can diverge in general. It is easy to prove that the series $\sum_{n < 0} f^{(r)}_n$ converges uniformly on $\mathbb{R}$ for each nonnegative integer $r > s - 1/p$ if $q > 1$ and the series $\sum_{n < 0} f^{(r)}_n$ converges uniformly, whenever $r \geq s - 1/p$ if $q \leq 1$.

Now we can define the modified (homogeneous) Besov class $B^s_{pq}(\mathbb{R})$. We say that a distribution $f$ belongs to $B^s_{pq}(\mathbb{R})$ if $\{2^n s \|f_n\|_{L^p}\}_{n \in \mathbb{Z}} \in \ell^q(\mathbb{Z})$ and $f^{(r)} = \sum_{n \in \mathbb{Z}} f^{(r)}_n$ in the space $\mathcal{S}'(\mathbb{R})$, where $r$ is the minimal nonnegative integer such that $r > s - 1/p$ in the case $q > 1$ and $r$ is the minimal nonnegative integer such that $r \geq s - 1/p$ in the case $q \leq 1$. Now the distribution $f$ is determined uniquely by the sequence $\{f_n\}_{n \in \mathbb{Z}}$ up to a polynomial of degree less than $r$, and a polynomial $\varphi$ belongs to $B^s_{pq}(\mathbb{R})$ if and only if $\deg \varphi < r$.

We are going to use the notation $B^s_{p}(\mathbb{R}) \overset{\text{def}}{=} B^s_{pp}(\mathbb{R})$.

It is known that the Hölder–Zygmund classes $\Lambda^\alpha(\mathbb{R}) \overset{\text{def}}{=} B^\alpha_{\infty}(\mathbb{R}), \alpha > 0$, can be described as the classes of continuous functions $f$ on $\mathbb{R}$ such that

$$|\Delta_t^m f(x)| \leq \text{const } |t|^\alpha, \quad t \in \mathbb{R},$$

where the difference operator $\Delta_t$ is defined by

$$(\Delta_t f)(x) = f(x + t) - f(x), \quad x \in \mathbb{R},$$

and $m$ is the integer such that $m - 1 \leq \alpha < m$. We can introduce the following equivalent seminorm on $\Lambda^\alpha(\mathbb{R})$:

$$\|f\| = \sup_{n \in \mathbb{Z}} 2^{n \alpha} \|f_n\|_{L^\infty}, \quad f \in \Lambda^\alpha(\mathbb{R}).$$

In this paper we deal mainly with the analytic Besov classes. Denote by $\mathcal{S}'_a(\mathbb{R})$ the set of all $f \in \mathcal{S}'(\mathbb{R})$ such that $\text{supp } \mathcal{F} f \subset [0, \infty)$. We define the analytic Besov class
The functions in the analytic Besov spaces admit a natural continuation to the upper half-plane $C_{+} = \{ z \in \mathbb{C} : \text{Im} \, z > 0 \}$. This continuation is analytic in $C_{+}$. Thus, we can consider the analytic Besov classes as spaces of function analytic in $C_{+}$. It is known that the class $\left( B_{pq}^{s} (R) \right)_{+}$ is (in general, up to polynomials) the space of all functions $f$ analytic in $C_{+}$ and such that
\[
\int_{0}^{\infty} y^{s-m-1} \left( \int_{-\infty}^{\infty} |f^{(m)}(x+iy)|^{p} \, dx \right)^{\frac{2}{p}} \, dy < \infty
\]
for some $m > s$ (with the natural modification in the case where $p = \infty$ or $q = \infty$). In particular, $\left( \Lambda_{\alpha} (R) \right)_{+}$ is the space of all functions $f$ analytic in $C_{+}$ and such that
\[
\sup_{y > 0} y^{m-\alpha} |f^{(m)}(x+iy)| < \infty,
\]
where $m \in \mathbb{Z}$ with $m > \alpha$. To optimize the set of polynomials in $\left( \Lambda_{\alpha} (R) \right)_{+}$, we can assume that $m-1 \leq \alpha$.

We refer the reader to [Pee, T], and [Pe5] for more detailed information on Besov spaces.

To define a regularized de la Vallée Poussin type kernel $V_{n}$, we define the $C^\infty$ function $v$ on $R$ by
\[(2.4) \quad v(x) = 1 \quad \text{for} \quad x \in [-1,1] \quad \text{and} \quad v(x) = w(|x|) \quad \text{if} \quad |x| \geq 1,
\]
where $w$ is a function described in (2.1). We define the de la Vallée Poussin type functions $V_{n}$, $n \in \mathbb{Z}$, (associated with $w$) by
\[(2.5) \quad \mathcal{F} V_{n}(x) = v \left( \frac{x}{2^{n}} \right),
\]
where $v$ is the function given by (2.4).

**2.2. Spaces $\Lambda_{\omega}$ and $\Lambda_{\omega,m}$**. Let $\omega$ be a modulus of continuity, i.e., $\omega$ is a nondecreasing continuous function on $[0, \infty)$ such that $\omega(0) = 0$, $\omega(x) > 0$ for $x > 0$, and
\[
\omega(x+y) \leq \omega(x) + \omega(y), \quad x, y \in [0, \infty).
\]
We denote by $\Lambda_{\omega} (R)$ the space of functions $f$ on $R$ such that
\[
\| f \|_{\Lambda_{\omega} (R)} \overset{\text{def}}{=} \sup_{x \neq y} \frac{|f(x) - f(y)|}{\omega(|x-y|)}.
\]
Put $\left( \Lambda_{\omega} (R) \right)_{+} = \Lambda_{\omega} (R) \cap \mathcal{S}_{+} (R)$.

Consider now moduli of continuity of higher order. For a continuous function $f$ on $R$, we define the $m$th modulus of continuity $\omega_{f,m}$ of $f$ by
\[
\omega_{f,m}(x) = \sup_{\{h: 0 \leq h \leq x\}} \left\| \Delta_{h}^{m} f \right\|_{L^{\infty}} = \sup_{\{h: 0 \leq |h| \leq x\}} \left\| \Delta_{h}^{m} f \right\|_{L^{\infty}}, \quad x > 0.
\]
It is well known that $\omega_{f,m}(2x) \leq 2^{m} \omega_{f,m}(x)$, see, e.g., [DVL].

Suppose now that $\omega$ is a nondecreasing function on $(0, \infty)$ such that
\[(2.6) \quad \lim_{x \to 0} \omega(x) = 0 \quad \text{and} \quad \omega(2x) \leq 2^{m} \omega(x) \quad \text{for} \quad x > 0.
\]
Denote by $\Lambda_{\omega,m}(\mathbb{R})$ the set of continuous functions $f$ on $\mathbb{R}$ satisfying
\[
\|f\|_{\Lambda_{\omega,m}(\mathbb{R})} \overset{\text{def}}{=} \sup_{t>0} \frac{\|\Delta_t^m f\|_{L^\infty}}{\omega(t)} < +\infty.
\]
Put $(\Lambda_{\omega,m}(\mathbb{R}))+ = \Lambda_{\omega,m}(\mathbb{R}) \cap \mathcal{S}(\mathbb{R})$.

Note that the spaces $\Lambda_{\omega}(\mathbb{R})$ and $(\Lambda_{\omega}(\mathbb{R}))+$ are special cases of the spaces $\Lambda_{\omega,m}(\mathbb{R})$ and $(\Lambda_{\omega,m}(\mathbb{R}))+$ that correspond to $m = 1$.

It can be verified that a function $f$ in $\Lambda_{\omega,m}(\mathbb{R})$ belongs to the space $(\Lambda_{\omega,m}(\mathbb{R}))+$ if and only if it has a (unique) continuous extension to the closed upper half-plane $\text{clos} \mathbb{C}_+$ that is analytic in the open upper half-plane $\mathbb{C}_+$ with at most a polynomial growth rate at infinity. We use the same notation $f$ for its extension.

We need the following inequalities:
\[
\|f - f * V_n\|_{L^\infty} \leq \omega(2^{-n})\|f\|_{\Lambda_{\omega,m}(\mathbb{R})}, \quad n \in \mathbb{Z},
\]
and
\[
\|f * W_n\|_{L^\infty} \leq \omega(2^{-n})\|f\|_{\Lambda_{\omega,m}(\mathbb{R})}, \quad n \in \mathbb{Z},
\]
for all $f \in \Lambda_{\omega,m}(\mathbb{R})$, where $\omega$ is a nondecreasing function on $(0, \infty)$ satisfying (2.6), see, for example, Theorem 2.6 and Corollary 2.7 in [AP2].

§3. Multiple operator integrals

3.1. Double operator integrals. In this subsection we give a brief introduction into the theory of double operator integrals developed by Birman and Solomyak in [BS1], [BS2], and [BS3]; see also their survey [BS5].

Let $(\mathcal{X}, E_1)$ and $(\mathcal{Y}, E_2)$ be spaces with spectral measures $E_1$ and $E_2$ on Hilbert space. Let us first define double operator integrals
\[
(3.1) \quad \int_{\mathcal{X}} \int_{\mathcal{Y}} \Phi(x, y) \, dE_1(x) \, Q \, dE_2(y),
\]
for bounded measurable functions $\Phi$ and operators $Q$ of Hilbert–Schmidt class $S_2$. Consider the set function $F$ defined on measurable rectangles by
\[
F(\Delta_1 \times \Delta_2)Q = E_1(\Delta_1)QE_2(\Delta_2), \quad Q \in S_2,
\]
$\Delta_1$ and $\Delta_2$ being measurable subsets of $\mathcal{X}$ and $\mathcal{Y}$. Clearly, the values of $F$ are orthogonal projections on the Hilbert space $S_2$.

It was shown in [BS3] that $F$ extends to a spectral measure on $\mathcal{X} \times \mathcal{Y}$. If $\Phi$ is a bounded measurable function on $\mathcal{X} \times \mathcal{Y}$, we define
\[
\int_{\mathcal{X}} \int_{\mathcal{Y}} \Phi(x, y) \, dE_1(x) \, Q \, dE_2(y) = \left( \int_{\mathcal{X}_1 \times \mathcal{X}_2} \Phi \, dF \right) Q.
\]

Clearly,
\[
\left\| \int_{\mathcal{X}} \int_{\mathcal{Y}} \Phi(x, y) \, dE_1(x) \, Q \, dE_2(y) \right\|_{S_2} \leq \|\Phi\|_{L^\infty} \|Q\|_{S_2}.
\]

If the transformer
\[
Q \mapsto \int_{\mathcal{X}} \int_{\mathcal{Y}} \Phi(x, y) \, dE_1(x) \, Q \, dE_2(y)
\]
maps the trace class $S_1$ into itself, we say that $\Phi$ is a Schur multiplier of $S_1$ associated with the spectral measures $E_1$ and $E_2$. In this case the transformer
\[
(3.2) \quad Q \mapsto \int_{\mathcal{Y}} \int_{\mathcal{X}} \Phi(x, y) \, dE_2(y) \, Q \, dE_1(x)
\]
extends by duality to a bounded linear transformer on the space of bounded linear operators and we say that the function Ψ on \( \mathcal{X}_2 \times \mathcal{X}_1 \) defined by

\[
\Psi(y, x) = \Phi(x, y)
\]
is a Schur multiplier of the space of bounded linear operators associated with \( E_2 \) and \( E_1 \). We denote the space of such Schur multipliers by \( \mathfrak{M}(E_2, E_1) \).

Birman and Solomyak established in [BS3] that if \( A \) is a self-adjoint operator (not necessarily bounded), \( K \) is a bounded self-adjoint operator, and \( f \) is a continuously differentiable function on \( \mathbb{R} \) such that the divided difference \( \mathfrak{D}f \) defined by

\[
(\mathfrak{D}f)(x, y) \overset{\text{def}}{=} \frac{f(x) - f(y)}{x - y}, \quad x \neq y, \quad (\mathfrak{D}f)(x, x) \overset{\text{def}}{=} f'(x), \quad x, y \in \mathbb{R},
\]

belongs to \( \mathfrak{M}(E_{A+K}, E_{A}) \), then

\[
f(A + K) - f(A) = \int_{\mathbb{R} \times \mathbb{R}} (\mathfrak{D}f)(x, y) dE_{A+K}(x) K dE_A(y)
\]

and

\[
\|f(A + K) - f(A)\| \leq \text{const} \|\mathfrak{D}f\|_{\mathfrak{M}} K, \quad K \in \mathfrak{M}(E_{A+K}, E_{A}),
\]

where \( \|\mathfrak{D}f\|_{\mathfrak{M}} \) is the norm of \( \mathfrak{D}f \) in \( \mathfrak{M}(E_{A+K}, E_{A}) \).

In the case when \( K \) belongs to the Hilbert–Schmidt class \( S_2 \), formula (3.3) was established in [BS3] for all Lipschitz functions \( f \) and it was shown that

\[
\|f(A + K) - f(A)\|_{S_2} \leq \|f\|_{\text{Lip}} K, \quad K \in \mathfrak{M}(E_{A+K}, E_{A}),
\]

where

\[
\|f\|_{\text{Lip}} \overset{\text{def}}{=} \sup_{x \neq y} \frac{|f(x) - f(y)|}{|x - y|}.
\]

Note that if \( f \) is not differentiable, \( \mathfrak{D}f \) is not defined on the diagonal of \( \mathbb{R} \times \mathbb{R} \), but formula (3.3) still holds for operators \( K \) of Hilbert–Schmidt class if we define \( \mathfrak{D}f \) to be zero on the diagonal.

It is easy to see that if a function \( \Phi \) on \( \mathcal{X} \times \mathcal{Y} \) belongs to the projective tensor product \( L^\infty(E_1) \hat{\otimes} L^\infty(E_2) \) of \( L^\infty(E_1) \) and \( L^\infty(E_2) \) (i.e., \( \Phi \) admits a representation

\[
\Phi(x, y) = \sum_{n \geq 0} \varphi_n(x) \psi_n(y),
\]

where \( \varphi_n \in L^\infty(E_1), \psi_n \in L^\infty(E_2) \), and

\[
\sum_{n \geq 0} \|\varphi_n\|_{L^\infty} \|\psi_n\|_{L^\infty} < \infty,
\]

then \( \Phi \in \mathfrak{M}(E_1, E_2) \), i.e., \( \Phi \) is a Schur multiplier of the space of bounded linear operators. For such functions \( \Phi \) we have

\[
\int_{\mathcal{X}} \int_{\mathcal{Y}} \Phi(x, y) dE_1(x) Q dE_2(y) = \sum_{n \geq 0} \left( \int_{\mathcal{X}} \varphi_n dE_1 \right) Q \left( \int_{\mathcal{Y}} \psi_n dE_2 \right).
\]

For \( \Phi \) in the projective tensor product \( L^\infty(E_1) \hat{\otimes} L^\infty(E_2) \), its norm in \( L^\infty(E_1) \hat{\otimes} L^\infty(E_2) \) is, by definition, the infimum of the left-hand side of (3.5) over all representations (3.4).

More generally, \( \Phi \) is a Schur multiplier if \( \Phi \) belongs to the integral projective tensor product \( L^\infty(E_1) \hat{\otimes} L^\infty(E_2) \) of \( L^\infty(E_1) \) and \( L^\infty(E_2) \), i.e., \( \Phi \) admits a representation

\[
\Phi(x, y) = \int_{\Omega} \varphi(x, \omega) \psi(y, \omega) d\sigma(\omega),
\]
where \((\Omega, \sigma)\) is a \(\sigma\)-finite measure space, \(\varphi\) is a measurable function on \(\mathcal{X} \times \Omega\), \(\psi\) is a measurable function on \(\mathcal{Y} \times \Omega\), and

\[
\int_{\Omega} \|\varphi(\cdot, \omega)\|_{L^\infty(E_1)} \|\psi(\cdot, \omega)\|_{L^\infty(E_2)} \, d\sigma(\omega) < \infty.
\]

If \(\Phi \in L^\infty(E_1) \hat{\otimes} L^\infty(E_2)\), then

\[
\int_{\mathcal{X} \times \mathcal{Y}} \Phi(x, y) \, dE_1(x) \, Q \, dE_2(y)
\]

\[
= \int_{\Omega} \left( \int_{\mathcal{X}} \varphi(x, \omega) \, dE_1(x) \right) Q \left( \int_{\mathcal{Y}} \psi(y, \omega) \, dE_2(y) \right) \, d\sigma(\omega).
\]

It turns out that all Schur multipliers of the space of bounded linear operators can be obtained in this way (see [Pe2]).

In connection with the Birman–Solomyak formula, it is important to obtain sharp estimates of divided differences in integral projective tensor products of \(L^\infty\) spaces. It was shown in [Pe4] that if \(f\) is a bounded function on \(\mathbb{R}\) whose Fourier transform is supported on \([-\sigma, \sigma]\) (in other words, \(f\) is an entire function of exponential type at most \(\sigma\) that is bounded on \(\mathbb{R}\)), then \(Df \in L^\infty(\mathbb{R})\) and

\[
\|Df\|_{L^\infty(\mathbb{R})} \leq \text{const} \|f\|_{L^\infty(\mathbb{R})}.
\]

Inequality (3.6) led in [Pe4] to the fact that functions in \(B^1_{\infty,1}(\mathbb{R})\) are operator Lipschitz.

It was observed in [Pe4] that if \(f\) is an entire function of exponential type at most \(\sigma\) that is bounded on \(\mathbb{R}\), and \(A\) and \(B\) are self-adjoint operators with bounded \(A - B\), then

\[
\|f(A) - f(B)\| \leq \text{const} \|f\|_{L^\infty} \|A - B\|.
\]

Actually, it turns out that the last inequality holds with constant equal to 1. This was established in [AP4].

### 3.2. Multiple operator integrals.

Formula (3.6) suggests an approach to multiple operator integrals that is based on integral projective tensor products. This approach was given in [Pe4].

To simplify the notation, we consider here the case of triple operator integrals; the case of arbitrary multiple operator integrals can be treated in the same way.

Let \((\mathcal{X}, E_1)\), \((\mathcal{Y}, E_2)\), and \((\mathcal{Z}, E_3)\) be spaces with spectral measures \(E_1\), \(E_2\), and \(E_3\). Suppose that the function \(\Phi\) belongs to the integral projective tensor product \(L^\infty(E_1) \hat{\otimes} L^\infty(E_2) \hat{\otimes} L^\infty(E_3)\), i.e., \(\Phi\) admits a representation

\[
\Phi(x, y, z) = \int_{\Omega} \varphi(x, \omega) \psi(y, \omega) \chi(z, \omega) \, d\sigma(\omega),
\]

where \((\Omega, \sigma)\) is a \(\sigma\)-finite measure space, \(\varphi\) is a measurable function on \(\mathcal{X} \times \Omega\), \(\psi\) is a measurable function on \(\mathcal{Y} \times \Omega\), \(\chi\) is a measurable function on \(\mathcal{Z} \times \Omega\), and

\[
\int_{\Omega} \|\varphi(\cdot, \omega)\|_{L^\infty(E)} \|\psi(\cdot, \omega)\|_{L^\infty(F)} \|\chi(\cdot, \omega)\|_{L^\infty(G)} \, d\sigma(\omega) < \infty.
\]

Suppose now that \(T_1\) and \(T_2\) are a bounded linear operators. For a function \(\Phi\) in \(L^\infty(E_1) \hat{\otimes} L^\infty(E_2) \hat{\otimes} L^\infty(E_3)\) of the form (3.8), we put

\[
\int_{\mathcal{X} \times \mathcal{Y} \times \mathcal{Z}} \Phi(x, y, z) \, dE_1(x) \, dE_2(y) \, dE_3(z)
\]

\[
\overset{\text{def}}{=} \int_{\Omega} \left( \int_{\mathcal{X}} \varphi(x, \omega) \, dE_1(x) \right) T_1 \left( \int_{\mathcal{Y}} \psi(y, \omega) \, dE_2(y) \right) T_2 \left( \int_{\mathcal{Z}} \chi(z, \omega) \, dE_3(z) \right) \, d\sigma(\omega).
\]
It was shown in [Pe6] (see also [ACDS] for a different proof) that the above definition does not depend on the choice of a representation (3.8).

It is easy to see that the following inequality holds
\[
\left\| \int_{\mathcal{X}} \int_{\mathcal{Y}} \int_{\mathcal{Z}} \Phi(x, y, z) \, dE_1(x) T_1 \, dE_2(y) T_2 \, dE_3(z) \right\| \leq \left\| \Phi \right\|_{L^\infty(E_1) \hat{\otimes} L^\infty(E_2) \hat{\otimes} L^\infty(E_3)} \cdot \|T_1\| \cdot \|T_2\|.
\]

In particular, the triple operator integral on the left-hand side of (3.9) can be defined if \(\Phi\) belongs to the projective tensor product \(L^\infty(E_1) \hat{\otimes} L^\infty(E_2) \hat{\otimes} L^\infty(E_3)\), i.e., \(\Phi\) admits a representation
\[
\Phi(x, y, z) = \sum_{n \geq 1} \varphi_n(x) \psi_n(y) \chi_n(z),
\]
where \(\varphi_n \in L^\infty(E_1)\), \(\psi_n \in L^\infty(E_2)\), \(\chi_n \in L^\infty(E_3)\) and
\[
\sum_{n \geq 1} \left\| \varphi_n \right\|_{L^\infty(E_1)} \left\| \psi_n \right\|_{L^\infty(E_2)} \left\| \chi_n \right\|_{L^\infty(E_3)} < \infty.
\]

In a similar way one can define multiple operator integrals; see [Pe6].

Recall that multiple operator integrals were considered earlier in [Pa] and [St]. However, in those papers the class of functions \(\Phi\) for which the left-hand side of (3.9) was defined is much narrower than in the definition given above.

Multiple operator integrals are used in [Pe6] in connection with the problem of evaluating higher order operator derivatives. To obtain formulae for higher operator derivatives, one has to integrate divided differences of higher orders (see [Pe6]).

For a function \(f\) on \(\mathbb{R}\), the divided differences \(\mathcal{D}^m f\) of order \(m\) are defined inductively as follows:
\[
\mathcal{D}^0 f \overset{\text{def}}{=} f;
\]
if \(m \geq 1\), then in the case when \(x_1, x_2, \ldots, x_{m+1}\) are distinct points in \(\mathbb{R}\),
\[
(\mathcal{D}^m f)(x_1, \ldots, x_{m+1}) \overset{\text{def}}{=} \frac{(\mathcal{D}^{m-1} f)(x_1, \ldots, x_{m-1}, x_m) - (\mathcal{D}^{m-1} f)(x_1, \ldots, x_{m-1}, x_{m+1})}{x_m - x_{m+1}}
\]
(the definition does not depend on the order of the variables). Clearly,
\[
\mathcal{D} f = \mathcal{D}^1 f.
\]

If \(f \in C^m(\mathbb{R})\), then \(\mathcal{D}^m f\) extends by continuity to a function defined for all points \(x_1, x_2, \ldots, x_{m+1}\).

It can be shown that
\[
(\mathcal{D}^m f)(x_1, \ldots, x_{m+1}) = \sum_{k=1}^{m+1} f(x_k) \prod_{j=1}^{k-1} (x_k - x_j)^{-1} \prod_{j=k+1}^{m+1} (x_k - x_j)^{-1}.
\]

It was established in [Pe6] that if \(f\) is an entire function of exponential type at most \(\sigma\) that is bounded on \(\mathbb{R}\), then
\[
\|\mathcal{D}^m f\|_{L^\infty(\mathbb{R})} \leq \text{const} \sigma^m \|f\|_{L^\infty(\mathbb{R})}.
\]

Note that recently in [JTT] Haagerup tensor products were used to define multiple operator integrals.
3.3. Multiple operator integrals with respect to semi-spectral measures. Let \( \mathcal{H} \) be a Hilbert space and let \((\mathcal{X}, \mathcal{B})\) be a measurable space. A map \( \mathcal{E} \) from \( \mathcal{B} \) to the algebra \( \mathcal{B}(\mathcal{H}) \) of all bounded operators on \( \mathcal{H} \) is called a semi-spectral measure if

\[
\mathcal{E}(\Delta) \geq \Omega, \quad \Delta \in \mathcal{B},
\]

\[
\mathcal{E}(\emptyset) = \Omega \quad \text{and} \quad \mathcal{E}(\mathcal{X}) = I,
\]

and for a sequence \( \{\Delta_j\}_{j \geq 1} \) of disjoint sets in \( \mathcal{B} \),

\[
\mathcal{E}\left( \bigcup_{j=1}^{\infty} \Delta_j \right) = \lim_{N \to \infty} \sum_{j=1}^{N} \mathcal{E}(\Delta_j) \quad \text{in the weak operator topology}.
\]

If \( \mathcal{H} \) is a Hilbert space such that \( \mathcal{H} \subset \mathcal{K} \) and \( \mathcal{E} : \mathcal{B} \to \mathcal{B}(\mathcal{K}) \) is a spectral measure on \((\mathcal{X}, \mathcal{B})\), then it is easy to see that the map \( \mathcal{E} : \mathcal{B} \to \mathcal{B}(\mathcal{H}) \) defined by

\[
(3.11) \quad \mathcal{E}(\Delta) = P_{\mathcal{H}} \mathcal{E}(\Delta)|_{\mathcal{H}}, \quad \Delta \in \mathcal{B},
\]

is a semi-spectral measure. Here \( P_{\mathcal{H}} \) stands for the orthogonal projection onto \( \mathcal{H} \).

Naimark proved in [Nai] that all semi-spectral measures can be obtained in this way, i.e., a semi-spectral measure is always a compression of a spectral measure. A spectral measure \( \mathcal{E} \) satisfying (3.11) is called a spectral dilation of the semi-spectral measure \( \mathcal{E} \).

A spectral dilation \( \mathcal{E} \) of a semi-spectral measure \( \mathcal{E} \) is called minimal if \( \mathcal{K} = \text{clos} \text{span}\{ \mathcal{E}(\Delta)_{\mathcal{H}} : \Delta \in \mathcal{B} \} \).

It was shown in [MM] that if \( \mathcal{E} \) is a minimal spectral dilation of a semi-spectral measure \( \mathcal{E} \), then \( \mathcal{E} \) and \( \mathcal{E} \) are mutually absolutely continuous and all minimal spectral dilations of a semi-spectral measure are isomorphic in the natural sense.

If \( \phi \) is a bounded complex-valued measurable function on \( \mathcal{X} \) and \( \mathcal{E} : \mathcal{B} \to \mathcal{B}(\mathcal{H}) \) is a semi-spectral measure, then the integral

\[
(3.12) \quad \int_{\mathcal{X}} \phi(x) \, d\mathcal{E}(x)
\]

can be defined as

\[
(3.13) \quad \int_{\mathcal{X}} \phi(x) \, d\mathcal{E}(x) = P_{\mathcal{H}} \left( \int_{\mathcal{X}} \phi(x) \, d\mathcal{E}(x) \right)|_{\mathcal{H}},
\]

where \( \mathcal{E} \) is a spectral dilation of \( \mathcal{E} \). It is easy to see that the right-hand side of (3.13) does not depend on the choice of a spectral dilation. The integral (3.12) can also be computed as the limit of sums

\[
\sum \phi(x_{\alpha}) \mathcal{E}(\Delta_{\alpha}), \quad x_{\alpha} \in \Delta_{\alpha},
\]

over all finite measurable partitions \( \{\Delta_{\alpha}\}_{\alpha} \) of \( \mathcal{X} \).

If \( T \) is a contraction on a Hilbert space \( \mathcal{H} \), then by the Sz.-Nagy dilation theorem (see [SNF]), \( T \) has a unitary dilation, i.e., there exist a Hilbert space \( \mathcal{K} \) such that \( \mathcal{H} \subset \mathcal{K} \) and a unitary operator \( U \) on \( \mathcal{K} \) such that

\[
(3.14) \quad T^n = P_{\mathcal{H}} U^n|_{\mathcal{H}}, \quad n \geq 0,
\]

where \( P_{\mathcal{H}} \) is the orthogonal projection onto \( \mathcal{H} \). Let \( \mathcal{E}_U \) be the spectral measure of \( U \). Consider the operator set function \( \mathcal{E} \) defined on the Borel subsets of the unit circle \( T \) by

\[
\mathcal{E}(\Delta) = P_{\mathcal{H}} \mathcal{E}_U(\Delta)|_{\mathcal{H}}, \quad \Delta \subset T.
\]

Then \( \mathcal{E} \) is a semi-spectral measure. It follows immediately from (3.14) that

\[
(3.15) \quad T^n = \int_{T} \zeta^n \, d\mathcal{E}(\zeta) = P_{\mathcal{H}} \int_{T} \zeta^n \, d\mathcal{E}_U(\zeta)|_{\mathcal{H}}, \quad n \geq 0.
\]
It is easy to see that \( \mathcal{E} \) does not depend on the choice of a unitary dilation. \( \mathcal{E} \) is called the semi-spectral measure of \( T \).

It follows easily from (3.15) that

\[
    f(T) = P \mathcal{H} \int_T f(\zeta) \, dE_U(\zeta) |H
\]

for an arbitrary function \( f \) in the disk-algebra \( C_A \).

In [Pe3] and [Pe7] double operator integrals and multiple operator integrals with respect to semi-spectral measures were introduced.

For semi-spectral measures \( \mathcal{E}_1 \) and \( \mathcal{E}_2 \), double operator integrals

\[
\int \int_{X_1 \times X_2} \Phi(x_1, x_2) \, d\mathcal{E}_1(x_1) Q \, d\mathcal{E}_2(x_2)
\]

were defined in [Pe7] by analogy with the case of spectral measures in the case when \( Q \in \mathcal{S}_2 \) and \( \Phi \) is a bounded measurable function and in the case when \( Q \) is a bounded linear operator and \( \Phi \) belongs to the integral projective tensor product of the spaces \( L^\infty(\mathcal{E}_1) \) and \( L^\infty(\mathcal{E}_2) \).

Similarly, multiple operator integrals with respect to semi-spectral measures were defined in [Pe7] for functions that belong to the integral projective tensor product of the corresponding \( L^\infty \) spaces.

### §4. Dissipative Operators

This section is a brief introduction into the theory of dissipative operators. We refer the reader to [SNF] and [So] for more information.

**Definition.** Let \( \mathcal{H} \) be a Hilbert space. An operator \( L \) (not necessarily bounded) with dense domain \( \mathcal{D}_L \) in \( \mathcal{H} \) is called dissipative if

\[
\text{Im}(Lu, u) \geq 0, \quad u \in \mathcal{D}_L.
\]

A dissipative operator is called maximal dissipative if it has no proper dissipative extension.

Note that if \( L \) is a symmetric operator (i.e., \((Lu, u) \in \mathbb{R} \) for every \( u \in \mathcal{D}_L \)), then \( L \) is dissipative. However, it can happen that \( L \) is maximal symmetric, but not maximal dissipative.

The Cayley transform of a dissipative operator \( L \) is defined by

\[
T \overset{\text{def}}{=} (L - iI)(L + iI)^{-1}
\]

with domain \( \mathcal{D}_T = (L + iI)\mathcal{D}_L \) and range \( \text{Range} \, T = (L - iI)\mathcal{D}_L \) (the operator \( T \) is not densely defined in general). \( T \) is a contraction, i.e., \( \|Tu\| \leq \|u\|, \; u \in \mathcal{D}_T \), 1 is not an eigenvalue of \( T \), and \( \text{Range}(I - T) \overset{\text{def}}{=} \{u - Tu : u \in \mathcal{D}_T\} \) is dense.

Conversely, if \( T \) is a contraction defined on its domain \( \mathcal{D}_T \), 1 is not an eigenvalue of \( T \), and \( \text{Range}(I - T) \) is dense, then it is the Cayley transform of a dissipative operator \( L \) and \( L \) is the inverse Cayley transform of \( T \):

\[
L = i(I + T)(I - T)^{-1}, \quad \mathcal{D}_L = \text{Range}(I - T).
\]

A dissipative operator is maximal if and only if the domain of its Cayley transform is the whole Hilbert space.

Every dissipative operator has a maximal dissipative extension. Every maximal dissipative operator is necessarily closed.

If \( L \) is a maximal dissipative operator, then \(-L^*\) is also maximal dissipative.
If \( L \) is a maximal dissipative operator, then its spectrum \( \sigma(L) \) is contained in the closed upper half-plane \( \text{cl} \mathbb{C}_+ \) and
\[
\|(L - \lambda I)^{-1}\| \leq \frac{1}{\text{Im} \lambda}, \quad \text{Im} \lambda < 0.
\]

If \( L \) and \( M \) are maximal dissipative operators, we say that the \emph{operator} \( L - M \) is \emph{bounded} if there exists a bounded operator \( K \) such that \( M = L + K \).

We will need the following elementary fact:

**Lemma 4.1.** Let \( L \) be a maximal dissipative operator and let \( M \) be a dissipative operator such that \( L - M \) is a bounded operator. Then \( M \) is a maximal dissipative operator.

**Proof.** Put \( Q = L - M \) and let \( \kappa > \|Q\| \). Since \( L \) is a maximal dissipative operator, we have by (4.1)
\[
\|(L + i\kappa I)^{-1}\| \leq \kappa^{-1}.
\]
Note that \( (M + i\kappa I) = (L + i\kappa I)(I - (L + i\kappa I)^{-1}Q) \) and the operator \( I - (L + i\kappa I)^{-1}Q \) is invertible because \( \|(L + i\kappa I)^{-1}Q\| < 1 \). Hence, \( (M + i\kappa I)^{-1} \) is a bounded operator defined on the whole space. Therefore the operator \( \kappa^{-1}M \) as well as the operator \( M \) is maximal dissipative. \( \square \)

**Definition.** A maximal dissipative operator \( L \) in a Hilbert space \( \mathcal{H} \) is called \emph{nonself-adjoint (or pure)} if there are no nonzero (closed) subspace \( \mathcal{K} \) of \( \mathcal{H} \) such that \( L \) induces a self-adjoint operator in \( \mathcal{K} \).

As it is well known (see [SNF], Prop. 4.3 of Ch. IV) for every maximal dissipative operator \( L \) in \( \mathcal{H} \), there exists a unique decomposition \( \mathcal{H} = \mathcal{H}_0 \oplus \mathcal{H}_1 \) reducing \( L \) and such that \( L|\mathcal{H}_0 \) is a self-adjoint operator and \( L|\mathcal{H}_1 \) is a pure maximal dissipative operator. (We say that a decomposition \( \mathcal{H} = \mathcal{H}_0 \oplus \mathcal{H}_1 \) reduces an operator \( L \) in \( \mathcal{H} \) if there exist (unique) operators \( L_0 \) in \( \mathcal{H}_0 \) and \( L_1 \) in \( \mathcal{H}_1 \) such that \( L = L_0 \oplus L_1 \).)

We use the notation
\[
\mathcal{H}_{sa} \overset{\text{def}}{=} \mathcal{H}_0 \quad \text{and} \quad \mathcal{H}_p \overset{\text{def}}{=} \mathcal{H}_1.
\]

We proceed now to the construction of functional calculus for dissipative operators. Let \( L \) be a maximal dissipative operator and let \( T \) be its Cayley transform. Consider its minimal unitary dilation \( U \), i.e., \( U \) is a unitary operator defined on a Hilbert space \( \mathcal{K} \) that contains \( \mathcal{H} \) such that
\[
T^n = P_{\mathcal{K}}U^n |\mathcal{H}, \quad n \geq 0,
\]
and \( \mathcal{K} = \text{cl} \text{span}\{U^n h : h \in \mathcal{H}\} \). Since 1 is not an eigenvalue of \( T \), it follows that 1 is not an eigenvalue of \( U \) (see [SNF], Ch. II, §6).

The Sz.-Nagy–Foiaş functional calculus allows us to define a functional calculus for \( T \) on the Banach algebra
\[
C_{A,1} \overset{\text{def}}{=} \{ g \in H^\infty : g \text{ is continuous on } \mathbb{T} \setminus \{1\} \}.
\]
If \( g \in C_{A,1} \), we put
\[
g(T) \overset{\text{def}}{=} P_{\mathcal{K}}g(U)|\mathcal{H}.
\]
This functional calculus is linear and multiplicative and
\[
\|g(T)\| \leq \|g\|_{H^\infty}, \quad g \in C_{A,1}.
\]

We can define now a functional calculus for our dissipative operator on the Banach algebra
\[
C_{A,\infty} = \{ f \in H^\infty(\mathbb{C}_+) : f \text{ is continuous on } \mathbb{R} \}.
\]
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Indeed, if \( f \in C_{A,\infty} \), we put 
\[
f(L) \overset{\text{def}}{=} (f \circ \omega)(T),
\]
where \( \omega \) is the conformal map of \( \mathbb{D} \) onto \( \mathbb{C}_+ \) defined by 
\[
\omega(\zeta) \overset{\text{def}}{=} i(1 + \zeta)(1 - \zeta)^{-1}, \quad \zeta \in \mathbb{D}.
\]
The reader can find more detailed information in [SNF].

We proceed now to the definition of a resolvent self-adjoint dilation of a maximal dissipative operator. If \( L \) is a maximal dissipative operator on a Hilbert space \( H \), we say that a self-adjoint operator \( A \) in a Hilbert space \( K, K \supset H \), is called a resolvent self-adjoint dilation of \( L \) if 
\[
(L - \lambda I)^{-1} = P_H (A - \lambda I)^{-1} \big| H, \quad \text{Im} \, \lambda < 0.
\]
The dilation is called minimal if 
\[
K = \text{cl} \text{span} \{ (A - \lambda I)^{-1}v : v \in H, \quad \text{Im} \, \lambda < 0 \}.
\]

If \( f \in C_{A,\infty} \), then 
\[
f(L) = P_H f(A) \big| H, \quad f \in C_{A,\infty}.
\]

A minimal resolvent self-adjoint dilation of a maximal dissipative operator always exists (and is unique up to a natural isomorphism). Indeed, it suffices to take a minimal unitary dilation of the Cayley transform of this operator and apply the inverse Cayley transform to it.

Sometimes mathematicians use the term “self-adjoint dilation” rather than “resolvent self-adjoint dilation”. However, we believe that the term “self-adjoint dilation” is misleading.

Let us define now the semi-spectral measure of a maximal dissipative operator \( L \). Let \( T \) be the Cayley transform of \( L \) and let \( \mathcal{E}_T \) be the semi-spectral measure of \( T \) on the unit circle \( T \). Then 
\[
g(T) = \int_T g(\zeta) \, d\mathcal{E}_T(\zeta), \quad g \in C_{A,1}.
\]

We can define now the semi-spectral measure \( \mathcal{E}_L \) of \( L \) by 
\[
\mathcal{E}_L(\Delta) = \mathcal{E}_T(\omega^{-1}(\Delta)), \quad \Delta \text{ is a Borel subset of } \mathbb{R}.
\]

It follows easily from (4.4) that 
\[
f(L) = \int_{\mathbb{R}} f(x) \, d\mathcal{E}_L(x), \quad f \in C_{A,\infty}.
\]

We conclude this section with the following well-known lemma.

**Lemma 4.2.** Let \( \mathcal{E}_L \) be the semi-spectral measure of a maximal dissipative operator \( L \) in a Hilbert space \( \mathcal{H} \). Then \( \mathcal{H}_p \) and \( \mathcal{H}_{sa} \) (defined by [4.3]) are invariant subspaces of \( \mathcal{E}_L \), the restriction of \( \mathcal{E}_L \) to \( \mathcal{H}_p \) is an absolutely continuous (with respect to Lebesgue measure) semi-spectral measure, while the restriction of \( \mathcal{E}_L \) to \( \mathcal{H}_{sa} \) is a spectral measure.

**Proof.** It suffices to prove the corresponding result for the Cayley transform \( T \) of \( L \) and use the well-known fact that the minimal unitary dilation of the completely nonunitary contraction \( T \big| \mathcal{H}_p \) is a unitary operator with absolutely continuous spectrum, see Th. 6.4 of Ch. II in [SNF]. \( \square \)
§5. OPERATOR LIPSCHITZ FUNCTIONS AND OPERATOR DIFFERENTIABILITY

In this section we estimate the norm of \( f(L) - f(M) \) for an entire function \( f \) of exponential type \( \sigma \) bounded on \( \mathbb{C}_+ \) and for maximal dissipative operators \( L \) and \( M \) in terms of \( \|L-M\| \). We express \( f(L) - f(M) \) in terms of double operator integrals. This allows us to prove that functions in \( (B_{1\infty}^1(\mathbb{R}))_+ \) are operator Lipschitz and operator differentiable and we express the operator derivative

\[
\frac{d}{dt}f(L + t(M - L))
\]

in terms of a double operator integral.

**Theorem 5.1.** Let \( f \in (B_{1\infty}^1(\mathbb{R}))_+ \) and let \( L \) and \( M \) be maximal dissipative operators such that \( L - M \) is bounded. Then

\[
(5.1) \quad f(L) - f(M) = \int\int \frac{f(x) - f(y)}{x - y} d\mathcal{E}_L(x)(L - M) d\mathcal{E}_M(y).
\]

We first prove the following special case of Theorem 5.1:

**Lemma 5.2.** Let \( f \) be a bounded function on \( \mathbb{R} \) whose Fourier transform has compact support in \((0, \infty)\), and let \( L \) and \( M \) be maximal dissipative operators such that \( L - M \) is bounded. Then \((5.1)\) holds.

To prove Lemma 5.2, we need more lemmata.

**Lemma 5.3.** Let \( a > 0 \), and let \( L \) and \( M \) be maximal dissipative operators that satisfy the hypotheses of Theorem 5.1 Then the function

\[
t \mapsto \exp(itL) \exp(i(a - t)M)
\]

is differentiable in the strong operator topology on the interval \([0, a]\) and

\[
(5.2) \quad \frac{d}{dt} \exp(itL) \exp(i(a - t)M) = i \exp(itL)(L - M) \exp(i(a - t)M).
\]

**Proof.** Let us observe that for an arbitrary maximal dissipative operator \( L \), the function \( t \mapsto \exp(itL), t \geq 0 \), is continuous in the strong operator topology. This follows easily from the formula

\[
\exp(itL) = \int_{\mathbb{R}} e^{its} d\mathcal{E}_L(s), \quad t \geq 0,
\]

which is a special case of (1.5). It follows that both sides of (5.2) are continuous in the strong operator topology on \([0, a]\).

Another observation is that if \( \Theta \) is an operator-valued function on an interval that is differentiable in the weak operator topology and both \( \Theta \) and its derivative \( \Theta' \) are continuous in the strong operator topology, then \( \Theta \) is differentiable in the strong operator topology. Indeed, it suffices to represent \( \Theta \) as an indefinite integral of \( \Theta' \).

Thus it suffices to prove that (5.2) holds in the weak operator topology.

Let \( u \in \mathcal{D}_M = \mathcal{D}_L \) and \( v \in \mathcal{D}_{L^*} = \mathcal{D}_{M^*} \). We have

\[
\frac{d}{dt} \left( \exp(itL) \exp(i(a - t)M)u, v \right) = \frac{d}{dt} \left( \exp(i(a - t)M)u, \exp(-itL^*)v \right)
\]

\[
= -i \left( \exp(i(a - t)M)u, \exp(-itL^*)v \right) + i \left( \exp(i(a - t)M)u, \exp(-itL^*)L^*v \right)
\]

\[
= i \left( \exp(itL)(L - M) \exp(i(a - t)M)u, v \right).
\]

Here we use the equality \( \frac{d}{dt} \exp(itL)u = i \exp(itL)(Lu), u \in \mathcal{D}_L, t \geq 0 \). For \( t = 0 \), we consider the right derivative and the equality follows from the fact that the operator \( iL \) is the generator of the semigroup \( t \mapsto \exp(itL), t \geq 0 \). The general case reduces easily to the case \( t = 0 \). \( \square \)
Corollary 5.4. Let \( a > 0 \). Then
\[
\exp(i a L) - \exp(i a M) = i \int_0^a \exp(itL)(L - M) \exp(i(a - t)M) \, dt
\]
\[
= i \int_0^a \exp(itM)(L - M) \exp(i(a - t)L) \, dt.
\]

Corollary 5.5. Let \( a > 0 \). Then
\[
\| \exp(i a L) - \exp(i a M) \| \leq a \| L - M \|.
\]

Lemma 5.6. Suppose that \( L \) and \( M \) satisfy the hypotheses of Theorem 5.1. Let \( f \) be a function in \( H^1(\mathbb{C}_+) \) such that
\[
\int_0^\infty (1 + |\xi|) \| (\mathcal{F} f)(\xi) \| \, d\xi < \infty.
\]
Then
\[
f(L) - f(M) = \frac{i}{2\pi} \int_0^\infty (\mathcal{F} f)(x) \exp(i x L) \exp(i M) \, dx.
\]

Proof. Let us first observe that if \( f \) satisfies the hypotheses of the lemma, then for an arbitrary maximal dissipative operator \( L \),
\[
f(L) = \frac{1}{2\pi} \int_0^\infty (\mathcal{F} f)(x) \exp(i x L) \, dx.
\]

Indeed, it is easy to reduce this formula to the corresponding formula for the function of a resolvent self-adjoint dilation of \( L \).

From Corollary 5.4 we have
\[
f(L) - f(M) = \frac{1}{2\pi} \int_0^\infty (\mathcal{F} f)(x) \left( \exp(i x L) - \exp(i x M) \right) \, dx
\]
\[
= \frac{i}{2\pi} \int_0^\infty (\mathcal{F} f)(x) \int_0^x \exp(i \xi L)(L - M) \exp(i(x - \xi)M) \, d\xi \, dx
\]
\[
= \frac{i}{2\pi} \int_0^\infty \int_0^x (\mathcal{F} f)(\xi + \eta) \exp(i \xi L)(L - M) \exp(i \eta M) \, d\xi \, d\eta.
\]

We need some results from [Pet6]. For a function \( f \) in \( H^1(\mathbb{C}_+) \) and \( a > 0 \), we define the function \( f(a) \) by
\[
(\mathcal{F} f(a))(\xi) = \frac{\xi}{\xi + a} (\mathcal{F} f)(\xi + a) \chi_{[0,\infty)}(\xi).
\]

Put
\[
\varphi_a \overset{\text{def}}{=} \mathcal{F}^{-1} \left( \min \left\{ 1, \frac{a}{|\xi|} \right\} \right), \quad \xi \in \mathbb{R}.
\]

Lemma 5.7. Let \( 0 < a < \infty \). Then \( \varphi_a \in L^1(\mathbb{R}) \) and \( \| \varphi_a \|_{L^1} \leq 3 \).

Proof. It is easy to see that \( \| \varphi_a \|_{L^1} = \| \varphi_1 \|_{L^1} \) for every \( a > 0 \). Let us show that \( \| \varphi_1 \|_{L^1} \leq 3 \). We have
\[
\min \left\{ 1, \frac{1}{|\xi|} \right\} = \psi_1(\xi) - \psi_2(\xi),
\]
where
\[
\psi_1(\xi) \overset{\text{def}}{=} \left( (1 - |\xi|)_+ + \min \left\{ 1, \frac{1}{|\xi|} \right\} \right) \quad \text{and} \quad \psi_2(\xi) \overset{\text{def}}{=} (1 - |\xi|)_+.
\]

Clearly, both \( \psi_1 \) and \( \psi_2 \) are continuous, even and convex on \((0, \infty)\). Moreover, \( \psi_1 \) and \( \psi_2 \) vanish at \( \infty \). By Pólya’s theorem (see [Po]), \( \mathcal{F}^{-1} \psi_j \in L^1 \) and \( \| \mathcal{F}^{-1} \psi_j \|_{L^1} = \psi_j(0), \ j = 1, 2 \). Hence, \( \| \varphi_a \|_{L^1} \leq \psi_1(0) + \psi_2(0) = 3 \). \( \square \)
Note that
\begin{equation}
\phi_{a}(f) = e_{a}(f - \varphi_{a} * f) = e_{a}f - e_{a}(\varphi_{a} * f)
\end{equation}
for every \( f \in H^{1}(\mathbb{C}_{+}) \), where \( e_{a}(x) \equiv e^{iax}, \quad x \in \mathbb{R}, \quad a \in \mathbb{R} \).

The formula (5.3) and Lemma 5.7 allow us to define \( f_{(a)} \) in the case where \( f \in H^{\infty}(\mathbb{C}_{+}) \). The following result was obtained in [Pe6]. We give a proof here for completeness.

**Lemma 5.8.** Let \( f \in H^{\infty}(\mathbb{C}_{+}) \). Then \( f_{(a)} \in H^{\infty}(\mathbb{C}_{+}) \) for every \( a > 0 \) and
\begin{equation}
\| f_{(a)} \|_{H^{\infty}} \leq 4 \| f \|_{H^{\infty}}.
\end{equation}

**Proof.** Note that \( \| f_{(a)} \|_{L^{\infty}} \leq 4 \| f \|_{L^{\infty}} \) for every \( f \in L^{\infty}(\mathbb{R}) \), where \( f_{(a)} \) is defined by (5.3). It remains to verify that \( f_{(a)} \in H^{\infty}(\mathbb{C}_{+}) \) for every \( f \in H^{\infty}(\mathbb{C}_{+}) \). This is clear for \( f \in H^{1}(\mathbb{C}_{+}) \cap H^{\infty}(\mathbb{C}_{+}) \). To complete the proof we observe that \( H^{1}(\mathbb{C}_{+}) \cap H^{\infty}(\mathbb{C}_{+}) \) is dense in \( H^{\infty}(\mathbb{C}_{+}) \) in the weak* topology \( \sigma(L^{\infty}, L^{1}) \) and formula (5.3) defines the mapping \( f \mapsto f_{(a)} \) which acts continuously on \( L^{\infty}(\mathbb{R}) \) in the weak* topology \( \sigma(L^{\infty}, L^{1}) \). \( \square \)

Note that it follows easily from the definition of \( f_{(a)} \) that \( f_{(a)} = 0 \) if \( f \in H^{\infty}(\mathbb{C}_{+}) \) and \( \text{supp} \mathcal{F}f \subset (0, a) \). Hence, the same is true for all \( f \in H^{\infty}(\mathbb{C}_{+}) \) with \( \text{supp} \mathcal{F}f \subset [0, a] \).

**Proof of Lemma 5.2** Let \( \text{supp} \mathcal{F}f \subset (0, \sigma) \), where \( \sigma \in (0, \infty) \). It was proved in [Pe6] that
\begin{equation}
(\mathcal{D}f)(x, y) = i \int_{0}^{\infty} e^{i\xi x} f(\xi)(y) d\xi + i \int_{0}^{\infty} \frac{1}{\eta M} f_{(\eta)}(y) e^{i\eta x} d\eta.
\end{equation}

Since \( f_{(a)} = 0 \) for \( a > 0 \), it follows from Lemma 5.8 that (5.5) is a representation of \( \mathcal{D}f \) in the integral projective tensor product \( L^{\infty} \otimes_{\varepsilon} L^{\infty} \).

Thus
\[
\int\int (\mathcal{D}f)(x, y) d\mathcal{E}_{L}(x) d\mathcal{E}_{M}(y) = i \int_{0}^{\sigma} \exp(i\xi L)(L - M) f_{(\xi)}(M) d\xi + i \int_{0}^{\sigma} \frac{1}{\eta M} f_{(\eta)}(y) (L - M) \exp(i\eta M) d\eta.
\]

On the other hand, if \( f \in H^{1}(\mathbb{C}_{+}) \) and \( \text{supp} \mathcal{F}f \subset (0, \sigma) \), then by Lemma 5.6
\begin{equation}
f(L) - f(M) = \frac{i}{2\pi} \int_{0}^{\infty} \int_{0}^{\infty} (\mathcal{F}f)(\xi + \eta) \exp(i\xi L)(L - M) \exp(i\eta M) d\xi d\eta
\end{equation}
\[
= \frac{i}{2\pi} \int_{0}^{\infty} \exp(i\xi L)(L - M) \left( \int_{0}^{\infty} \frac{\eta M}{\xi + \eta} \exp(i\eta M) d\eta \right) d\xi
\]
\[
+ \frac{i}{2\pi} \int_{0}^{\infty} \left( \int_{0}^{\infty} \frac{\xi M}{\xi + \eta} \exp(i\xi L) d\xi \right) (L - M) \exp(i\eta M) d\eta.
\]

This proves the result under the extra assumption \( f \in H^{1}(\mathbb{C}_{+}) \).

In the general case, we approximate \( f \) with the functions \( f^{[\varepsilon]} \),
\[
f^{[\varepsilon]}(x) \equiv \frac{\sin^{2} \frac{\varepsilon x}{2}}{\varepsilon^{2} x^{2}} f(x).
\]
Clearly, the support of \( \mathcal{F}f^{[\varepsilon]} \) is contained in the \( 2\varepsilon \)- neighborhood of the support of \( \mathcal{F}f \). Hence, \( f^{[\varepsilon]} \in H^{1}(\mathbb{C}_{+}) \) and \( \text{supp} \mathcal{F}f^{[\varepsilon]} \subset (0, \sigma) \) for sufficiently small \( \varepsilon > 0 \).

Now we can apply (5.6) for \( f^{[\varepsilon]} \) in place of \( f \) and pass to the limit as \( \varepsilon \to 0 \) in the strong operator topology. \( \square \)
Lemma 5.9. Let \( f \) be a bounded function on \( \mathbb{R} \) whose Fourier transform is supported on \([0, \sigma]\) and let \( L \) and \( M \) be maximal dissipative operators such that \( L - M \) is bounded. Then
\[
\| f(L) - f(M) \| \leq 8\sigma \| f \|_{L^\infty(\mathbb{R})} \| L - M \|.
\]

Proof. This follows from (5.6) and (5.4). \( \square \)

Proof of Theorem 5.1. Let \( f_n = f * W_n, n \in \mathbb{Z} \). Then
\[
\mathcal{D} f = \sum_{n=-\infty}^{\infty} \mathcal{D} f_n
\]
and the series converges uniformly. By Lemma 5.2
\[
f_n(L) - f_n(M) = \int \int (\mathcal{D} f_n)(x, y) d\mathcal{E}(x)(L - M) d\mathcal{E}(y).
\]
The result follows now from Lemma 5.9. \( \square \)

Lemma 5.10. Let \( f \in \left(B_{1,\infty}^{1+}\right)_+ \cap H^\infty(\mathbb{C}_+) \). Then \( f \) is operator Lipschitz on the class of maximal dissipative operators.

Proof. Suppose that \( L \) and \( M \) are maximal dissipative operators such that \( L - M \) is bounded. Let \( f_n = f * W_n, n \in \mathbb{Z} \). By Lemma 5.9
\[
\| f_n(L) - f_n(M) \| \leq \text{const} 2^n \| f_n \|_{L^\infty(\mathbb{R})} \| L - M \|.
\]
It follows that
\[
(5.7) \quad \| f(L) - f(M) \| \leq \text{const} \left( \sum_{n \in \mathbb{Z}} 2^n \| f_n \|_{L^\infty} \right) \| L - M \| \leq \text{const} \| f \|_{B_{1,\infty}^{1+}(\mathbb{R})} \| L - M \|. \quad \square
\]

Note that functions in \( \left(B_{1,\infty}^{1+}\right)_+ \) do not have to be bounded and we have not defined unbounded functions of maximal dissipative operators. However, for functions \( f \) in \( \left(B_{1,\infty}^{1+}\right)_+ \) and for maximal dissipative operators \( L \) and \( M \) with bounded \( L - M \), we can define the operator \( f(L) - f(M) \) by
\[
(5.8) \quad f(L) - f(M) \overset{\text{def}}{=} \sum_{n \in \mathbb{Z}} (f_n(L) - f_n(M)).
\]
It follows from Lemma 5.9 that the series on the right-hand side of (5.8) converges absolutely in the operator norm. It is also easy to verify that the right-hand side does not depend on the choice of \( w \) in (2.1). This allows us to get rid of the condition \( f \in H^\infty(\mathbb{C}_+) \) in the statement of Lemma 5.10.

Theorem 5.11. Let \( f \in \left(B_{1,\infty}^{1+}\right)_+ \). Then \( f \) is operator Lipschitz on the class of maximal dissipative operators.

We proceed now to operator differentiability. Suppose that \( L \) and \( M \) are maximal dissipative operators such that \( L - M \) is bounded. Consider the family of operators
\[
(5.9) \quad L_t = L + t(M - L), \quad t \in [0, 1].
\]
It follows from Lemma 4.1 that \( L_t \) is maximal dissipative for every \( t \in [0, 1] \). For a function \( f \) of class \( C_{A,\infty} \) (see 4.1), we consider the map
\[
(5.10) \quad t \mapsto f(L_t)
\]
and study conditions of its differentiability.

We are going to show that the function (5.10) is differentiable in the operator norm for \( f \in \left(B_{1,\infty}^{1+}\right)_+ \). We have a problem similar to the problem to prove that functions in
are operator Lipschitz: we have not defined unbounded functions of maximal dissipative operators. However, to differentiate the function \((5.10)\), we consider the limit

\[
\frac{1}{s} (f(L_{t+s}) - f(L_t)),
\]

which are well defined; see \((5.8)\).

**Theorem 5.12.** Let \(L, M\) and \(L_t\) be as above and let \(f \in (B_{\infty 1}^1)\). Then the function \((5.10)\) is differentiable in the norm and

\[
\frac{d}{ds} (f(L_s) - f(L)) \bigg|_{s=t} = \int \int \frac{f(x) - f(y)}{x-y} d\mathcal{E}_t(x)(M-L) d\mathcal{E}_t(y),
\]

where \(\mathcal{E}_t\) is the semi-spectral measure of \(L_t\).

*Proof.* As in the proof of Theorem 5.1, we put \(f_n = f \ast W_n\). It follows from Lemma 5.9 that it suffices to prove \((5.11)\) for each function \(f_n\) in place of \(f\). Let \(g = f_n\). For simplicity, we assume that \(t = 0\).

By Theorem 5.1, we have to show that

\[
\lim_{s \to 0} \int \int \frac{g(x) - g(y)}{x-y} d\mathcal{E}_s(x)(M-L) d\mathcal{E}_0(y) = \int \int \frac{g(x) - g(y)}{x-y} d\mathcal{E}_0(x)(M-L) d\mathcal{E}_0(y)
\]

in the norm. By (5.5),

\[
\int \int \frac{g(x) - g(y)}{x-y} d\mathcal{E}_s(x)(M-L) d\mathcal{E}_0(y)
\]

\[
= i \int_0^\infty e^{i\xi L_s}(M-L)g(\xi)(L) d\xi + i \int_0^\infty g(\eta)(L_s)(M-L)e^{i\eta L} d\eta,
\]

while

\[
\int \int \frac{g(x) - g(y)}{x-y} d\mathcal{E}_0(x)(M-L) d\mathcal{E}_0(y)
\]

\[
= i \int_0^\infty e^{i\xi L}(M-L)g(\xi)(L) d\xi + i \int_0^\infty g(\eta)(L)(M-L)e^{i\eta L} L d\eta.
\]

Since

\[
\int_0^\infty \|e_\xi\|_{L^\infty} \|g(\xi)\|_{L^\infty} d\xi < \infty,
\]

it suffices to show that

\[
\lim_{s \to 0} \| \exp(i\xi L_s) - \exp(i\xi L) \| = 0 \quad \text{and} \quad \lim_{s \to 0} \|g(\eta)(L_s) - g(\eta)(L)\| = 0, \quad \xi, \eta > 0.
\]

However, this is an immediate consequence of Corollary 5.5 and Lemma 5.9 \(\square\)

**§6. Hilbert–Schmidt perturbations**

In this section we obtain estimates for \(f(L) - f(M)\) in the case when \(L\) and \(M\) are maximal dissipative operators whose difference belongs to the Hilbert–Schmidt class \(S_2\). We prove that all Lipschitz functions \(f\) that are analytic in the upper half-plane are **Hilbert–Schmidt Lipschitz**, i.e.,

\[
\|f(L) - f(M)\|_{S_2} \leq \text{const} \|L - M\|_{S_2}.
\]

Put

\[
\Delta \overset{\text{def}}{=} \{(x, y) \in \mathbb{R}^2 : x = y\}.
\]
Lemma 6.1. Let $L$ and $M$ be maximal dissipative operators such that $L - M \in S_2$. Then

$$\int_{\mathbb{R}^2} \Phi(x, y) \, d\mathcal{E}_L(x)(L-M) \, d\mathcal{E}_M(y) = 0$$

for every bounded Borel function $\Phi$ vanishing outside $\Delta$.

Proof. By Lemma 4.2 for every $t \in \mathbb{R}$, $L \overset{\text{def}}{=} \{ t \in \mathbb{R} : \mathcal{E}_L(\{t\}) \neq 0 \}$ and $\mathcal{E}_M(\{t\}) \neq 0 \}$. $\mathcal{E}_L(\{t\})L = t\mathcal{E}_L(\{t\})$ and $\mathcal{E}_M(\{t\})M = M\mathcal{E}_M(\{t\}) = t\mathcal{E}_M(\{t\})$. Besides, the sets $\{ t \in \mathbb{R} : \mathcal{E}_L(\{t\}) \neq 0 \}$ and $\{ t \in \mathbb{R} : \mathcal{E}_M(\{t\}) \neq 0 \}$ are at most countable. Hence,

$$\int_{\mathbb{R}^2} \Phi(x, y) \, d\mathcal{E}_L(x)(L-M) \, d\mathcal{E}_M(y) = \sum_{t \in \mathbb{R}} \Phi(t, t) (\mathcal{E}_L(\{t\})\mathcal{E}_M(\{t\}) - \mathcal{E}_L(\{t\})\mathcal{E}_M(\{t\})) = 0. \square$$

Let $\text{Lip}_A$ denote the set of functions $f$ analytic in $\mathbb{C}_+$ and such that $f' \in H^\infty(\mathbb{C}_+)$. Clearly, each function $f$ in $\text{Lip}_A$ extends to a function continuous on $\text{clos} \, \mathbb{C}_+$.

Theorem 6.2. Let $f \in \text{Lip}_A \cap H^\infty(\mathbb{C}_+)$ and let $L$ and $M$ be maximal dissipative operators such that $L - M \in S_2$. Then

$$(6.1) \quad f(L) - f(M) = \int_{\mathbb{R}^2 \setminus \Delta} \frac{f(x) - f(y)}{x - y} \, d\mathcal{E}_L(x)(L-M) \, d\mathcal{E}_M(y),$$

and $\|f(L) - f(M)\|_{S_2} \leq \|f'\|_{H^\infty} \|L-M\|_{S_2}$.

Proof. In the case when $f \in (B_{1,1}(\mathbb{R}))_+$, the result follows from Theorem 5.1 and Lemma 6.1. We can take a nonnegative function $\Phi \in L^1(\mathbb{R})$ such that $\mathcal{F}\Phi \in C^\infty(\mathbb{R})$, $\text{supp} \, \mathcal{F}\Phi \subset [-1, 1]$ and $(\mathcal{F}\Phi)(0) = 1$. Put $\Phi_{\varepsilon}(x) \overset{\text{def}}{=} \varepsilon^{-1}\Phi(\varepsilon^{-1} x)$. It is easy to see that $\Phi_{\varepsilon} * f \in (B_{1,1}(\mathbb{R}))_+$ and $\|\Phi_{\varepsilon} * f\|_{H^\infty} \leq \|f'\|_{H^\infty}$ for all $\varepsilon > 0$. Moreover, $\lim_{\varepsilon \to 0+} (\Phi_{\varepsilon} * f)(x) = f(x)$ for all $x \in \mathbb{R}$. Hence,

$$(\Phi_{\varepsilon} * f)(L) - (\Phi_{\varepsilon} * f)(M) = \int_{\mathbb{R}^2 \setminus \Delta} \frac{(\Phi_{\varepsilon} * f)(x) - (\Phi_{\varepsilon} * f)(y)}{x - y} \, d\mathcal{E}_L(x)(L-M) \, d\mathcal{E}_M(y)$$

by Theorem 5.1 and Lemma 6.1 for all $\varepsilon > 0$. It remains to observe that Lemma 3.2 in [Pe7] allows us to pass to the limit as $\varepsilon \to 0+$. \square

Corollary 6.3. Let $f \in \text{Lip}_A \cap H^\infty(\mathbb{C}_+)$ and let $L$ and $M$ be maximal dissipative operators such that $L - M \in S_2$. Then

$$f(L) - f(M) = \int_{\mathbb{R}^2} \frac{f(x) - f(y)}{x - y} \, d\mathcal{E}_L(x)(L-M) \, d\mathcal{E}_M(y),$$

and $\|f(L) - f(M)\|_{S_2} \leq \|f'\|_{H^\infty} \|L-M\|_{S_2}$.

Note that functions in $\text{Lip}_A$ do not have to be bounded and we have not defined unbounded functions of maximal dissipative operators. However, for functions in $\text{Lip}_A$ and for maximal dissipative operators $L$ and $M$ with $L - M \in S_2$, we can define the operator $f(L) - f(M)$. We cannot just put

$$f(L) - f(M) \overset{\text{def}}{=} \sum_{n \in \mathbb{Z}} (f_n(L) - f_n(M))$$

as we did in the previous section. Indeed, even in the scalar case we cannot write

$$(6.2) \quad f(x) - f(y) = \sum_{n \in \mathbb{Z}} (f_n(x) - f_n(y)).$$
for arbitrary \( f \in \text{Lip}_A \). Formula (6.2) can be modified in the following way.

It can be shown that for every \( f \in \text{Lip}_A \), there exists a number \( a \) and a sequence \( \{N_j\} \) in \( Z \) such that

\[
\lim_{j \to \infty} N_j = -\infty \quad \text{and} \quad f(z) - f(w) = az - aw + \lim_{j \to \infty} \sum_{n=N_j}^{\infty} (f_n(z) - f_n(w))
\]

for every \( z, w \in \text{clo} \ C_+ \). This allows us to define \( f(L) - f(M) \) by the formula

\[
f(L) - f(M) \overset{\text{def}}{=} a(L - M) + \lim_{j \to \infty} \sum_{n=N_j}^{\infty} (f_n(L) - f_n(M))
\]

and the limit exists in \( S_2 \).

We do not prove this in this paper. Instead we give a different definition of \( f(L) - f(M) \) that is based on the following lemma.

**Lemma 6.4.** There exists a sequence \( \{\varphi_n\}_{n \geq 1} \) in \( H^\infty (C_+) \) such that

(i) \( \lim_{n \to \infty} \varphi_n(z) = 1 \) for every \( z \in C_+ \),

(ii) \( \|\varphi_n\|_{H^\infty} = 1 \) for every \( n \),

(iii) \( (i + z) \varphi_n \in H^\infty \) for every \( n \),

(iv) \( \lim_{n \to \infty} \|(i + z) \varphi_n(z)\|_{H^\infty} = 0 \).

**Proof.** Put

\[
\varphi_n(z) = \frac{1}{\log n} \int_1^n \frac{1}{z + it} \, dt = \frac{1}{\log n} \log \frac{z + in}{z + i}, \quad n \geq 2.
\]

Here \( \log \) denotes the principal branch of the logarithm. Statements (i) and (iii) are obvious. We have \( \varphi_n(0) = 1 \) and

\[
|\varphi_n(z)| \leq \frac{1}{\log n} \int_1^n \frac{dt}{|z + it|} \leq \frac{1}{\log n} \int_1^n \frac{dt}{t} = 1
\]

for all \( z \in C_+ \). Hence, \( \|\varphi_n\|_{H^\infty} = 1 \) for every \( n \geq 2 \).

It remains to verify (iv). We have

\[
|(i + z) \varphi_n(z)| = \frac{1}{\log n} \cdot \left| \frac{n - 1}{z + in} \right| \leq \frac{1}{\log n}
\]

for all \( z \in C_+ \). \( \square \)

**Corollary 6.5.** Let \( f \in \text{Lip}_A \). Then \( \varphi_n f \in H^\infty \) for every \( n \) and

\[
\lim_{n \to \infty} \|(\varphi_n f)'\|_{H^\infty} = \|f'\|_{H^\infty}.
\]

**Proof.** We have

\[
\|(\varphi_n f)'\|_{H^\infty} \leq \|\varphi_n f\|_{H^\infty} + \|\varphi_n f'\|_{H^\infty} \leq \|\varphi_n f\|_{H^\infty} + \|f'\|_{H^\infty}.
\]

Taking into account the fact that \( |f(z)| \leq \text{const} |i + z| \), we deduce from (iv) that \( \limsup_{n \to \infty} \|(\varphi_n f)'\|_{H^\infty} \leq \|f'\|_{H^\infty} \). The inequality \( \liminf_{n \to \infty} \|(\varphi_n f)'\|_{H^\infty} \geq \|f'\|_{H^\infty} \) follows from (i). \( \square \)

Let \( f \in \text{Lip}_A \) and let \( L \) and \( M \) be maximal dissipative operators such that \( L - M \in S_2 \). We can define now \( f(L) - f(M) \) as follows:

\[
(6.3) \quad f(L) - f(M) \overset{\text{def}}{=} \lim_{n \to \infty} \left( (\varphi_n f)(L) - (\varphi_n f)(M) \right) \quad \text{in the norm of} \quad S_2.
\]
Theorem 6.6. Let $f \in \text{Lip}_A$. Suppose that $L$ and $M$ are maximal dissipative operators such that $L - M \in S_2$. Then the limit in (6.3) exists,

$$f(L) - f(M) = \int \int_{\mathbb{R}^2} \frac{f(x) - f(y)}{x - y} \, d\mathcal{E}_L(x)(L - M) \, d\mathcal{E}_M(y)$$

and

(6.4) \[ \|f(L) - f(M)\|_{S_2} \leq \|f'\|_{L^\infty} \|L - M\|_{S_2}. \]

Proof. We have

$$f(L) - f(M) = \lim_{n \to \infty} \left( (\varphi_n f)(L) - (\varphi_n f)(M) \right)$$

$$= \lim_{n \to \infty} \int \int_{\mathbb{R}^2} \frac{\varphi_n(x)f(x) - \varphi_n(y)f(y)}{x - y} \, d\mathcal{E}_L(x)(L - M) \, d\mathcal{E}_M(y)$$

$$= \int \int_{\mathbb{R}^2} \frac{f(x) - f(y)}{x - y} \, d\mathcal{E}_L(x)(L - M) \, d\mathcal{E}_M(y),$$

the last equality being a consequence of Lemma 3.2 in [Pe7].

This immediately implies inequality (6.4). \qed

§7. Hölder classes and general moduli of continuity

In this section we obtain estimates for $\|f(L) - f(M)\|$ for maximal dissipative operators $L$ and $M$ whose difference is bounded and for functions $f$ in the Hölder class $(\Lambda_\alpha(\mathbb{R}))_+$, $0 < \alpha < 1$. We show that in this case

$$\|f(L) - f(M)\| \leq \text{const} \|L - M\|^\alpha,$$

i.e., such functions $f$ are operator Hölder of order $\alpha$. As before we have a problem how to interpret $f(L) - f(M)$ in the case when the function $f$ is unbounded. We give the following definition of $f(L) - f(M)$:

(7.1) \[ f(L) - f(M) \overset{\text{def}}{=} \sum_{n=-\infty}^{\infty} (f_n(L) - f_n(M)), \]

where the functions $f_n$ are defined by (2.2). As in the case of self-adjoint operators (see [AP2]), the series on the right converges absolutely and the definition does not depend on the choice of the functions $W_n$.

Then we proceed to the problem of estimating the operator differences $\|f(L) - f(M)\|$ for functions $f$ in the space $(\Lambda_\omega(\mathbb{R}))_+$ in the case of arbitrary moduli of continuity $\omega$.

Theorem 7.1. There is a constant $c > 0$ such that for every $\alpha \in (0, 1)$, for arbitrary $f \in (\Lambda_\alpha(\mathbb{R}))_+$, and for arbitrary maximal dissipative operators $L$ and $M$ with bounded $L - M$, the following inequality holds:

$$\|f(L) - f(M)\| \leq c (1 - \alpha)^{-1} \|f\|_{\Lambda_\alpha(\mathbb{R})} \|L - M\|^\alpha,$$

where $f(L) - f(M)$ is defined by (7.1) and the series on the right of (7.1) converges absolutely.

Proof. Corollary 5.9 allows us to prove the inequality

$$\|f(L) - f(M)\| \leq \text{const} \|f\|_{\Lambda_\alpha(\mathbb{R})} \|L - M\|^\alpha$$

by using exactly the same arguments as in the proof of Theorem 4.1 in [AP2]. The fact that the constant in this inequality can be estimated in terms of $c (1 - \alpha)^{-1}$ follows immediately from Theorem 7.2 given below. \qed
We proceed now to the case of arbitrary moduli of continuity. For a modulus of continuity $\omega$, we define the function $\omega_\ast$ by
\begin{equation}
\omega_\ast(x) = x \int_x^\infty \frac{\omega(t)}{t^2} \, dt, \quad x > 0.
\end{equation}

Then $\omega_\ast$ is a modulus of continuity provided $\omega_\ast(x) < \infty$, $x > 0$. Clearly, if $\omega_\ast(x) < \infty$ for some $x > 0$, then $\omega_\ast(x) < \infty$ for all $x > 0$.

For maximal dissipative operators $L$ and $M$ with bounded difference and for a function $f$ in $(\Lambda_\omega(\mathbb{R}))_+$, we consider the operator difference $f(L) - f(M)$ and in the case of unbounded $f$, we understand by $f(L) - f(M)$ the operator
\begin{equation}
(f(L) - f(M)) = \sum_{n=-\infty}^{\infty} (f_n(L) - f_n(M)) + (f - f * V_N)(L) - (f - f * V_N)(M),
\end{equation}
where the functions $V_n$ are defined by \(\ref{Vn}\). As in the case of self-adjoint operators (see [AP3]), the series on the right converges absolutely in the norm and the right-hand side of \(\ref{7.3}\) does not depend on the choice of the functions $W_n$.

**Theorem 7.2.** There exists a constant $c > 0$ such that for every modulus of continuity $\omega$ with finite $\omega_\ast$, every $f \in \Lambda_\omega(\mathbb{R})$ and for arbitrary maximal dissipative operators $L$ and $M$ with bounded difference, the series on the right of \(\ref{7.3}\) converges absolutely and the following inequality holds:
\[\|f(L) - f(M)\| \leq c \|f\|_{\Lambda_\omega(\mathbb{R})} \omega_\ast(\|L - M\|),\]
where the operator $f(L) - f(M)$ is defined by \(\ref{7.3}\).

**Proof.** By utilizing Corollary 5.9, we can prove Theorem 7.2 in exactly the same way as it is done in the proof of Theorem 7.1 of [AP2].

**Corollary 7.3.** Let $\omega$ be a modulus of continuity such that $\omega_\ast(x) \leq \text{const} \omega(x)$, $x > 0$.

Then for an arbitrary function $f \in (\Lambda_\omega(\mathbb{R}))_+$ and for arbitrary maximal dissipative operators $L$ and $M$ with bounded difference, the following inequality holds:
\begin{equation}
\|f(L) - f(M)\| \leq \text{const} \|f\|_{\Lambda_\omega(\mathbb{R})} \omega(\|L - M\|).
\end{equation}

§8. Higher Order Operator Differences

In this section we establish a formula for higher operator differences in terms of multiple operator integrals. Then we obtain estimates of higher operator differences for functions of classes $(\Lambda_\alpha(\mathbb{R}))_+$ and $(\Lambda_{\omega,m}(\mathbb{R}))_+$.

Let $L$ and $M$ be maximal dissipative operators such that the operator $L - M$ is bounded and let $m$ be a positive integer. Put
\begin{equation}
K = \frac{1}{m} (M - L).
\end{equation}

Then the operator $L + jK$ is maximal dissipative for $0 \leq j \leq m$. For a function $f \in (B_{\infty,1}(\mathbb{R}))_+$, we consider the following operator difference:
\begin{equation}
(\Delta_K^n f)(L) \overset{\text{def}}{=} \sum_{j=0}^{m} (-1)^{m-j} \binom{m}{j} f(L + jK).
\end{equation}
By the right-hand side of (8.2), we mean the following:

\[
\sum_{n \in \mathbb{Z}} \left( \sum_{j=0}^{m} (-1)^{m-j} \binom{m}{j} f_n(L + jK) \right),
\]

where the functions \( f_n \) are defined by (2.2). As before, the definition does not depend on the choice of \( W_n \).

The next theorem shows that this series converges absolutely in the norm.

**Theorem 8.1.** Let \( m \) be a positive integer and let \( f \in (B_K^m(\mathbb{R}))_+ \). Suppose that \( L \) and \( M \) are maximal dissipative operators with bounded \( L - M \) and let \( K \) be the operator defined by (8.1). Then the series (8.3) converges absolutely in the norm and

\[
(\Delta_K^m f)(L) = m! \int \cdots \int (\mathcal{D}^m f)(x_1, \ldots, x_{m+1}) d\mathcal{E}_1(x_1) K d\mathcal{E}_2(x_2) K \cdots K d\mathcal{E}_{m+1}(x_{m+1}),
\]

where \( \mathcal{E}_j \) is the semi-spectral measure of \( L + jK \).

Theorem 8.1 implies the following result:

**Theorem 8.2.** Let \( m \) be a positive integer. There exists \( c > 0 \) such that for arbitrary \( f \), \( L \), and \( M \) satisfying the hypotheses of Theorem 8.1 the following inequality holds:

\[
\| (\Delta_K^m f)(L) \| \leq c \| f \|_{B_K^m(\mathbb{R})} \| K \|^m.
\]

**Proof.** The result follows immediately from Theorem 8.1 and from Theorem 5.5 of the paper [Pe6]. \( \square \)

To avoid complicated notation, we prove Theorem 8.1 in the case \( m = 2 \). The proof can easily be adjusted for an arbitrary positive integer \( m \).

**Lemma 8.3.** Let \( L \) be a maximal dissipative operator and let \( K \) be a bounded operator such that \( L + 2K \) is a dissipative operator. Then

\[
\exp(i(xL + 2K)) - 2 \exp(i(xL + K)) + \exp(iL) = -2 \int_0^x \left( \int_0^\xi \exp(i(x - \eta)L) K \exp(i(\eta - \xi)(L + K)) K \exp(i(\xi(L + 2K)) d\eta \right) d\xi
\]

for every \( x > 0 \).

**Proof.** By Corollary 5.4 for \( x > 0 \), we have

\[
\exp(i(xL + 2K)) - \exp(iL) = 2i \int_0^x \exp(i(x - \xi)L) K \exp(i\xi(L + 2K)) d\xi
\]

and

\[
\exp(i(xL + K)) - \exp(iL) = i \int_0^x \exp(i(x - \xi)L) K \exp(i\xi(L + K)) d\xi.
\]

It also follows from Corollary 5.4 that for \( \xi > 0 \),

\[
\exp(i\xi(L + 2K)) - \exp(i\xi(L + K)) = i \int_0^\xi \exp(i(\xi - \eta)(L + K)) K \exp(i(\eta(L + 2K)) d\eta.
\]

These equalities imply the result. \( \square \)

**Lemma 8.4.** Let \( f \) be a function in \( H^1(\mathbb{C}_+) \) such that

\[
\int_0^\infty (1 + |\xi|^2) |(\mathcal{F} f)(\xi)| d\xi < \infty.
\]
Then under the hypotheses of Lemma 8.3
\[ f(L + 2K) - 2f(L + K) + f(L) \]
\[ = -\frac{1}{\pi} \iint_{\mathbb{R}_+^3} (\mathcal{F} f)(\xi + \eta + x) \exp(i\xi L) K \exp(i\eta(L + K)) K \exp(i\xi(L + 2K)) d\xi d\eta dx. \]

Proof. The result follows from Lemma 8.3 in the same way as Lemma 5.6 has been deduced from Corollary 5.4. Indeed, we have
\[ f(L + 2K) - 2f(L + K) + f(L) = \frac{1}{2\pi} \int_0^\infty (\mathcal{F} f)(x) \left( \exp(ix(L + 2K)) - 2\exp(ix(L + K)) + \exp(ixL) \right) dx. \]

It remains to apply Lemma 8.3 and to change variables. \(\square\)

Now we are ready to prove Theorem 8.1 for \(m = 2\).

**Theorem 8.5.** Let \(f \in (B_{\infty,1}(\mathbb{R}))_+\), let \(L\) be a maximal dissipative operator and let \(K\) be a bounded operator such that \(L + 2K\) is dissipative. Then
\[ f(L + 2K) - 2f(L + K) + f(L) = 2 \iint_{\mathbb{R}_+ \times \mathbb{R}_+} (\mathcal{D}^2 f)(x, y, z) d\theta L(x)K d\theta L + K(y)K d\theta L + 2K(z). \]

Proof. As in the proof of Theorem 5.1, it suffices to consider the case when \(f \in L^\infty(\mathbb{R})\) and the support of its Fourier transform \(\mathcal{F} f\) is a compact subset of \((0, \infty)\). Then we have (see \[\text{Pe}6\])
\begin{equation}
(\mathcal{D}^2 f)(x, y, z) = -\iint_{\mathbb{R}_+ \times \mathbb{R}_+} f(\eta + x, y) e^{i\eta y} e^{ixz} d\eta dx
- \iint_{\mathbb{R}_+ \times \mathbb{R}_+} e^{ix} f(\xi + x, y) e^{ixz} d\xi dx
- \iint_{\mathbb{R}_+ \times \mathbb{R}_+} e^{iy} e^{i\eta y} f(\xi + \eta, z) d\eta dx.
\end{equation}
(8.4)

The rest of the proof is the same as in the proof of Lemma 5.2. \(\square\)

We proceed now to estimation of higher order operator differences.

**Theorem 8.6.** Let \(\alpha > 0\) and let \(m\) be an integer such that \(\alpha < m\). There exists \(c > 0\) such that for arbitrary dissipative operators \(L\) and \(M\) with bounded \(L - M\) and for every \(f \in (L_{\alpha,1}(\mathbb{R}))_+\) the following inequality holds:
\[ \| (\Delta_K^m f)(L) \| \leq c \| f \|_{L_{\alpha,1}(\mathbb{R})} \| K \|^\alpha, \]
where \(K\) is defined by (8.1).

Proof. It follows from Theorem 8.1 that
\[ \| (\Delta_K^m f_n)(L) \| \leq \text{const} 2^m \| f_n \|_{L^\infty} \| K \|^m, \]
where \(f_n\) is defined by (2.2).

The rest of the proof is the same as in the proof of Theorem 4.2 of [AP2]. \(\square\)

The following theorem yields estimates of \(\| (\Delta_K^m f)(L) \|\) for functions \(f\) in \((L_{\omega,m}(\mathbb{R}))_+\), where \(\omega\) is a nondecreasing function satisfying (2.6). With such a function \(\omega\) we associate the auxiliary function \(\omega_{*,m}\) defined by
\[ \omega_{*,m}(x) = x^m \int_x^\infty \frac{\omega(t)}{t^{m+1}} dt = \int_1^\infty \frac{\omega(sx)}{s^{m+1}} ds. \]
For functions $f$ in $(\Lambda_{\omega,m}(\mathbb{R}))_+$, we define the operator $(\Delta^m_K f)(L)$ by

$$
(\Delta^m_K f)(L) = \sum_{n=-\infty}^N (\Delta^m_K f_n)(L) + (\Delta^m_K (f - f \ast V_N))(L).
$$

**Theorem 8.7.** Let $m$ be a positive integer. Then there is a positive number $c$ such that for an arbitrary nondecreasing function $\omega$ on $(0, \infty)$ satisfying (2.6) with finite $\omega_{*,m}$, for an arbitrary function $f$ in $(\Lambda_{\omega,m}(\mathbb{R}))_+$, and arbitrary maximal dissipative operators $L$ and $M$ with bounded $L - M$, the series (8.6) converges absolutely in the norm and the following inequality holds:

$$
\| (\Delta^m_K f)(L) \| \leq c \| f \|_{\Lambda_{\omega,m}(\mathbb{R})} \omega_{*,m}(\| K \|),
$$

where $K$ is defined by (8.1).

**Proof.** If we apply inequality (8.5), we can proceed in the same way as in the proof of Theorem 7.1 of [AP4].

**Corollary 8.8.** Suppose that in the hypotheses of Theorem 8.7 the function $\omega$ satisfies the condition

$$
\omega_{*,m}(x) \leq \text{const} \omega(x), \quad x > 0.
$$

Then

$$
\| (\Delta^m_K f)(L) \| \leq \text{const} \| f \|_{\Lambda_{\omega,m}(\mathbb{R})} \omega(\| K \|).
$$

§9. Higher operator derivatives

In this section we show that under the assumption $f \in (B^m_{\infty,1}(\mathbb{R}))_+$, the function

$$
t \mapsto f(L_t)
$$

has $m$th derivative and we obtain a formula the $m$th derivative in terms of multiple operator integrals.

Here $L$ and $M$ are maximal dissipative operators such that the operator $L - M$ is bounded and the family $L_t$ is defined by (5.9).

To be more precise, we note that functions in $(B^m_{\infty,1}(\mathbb{R}))_+$ do not have to be bounded and in the case $m > 1$ under the assumption $f \in (B^m_{\infty,1}(\mathbb{R}))_+$, the function (9.1) does not have to be differentiable. However, we show that for each $n \in \mathbb{Z}$, the function

$$
t \mapsto f_n(L_t)
$$

has derivatives in the norm up to order $m$ and the series

$$
\sum_{n \in \mathbb{Z}} \frac{d^m}{dt^m} f_n(L_t)
$$

converges absolutely in the norm and by the $m$th derivative of the function (9.1), we understand the sum of the series (9.2).

**Theorem 9.1.** Let $m$ be a positive integer and let $f \in (B^m_{\infty,1}(\mathbb{R}))_+$. Suppose that $L$ and $M$ are maximal dissipative operators such that $L - M$ is bounded. Then the function (9.1) has $m$th derivative and

$$
\frac{d^m}{dt^m} f(L_t) \big|_{t=s} = m! \int \int \cdots \int (D^m f)(x_1, x_2, \ldots, x_{m+1}) d\epsilon_s(x_1) K d\epsilon_s(x_2) K \cdots K d\epsilon_s(x_{m+1}),
$$

where $\epsilon_s$ is the semi-spectral measure of $L_s$. 
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The proof of these identities is similar to the proof of Theorem 8.5. It follows that

\[
\frac{1}{t} \left( \int \int \int (\mathcal{O}^m f_n)(x,y,z) \, d\mathcal{E}_t(x)K \, d\mathcal{E}_t(y)K \, d\mathcal{E}_t(z) \right) = \int \int \int (\mathcal{O}^2 f_n)(x,y,z) \, d\mathcal{E}_t(x)K \, d\mathcal{E}_t(y)K \, d\mathcal{E}_t(z)
\]

and

\[
\frac{1}{t} \left( \int \int \int (\mathcal{O}f_n)(x,y) \, d\mathcal{E}_t(x)K \, d\mathcal{E}_t(y)K \, d\mathcal{E}_t(z) \right) = \int \int \int (\mathcal{O}^2 f_n)(x,y,z) \, d\mathcal{E}_t(x)K \, d\mathcal{E}_t(y)K \, d\mathcal{E}_t(z).
\]

The proof of these identities is similar to the proof of Theorem 8.5. It follows that

\[
\frac{1}{t} \left( \left. \frac{d}{ds} f_n(L_s) \right|_{s=t} - \left. \frac{d}{ds} f(L_s) \right|_{s=0} \right) = \int \int \int (\mathcal{O}^2 f_n)(x,y,z) \, d\mathcal{E}_t(x)K \, d\mathcal{E}_t(y)K \, d\mathcal{E}_t(z)
\]

\[
+ \int \int \int (\mathcal{O}^2 f_n)(x,y,z) \, d\mathcal{E}_t(x)K \, d\mathcal{E}_t(y)K \, d\mathcal{E}_t(z).
\]

It remains to observe that

\[
\lim_{{t \to 0}} \int \int \int (\mathcal{O}^2 f_n)(x,y,z) \, d\mathcal{E}_t(x)K \, d\mathcal{E}_t(y)K \, d\mathcal{E}_t(z)
\]

\[
= \int \int \int (\mathcal{O}^2 f_n)(x,y,z) \, d\mathcal{E}(x)K \, d\mathcal{E}(y)K \, d\mathcal{E}(z)
\]

and

\[
\lim_{{t \to 0}} \int \int \int (\mathcal{O}^2 f_n)(x,y,z) \, d\mathcal{E}_t(x)K \, d\mathcal{E}_t(y)K \, d\mathcal{E}_t(z)
\]

\[
= \int \int \int (\mathcal{O}^2 f_n)(x,y,z) \, d\mathcal{E}(x)K \, d\mathcal{E}(y)K \, d\mathcal{E}(z).
\]

This can be proved in the same way as in the proof of Theorem 5.12 if we apply (8.3). □

§10. Estimates in Schatten–von Neumann classes

In this section we consider the case when \(f \in \mathcal{A}_\alpha(\mathbb{R})_+\), \(\alpha > 0\), and \(L\) and \(M\) are maximal dissipative operators such that \(L - M\) belongs to the Schatten–von Neumann class \(S_p\). We are going to obtain results that are similar to the results of [AP3] for self-adjoint operators.
Lemma 10.1. Let \( f \in \left( B_{\infty,1}(\mathbb{R}) \right)_+ \) and let \( p \geq m \). Then there exists a positive number \( c \) such that for arbitrary maximal dissipative operators \( L \) and \( M \) such that \( L - M \) belongs to the Schatten–von Neumann class \( S_p \) and for every function \( f \in H^\infty(\mathbb{C}_+) \) whose Fourier transform is supported on \([0,\sigma]\), the following inequality holds:

\[
\left\| (\Delta^m_K f)(L) \right\|_{S_{p/m}} \leq c \sigma^m \left\| f \right\|_{L^\infty} K^m, \tag{8.1}
\]

where \( K \) is defined by (8.1).

Proof. The result follows easily from Theorem 3.1 and 3.10. \( \square \)

Theorem 10.2. Let \( m \) be a nonnegative integer. Then there exists a positive number \( c \) such that for every \( \alpha \) satisfying \( m - 1 \leq \alpha < m \), for every \( p > m \), \( f \in \left( \Lambda_\alpha(\mathbb{R}) \right)_+ \), and for arbitrary maximal dissipative operators \( L \) and \( M \) with \( L - M \in S_p \), the operator \( (\Delta^m_K f)(L) \) belongs to \( S_{p/\alpha} \) and

\[
\left\| (\Delta^m_K f)(L) \right\|_{S_{p/\alpha}} \leq \frac{c}{m - \alpha} \left( \frac{p}{p - m} \right)^{\alpha/m} \left\| f \right\|_{\Lambda_\alpha(\mathbb{R})} K \left\| S_p \right\|.
\]

To prove Theorem 10.2 we should apply Lemma 10.1 and then proceed in the same way as it was done in §5 of [AP3]. Note that in [AP3] we did not show the dependence on \( \alpha \) and \( p \) of the constant on the right-hand side of the inequality in the statement of the theorem. Nevertheless, the reasonings given in [AP3] lead to this estimate.

Note also that as in the case of self-adjoint operators (see [AP3]), we can obtain a more general result for ideals of operators on Hilbert space with upper Boyd index less than 1/m.

In the case \( p = m \) we can obtain a weaker conclusion that \( (\Delta^m_K f)(L) \) belongs to the ideal \( S_{m,\infty} \). Recall that the ideal \( S_{q,\infty} \) consists of operators \( T \) on Hilbert space whose singular values \( s_j(T) \) satisfy the condition:

\[
s_j(T) \leq \text{const}(1 + j)^{-1/q}.
\]

Theorem 10.3. Let \( m \) be a nonnegative integer. Then there exists a positive number \( c \) such that for every \( \alpha \) satisfying \( m - 1 \leq \alpha < m \), for every \( f \in \left( \Lambda_\alpha(\mathbb{R}) \right)_+ \), and for arbitrary maximal dissipative operators \( L \) and \( M \) with \( L - M \in S_m \), the operator \( (\Delta^m_K f)(L) \) belongs to \( S_{m,\infty} \) and

\[
\left\| (\Delta^m_K f)(L) \right\|_{S_{m,\infty}} \leq \frac{c}{m - \alpha} \left\| f \right\|_{\Lambda_\alpha(\mathbb{R})} K \left\| S_m \right\|.
\]

Again, to prove Theorem 10.3 we can use Lemma 10.1 and then proceed along the same line as it was done in §5 of [AP3]. Doing this, we should watch the dependence of the constants on \( \alpha \).

Remark. Note that in the case \( m = 1 \) the assumptions of Theorem 10.3 do not guarantee that \( (\Delta^m_K f)(L) \in S_{m/\alpha} \). Indeed, in §9 of [AP3] it was shown that the corresponding fact for self-adjoint operators does not hold. The example given in [AP3] is based on the Schatten–von Neumann criterion for Hankel operators; see [Pe1] and [Pe5]. On the other hand, if \( m \) is an integer greater than 1, we do not know whether the assumptions of Theorem 10.3 imply that \( (\Delta^m_K f)(L) \in S_{m/\alpha} \).

The following result shows that if we impose a slightly stronger assumption on \( f \), we can obtain the conclusion that \( (\Delta^m_K f)(L) \in S_{m/\alpha} \).
Theorem 10.4. Let $\alpha > 0$ and let $m$ be an integer such that $m - 1 \leq \alpha \leq m$. Then there exists a positive number $c$ such that for arbitrary maximal dissipative operators $L$ and $M$ with $L - M \in S_m$ and for every $f \in (B^\alpha_{\infty 1}(\mathbb{R}))_+$, the operator $(\Delta_K^m f)(L)$ belongs to $S^{m,\infty}$ and

$$
\| (\Delta_K^m f)(L) \|_{S^{m/\alpha}} \leq c \| f \|_{B^\alpha_{\infty 1}(\mathbb{R})} \| K \|_{S^m}.
$$

We can improve Theorem 10.2 in the following way:

Theorem 10.5. Let $m$ be a nonnegative integer. Then there exists a positive number $c$ such that for every $\alpha$ satisfying $m - 1 \leq \alpha < m$, for every $p > m$, $f \in (\Lambda_\alpha(\mathbb{R}))_+$, and for arbitrary maximal dissipative operators $L$ and $M$ with bounded $L - M$, the following inequality holds:

$$
\sum_{j=0}^{l} \left( s_j \left( \left| (\Delta_K^m f)(L) \right|^{1/\alpha} \right) \right)^p \leq \left( \frac{c}{m - \alpha} \right)^{p/\alpha} \left( \frac{p}{p - m} \right)^{p/m} \| f \|_{\Lambda_\alpha(\mathbb{R})}^p \sum_{j=0}^{l} (s_j(K))^p.
$$

As before, if we use Lemma 10.4, we can prove Theorems 10.4 and 10.5 in the same way as in the the proofs of the corresponding facts for self-adjoint operators given in §5 of [AP3]. In the proof of Theorem 10.5 we should take care of the dependence of the constants on $\alpha$ and $p$.

§11. Commutators and quasicommutators

In this final section we estimate quasicommutators $f(L)R - Rf(M)$ in terms of $LR - RM$, where $L$ and $M$ are maximal dissipative operators and $R$ is a bounded operator. In the special case $R = I$ we arrive at the problem of estimating $f(L) - f(M)$ in terms of $L - M$; this problem was discussed in previous sections. On the other hand, in the case $L = M$ we get the problem of estimating commutators $f(L)R - Rf(L)$.

Let us explain what we mean by the boundedness of $LR - RM$ for not necessarily bounded normal operators $L$ and $M$.

We say that the operator $LR - RM$ is bounded if $R(\mathcal{D}_M) \subset \mathcal{D}_L$ and

$$
\| LRu - Ru \| \leq \text{const} \| u \| \quad \text{for every} \quad u \in \mathcal{D}_M.
$$

Then there exists a unique bounded operator $K$ such that $Ku = LRu - Ru$ for all $u \in \mathcal{D}_M$. In this case we write $K = LR - RM$. Thus $LR - RM$ is bounded if and only if

$$
\| (Ru, L^*v) - (Mu, R^*v) \| \leq \text{const} \| u \| \cdot \| v \|
$$

for every $u \in \mathcal{D}_M$ and $v \in \mathcal{D}_L$ (recall that $-L^*$ and $-M^*$ are also maximal dissipative operators, see §1). It is easy to see that $LR - RM$ is bounded if and only if $M^*R^* - R^*L^*$ is bounded, and $(LR - RM)^* = -(M^*R^* - R^*L^*)$. In particular, we write $LR = RM$ if $R(\mathcal{D}_M) \subset \mathcal{D}_L$ and $LRu = RMu$ for every $u \in \mathcal{D}_M$. We say that $\| LR - RM \| = \infty$ if $LR - RM$ is not a bounded operator.

Theorem 11.1. Let $f$ be a function in $H^\infty(\mathbb{C}_+)$ such that $\text{supp} \mathcal{F} f \subset [0, \sigma]$. Suppose that $L$ and $M$ are maximal dissipative operators and $R$ is a bounded operator such that the operator $LR - RM$ is bounded. Then

$$
(11.1) \quad f(L)R - Rf(M) = \iint \frac{f(x) - f(y)}{x - y} d\mathcal{E}_L(x)(LR - RM) d\mathcal{E}_M(y)
$$

and

$$
\| f(L)R - Rf(M) \| \leq 8\sigma \| LR - RM \|.
$$
The proof of Theorem 11.1 is similar to the proof of the corresponding result for \( f(L) - f(M) \), see [5].

For unbounded functions \( f \), we have not defined \( f(L) \) and \( f(M) \). However, we show in this section that under certain natural assumptions on \( f \), it is possible to define the quasicommutator \( f(L)R - Rf(M) \) for unbounded \( f \) by the formula

\[
\sum_{n \in \mathbb{Z}} \left( f_n(L)R - Rf_n(M) \right).
\]

**Theorem 11.2.** Let \( f \in (B^m_{\infty 1}(\mathbb{R}))_+ \). Suppose that \( L \) and \( M \) are maximal dissipative operators and \( R \) is a bounded operator such that the operator \( LR - RM \) is bounded. Then the series \( (11.2) \) converges absolutely in the norm, formula \( (11.1) \) holds and

\[
\| f(L)R - Rf(M) \| \leq \text{const} \| f \|_{B^m_{\infty 1}(\mathbb{R})} \| LR - RM \|.
\]

**Proof.** The result follows immediately from Theorem 11.1 and the definition of the Besov space \( (B^m_{\infty 1}(\mathbb{R}))_+ \).

**Theorem 11.3.** Let \( 0 < \alpha < 1 \) and let \( f \in \left( \Lambda_\alpha(\mathbb{R}) \right)_+ \). Suppose that \( L \) and \( M \) are maximal dissipative operator and \( R \) is a bounded operator such that the operator \( LR - RM \) is bounded. Then the series \( (11.2) \) converges absolutely in the norm and

\[
\| f(L)R - Rf(M) \| \leq \text{const} \| f \|_{\Lambda_\alpha(\mathbb{R})} \| LR - RM \| \| R \|^{1-\alpha}.
\]

We proceed now to the case of functions in the space \( \left( \Lambda_\omega(\mathbb{R}) \right)_+ \), where \( \omega \) is an arbitrary modulus of continuity. For \( f \in \left( \Lambda_\omega(\mathbb{R}) \right)_+ \), we define \( f(L)R - Rf(M) \) by

\[
(11.3) \quad f(L)R - Rf(M) = \sum_{n=-\infty}^{N} \left( f_n(L)R - Rf_n(M) \right)
+ \left( (f - f \ast V_N)(L)R - R(f - f \ast V_N)(M) \right).
\]

**Theorem 11.4.** Let \( \omega \) be a modulus of continuity such that the function \( \omega \ast \) defined by \( (7.2) \) takes finite values. Suppose that \( L \) and \( M \) are maximal dissipative operator and \( R \) is a bounded operator such that the operator \( LR - RM \) is bounded. Then for arbitrary \( f \in \left( \Lambda_\omega(\mathbb{R}) \right)_+ \), the series in \( (11.3) \) converges absolutely in the norm and the following inequality holds:

\[
\| f(L)R - Rf(M) \| \leq \text{const} \| f \|_{\Lambda_\omega(\mathbb{R})} \| R \| \omega \ast \left( \frac{\| LR - RM \|}{\| R \|} \right).
\]

The proof is the same as the proof of Theorem 11.2.

In [10], we have obtained estimates for \( f(L) - f(M) \) when \( L - M \) belongs to the Schatten–von Neumann class \( S_p \) (this corresponds to the case \( m = 1 \) in [10]). We can obtain analogs of all those results for quasicommutators. We state here an analog of Theorem 10.2.

**Theorem 11.5.** Let \( p > 1 \), \( 0 < \alpha < 1 \), and let \( f \in \left( \Lambda_\alpha(\mathbb{R}) \right)_+ \). Suppose that \( L \) and \( M \) are maximal dissipative operator and \( R \) is a bounded operator such that the operator \( LR - RM \in S_p \). Then \( f(L)R - Rf(M) \in S_{p/\alpha} \) and

\[
\| f(L)R - Rf(M) \|_{S_{p/\alpha}} \leq \text{const} \| f \|_{\Lambda_\alpha(\mathbb{R})} \| LR - RM \|_{S_p} \| R \|^{1-\alpha}.
\]

The proof of Theorem 11.5 is almost the same as that of Theorem 10.2 in the case \( m = 1 \).
Tensor product of a finite number of spectral measures is always a spectral measure
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