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THRESHOLD APPROXIMATIONS FOR A FACTORIZED

SELFADJOINT OPERATOR FAMILY WITH THE FIRST

AND SECOND CORRECTORS TAKEN INTO ACCOUNT

E. S. VASILEVSKAYA AND T. A. SUSLINA

Dedicated to Vasilĭı Mikhăılovich Babich
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Abstract. In a Hilbert space H, a family of operators A(t) admitting a factorization
of the form A(t) = X(t)∗X(t), where X(t) = X0 + tX1, t ∈ R, is considered. It is
assumed that the point λ0 = 0 is an isolated eigenvalue of finite multiplicity for A(0).
Let F (t) be the spectral projection of A(t) for the interval [0, δ] (where δ is sufficiently
small). For small |t|, approximations in the operator norm in H are obtained for the
projection F (t) with an error of O(|t|3) and for the operator A(t)F (t) with an error
of O(|t|5) (the threshold approximations). By using these results, approximation in

the operator norm in H are constructed for the operator exponential exp(−A(t)τ) for

large τ > 0 with an error of O(τ−3/2). For the resolvent (A(t) + ε2I)−1 multiplied
by a suitable “smoothing” factor, approximation in the operator norm in H for small
ε > 0 with an error of O(ε) is obtained. All approximations are given in terms
of the spectral characteristics of A(t) near the bottom of the spectrum. In these
approximations, the first and the second correctors are taken into account. The
results are aimed at applications to homogenization problems for periodic differential
operators in the small period limit.

Introduction

0.1. In a series of papers [BSu1, BSu2, BSu3, BSu4] by M. Sh. Birman and T. A. Suslina,
a new operator-theoretic approach to the problems of homogenization in the small pe-
riod limit was suggested. By this approach, the so-called operator error estimates in
homogenization theory were obtained. In [BSu1, BSu2, BSu3, BSu4], the new approach
was applied to elliptic homogenization problems, and in [Su1, Su2, V, Su3, Su4] it was
applied to parabolic problems. Under this method, after using a scaling transformation
and the Floquet–Bloch decomposition, a family of differential operators depending on the
parameter (the quasimomentum) arises. It is convenient to study this operator family in
the framework of an abstract operator-theoretic pattern.

The present paper is a further development of the corresponding operator-theoretic
material. At the same time, this material is of interest by its own. The authors are going
to devote a separate paper to application of the results obtained here to homogenization
problems.

In the abstract framework, a family of selfadjoint operators A(t) acting in a separable
Hilbert space H is considered. This family admits a factorization of the form A(t) =
X(t)∗X(t), where X(t) = X0 + tX1, t ∈ R. It is assumed that the point λ0 = 0 is an
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isolated eigenvalue of finite multiplicity n for the operator A(0). Let N = KerA(0), and
let P be the orthogonal projection of H onto the subspace N.

The family A(t) is an analytic operator-valued function of t. We study the spectral
characteristics of A(t) near the bottom of its spectrum by methods of analytic perturba-
tion theory. The above factorization of the operator A(t) allows us to advance far.

Fix a sufficiently small number δ > 0. If t0 is sufficiently small and |t| ≤ t0, then
the operator A(t) has exactly n eigenvalues in the interval [0, δ]. (The values of δ and
t0 are controlled; see §1.) By the analytic perturbation theory, there exist real-analytic
branches of the eigenvalues λl(t) and real-analytic branches of orthonormal eigenvectors
ϕl(t), l = 1, . . . , n, of the operator A(t). Herewith, λl(t) = γlt

2 + O(|t|3), where γl ≥ 0,
and ϕl(t) = ωl + O(|t|), l = 1, . . . , n. The vectors ω1, . . . , ωn form an orthonormal basis
in N. The crucial role is played by the so-called spectral germ of the operator family A(t)
at t = 0: this is a selfadjoint operator S : N → N such that Sωl = γlωl, l = 1, . . . , n. By
using a factorization for the operator A(t), an invariant definition of the spectral germ
can be given (see §1).

Let F (t) be the spectral projection of A(t) for the interval [0, δ]. Our first goal is to
find approximations in the operator norm in H for the operators F (t) and A(t)F (t) for
|t| ≤ t0 (the so-called threshold approximations). In [BSu1, Chapter 1], the principal
terms of such approximations with the following error estimates were found:

(0.1) ‖F (t)− P‖H→H ≤ C1|t|, ‖A(t)F (t)− t2SP‖H→H ≤ C2|t|3, |t| ≤ t0.

In [BSu2], sharper approximations for F (t) with an error of O(t2) and for A(t)F (t)
with an error of O(t4) were obtained. In the present paper, we establish still sharper
approximations for F (t) with an error of O(|t|3) and for A(t)F (t) with an error of O(|t|5).
These approximations are given in terms of finite rank operators arising in the analytic
perturbation theory.

As in the previous publications, in order to calculate the approximate operators we
use the power series expansions for analytic branches of eigenvalues and eigenvectors of
A(t), while in order to prove error estimates we integrate the difference of the resolvents
of A(t) and A(0) over a suitable contour in the complex plane.

0.2. The resulting approximations for the operators F (t) and A(t)F (t) are applied to
the problems of approximation in the operator norm in H for operator-valued functions.
Namely, we approximate the operator exponential exp(−A(t)τ ) for large τ > 0 and the
resolvent (A(t) + ε2I)−1 for small ε > 0. It is assumed that for some c∗ > 0 we have
A(t) ≥ c∗t

2I for |t| ≤ t0; this ensures that the spectral germ S is nondegenerate.
Let us discuss the results for the operator exponential. In [Su1, Su2], the principal

term of approximation for the operator exponential exp(−A(t)τ ) was obtained by us-
ing estimates (0.1). This approximation is given in terms of the (finite rank) operator
exp(−t2Sτ )P ; the error estimate is of order |τ |−1/2. Next, in [V], on the basis of the
results of [BSu2], a more accurate approximation for the exponential exp(−A(t)τ ) with
an error of order |τ |−1 was obtained. In this approximation, the first corrector (of order
O(|τ |−1/2)) was taken into account.

In the present paper, we obtain even more accurate approximation of the exponential
exp(−A(t)τ ) with an error of order |τ |−3/2. For this, we take the sum of the first and
second correctors into account (the second corrector is of order O(|τ |−1)).

Note that the norm of the operator exp(−A(t)τ )F (t)⊥ is estimated by e−δτ and “moves
to the error” with reserve. Therefore, the problem reduces to approximation of the
operator exp(−A(t)τ )F (t). This makes if possible to apply the threshold approximations
for F (t) and A(t)F (t). This argument shows that the problem under investigation is of
“threshold nature”.
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0.3. Now we discuss the results for the resolvent (A(t) + ε2I)−1. In [BSu1, Chapter 1],
estimates (0.1) were employed to find the principal term of approximation for this re-
solvent in terms of the operator (t2S + ε2I)−1P with an error of order O(ε−1). (Note
that the resolvent (A(t) + ε2I)−1 itself is of order O(ε−2).) In [BSu2], a more accurate
approximation for the resolvent (A(t)+ε2I)−1 with an error of order O(1) was obtained.
Herewith, the first corrector (of order ε−1) was taken into account.

Note that the norm of the operator (A(t)+ ε2I)−1F (t)⊥ is estimated by the constant
δ−1 and “moves to the error” if the resolvent is approximated with an error of O(1).
This shows the “threshold nature” of the problem.

However, if one looks for even more accurate approximation of the resolvent with
an error of O(ε), then the term (A(t) + ε2I)−1F (t)⊥ does not move to the error any
longer. This is an essential difference between the elliptic and the parabolic problems.
In order to obtain approximation of the resolvent with an error of O(ε), we multiply the
resolvent (A(t)+ε2I)−1 by a suitable “smoothing factor” from the right. (In applications
to differential operators, the corresponding operator is smoothing indeed, allowing us to
transfer this term to the abstract context.) We obtain approximation of the “smoothed”
resolvent (A(t)+ ε2I)−1 with an error of O(ε). Now, the sum of the first and the second
correctors is taken into account (the second corrector is of order O(1)).

0.4. The structure of the paper. In §1, we introduce the operator family A(t) and
some auxiliary operators (including the spectral germ) arising in considerations in the
spirit of perturbation theory. Also, we consider power series expansions for analytic
branches of eigenvalues and eigenvectors of the operator A(t). In §2, the power series
expansions for the operators F (t) and A(t)F (t) are treated and several terms of these
expansions are calculated. In §3, we find a fairly sharp approximation for the difference
of the resolvents of the operators A(t) and A(0) on a suitable contour in the complex
plane. Applying the results of §3, in §4 we prove error estimates in approximations
for F (t) and A(t)F (t). §5 is devoted to approximation of the operator exponential
exp(−A(t)τ ) for large values of τ . In §6, the case of an operator family of a special form,

namely, A(t) = M∗
pA(t)M , is considered; approximation for the operator Me−A(t)τM∗

(a sandwiched operator exponential) is obtained. §7 is devoted to approximation of the
resolvent (A(t) + ε2I)−1 multiplied by a suitable “smoothing” factor.

Formally, the paper can be read without consulting the previous papers. All necessary
facts are duplicated (some of them with proofs). At the same time, the acquaintance
with [BSu1, Chapter 1], [BSu2], [Su2, §2], [V, §2, 3] may facilitate reading.

0.5. Notation. Let G and G∗ be separable Hilbert spaces. The symbols ( · , · )G and
‖ · ‖G stand for the inner product and the norm in G, respectively; the symbol ‖ · ‖G→G∗

stands for the norm of a continuous linear operator from G to G∗. Sometimes we omit
indices if this does not lead to confusion. By I = IG we denote the identity operator
in G. If A : G → G∗ is a linear operator, then DomA denotes the domain of A and
KerA denotes the kernel of A. If N is a subspace in G, then N⊥ := G �N. If P is the
orthogonal projection of G onto N, then P⊥ is the orthogonal projection onto N⊥.

By β with various indices and marks we denote absolute constants. Other (specific)
constants in estimates are denoted by c, C, C, C with various indices and marks.

§1. A factorized family of selfadjoint operators

The content of Subsections 1.1, 1.2, 1.3, and 1.5 is borrowed from [BSu1, Chapter 1],
[BSu2].
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1.1. The family of operators A(t). Let H and H∗ be separable complex Hilbert
spaces, let X0 : H → H∗ be a densely defined and closed operator, and let X1 : H → H∗
be a bounded operator. On the domain DomX(t) = DomX0, we consider the operator
X(t) := X0 + tX1, t ∈ R. Our main object is a family of selfadjoint (and nonnegative)
operators

(1.1) A(t) := X(t)∗X(t), t ∈ R,

in the space H. We denote A(0) = X∗
0X0 =: A0. The operator (1.1) corresponds to the

quadratic form a(t)[u, u] = ‖X(t)u‖2H∗
, u ∈ DomX0. We denote

N := KerA0 = KerX0, N∗ := KerX∗
0 .

It is assumed that the number λ0 = 0 is an isolated point of the spectrum of A0, and that

0 < n := dimN < ∞, n ≤ n∗ := dimN∗ ≤ ∞.

The distance from the point λ0 = 0 to the rest of the spectrum of A0 is denoted by d0.
Let F (t, s) be the spectral projection of the operator A(t) for an interval [0, s]. In what

follows, we fix a number δ > 0 such that 8δ < d0. It turns out (see [BSu1, Chapter 1,
(1.3)]) that

(1.2) F (t, δ) = F (t, 3δ), rankF (t, δ) = n, |t| ≤ t0 = δ1/2‖X1‖−1.

Below we write F (t) = F (t, δ). Let P be the orthogonal projection of the space H onto
the subspace N, and let P∗ be the orthogonal projection of H∗ onto N∗. We use the
notation P⊥ = I − P , N⊥ = H�N, etc.

The operator family A(t) depends on the parameter t analytically; the point λ0 = 0
is an isolated eigenvalue of finite multiplicity n for the unperturbed operator A0. There-
fore, for small |t| the eigenvalues of the operator A(t) near zero and the corresponding
eigenvectors can be studied by methods of the analytic perturbation theory.

1.2. The operators Z and R. We introduce some auxiliary operators that arise in
the study of A(t) in the framework of the analytic perturbation theory.

Let D := DomX0 ∩ N⊥. The form (X0η,X0ζ)H∗ , η, ζ ∈ D, determines an inner
product in D converting D into a Hilbert space. We have

(1.3) ‖X0ζ‖2H∗ ≥ d0‖ζ‖2H ≥ 8δ‖ζ‖2H, ζ ∈ D.

Let u ∈ H∗. The equation X∗
0 (X0ψ− u) = 0 for an element ψ ∈ D will be understood in

the weak sense:

(1.4) (X0ψ,X0ζ)H∗ = (u,X0ζ)H∗ , ζ ∈ D
(cf. [BSu1, Chapter 1, (1.7)]). The right-hand side of (1.4) is an antilinear continuous
functional of ζ ∈ D. By the Riesz theorem, there exists a unique solution ψ, and
‖X0ψ‖H∗ ≤ ‖u‖H∗ . Now, let ω ∈ N and u = −X1ω, i.e.,

(1.5) X∗
0 (X0ψ +X1ω) = 0.

The solution of (1.5) is denoted by ψ(ω). We define a bounded operator Z : H → H by
the relations

(1.6) Zω = ψ(ω), ω ∈ N; Zx = 0, x ∈ N
⊥

(cf. [BSu2, Subsection 1.2]). Clearly, rankZ ≤ n, ZP = Z, and PZ = 0. By (1.3),

8δ‖ψ(ω)‖2H ≤ ‖X0ψ(ω)‖2H∗ ≤ ‖X1ω‖2H∗ ≤ ‖X1‖2‖ω‖2H,
whence

(1.7) ‖Z‖ ≤ (8δ)−1/2‖X1‖.
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Now, we introduce a linear operator R (see [BSu1, Chapter 1, Subsection 1.2]) as
follows:

(1.8) R : N → N∗, Rω = X0Zω +X1ω.

Another description of R is given by the formula R = P∗X1|N, which implies the estimate

(1.9) ‖R‖ ≤ ‖X1‖.

1.3. The spectral germ. In accordance with [BSu1, Subsection 1.3], the operator

(1.10) S = R∗R : N → N

is called the spectral germ of the operator family (1.1) at t = 0. The germ can be written
as S = PX∗

1P∗X1|N and admits the estimate

(1.11) ‖S‖ ≤ ‖X1‖2.
The germ S is said to be nondegenerate if KerS = {0}, or equivalently, rankR = n. The
spectral meaning of the operator S is discussed below in Subsection 1.5.

1.4. The operators Z2 and R2. Let ω ∈ N. Consider the following equation for
φ ∈ D:

(1.12) X∗
0 (X0φ+X1Zω) = −P⊥X∗

1Rω.

The right-hand side of (1.12) belongs to N⊥ = RanX∗
0 , i.e., the solvability condition is

fulfilled. Equation (1.12) is understood in the weak sense:

(1.13) (X0φ,X0ζ)H∗ = −(X1Zω,X0ζ)H∗ − (X∗
1Rω, ζ)H, ζ ∈ D.

The left-hand side is the inner product of the elements φ and ζ in D, while the right-
hand side is an antilinear continuous functional of ζ ∈ D. By (1.3), (1.7), and (1.9), the
right-hand side is estimated as follows:

|(X1Zω,X0ζ)H∗ + (X∗
1Rω, ζ)H| ≤ ‖X1Zω‖H∗‖X0ζ‖H∗ + ‖X∗

1Rω‖H‖ζ‖H
≤ (‖X1‖‖Z‖+ ‖X1‖‖R‖(8δ)−1/2)‖ω‖H‖X0ζ‖H∗

≤ (2δ)−1/2‖X1‖2‖ω‖H‖X0ζ‖H∗ .

By the Riesz theorem, there exists a unique solution φ = φ(ω) of equation (1.12), and

(1.14) ‖X0φ(ω)‖H∗ ≤ (2δ)−1/2‖X1‖2‖ω‖H.
We define an operator Z2 : H → H by the relations

(1.15) Z2ω = φ(ω), ω ∈ N; Z2x = 0, x ∈ N⊥.

Clearly, Z2P = Z2 and PZ2 = 0. From (1.14) and (1.3) it follows that

(1.16) ‖Z2‖ ≤ (4δ)−1‖X1‖2.
Now, we introduce an operator R2 as follows:

(1.17) R2 : N → H∗, R2ω = X0Z2ω +X1Zω.

To estimate the norm of R2, we observe that (1.13) with ζ = φ(ω) implies

‖R2ω‖2H∗ = ‖X0φ(ω) +X1Zω‖2H∗ = (R2ω,X1Zω)H∗ − (X∗
1Rω, φ(ω))H

≤ 1

2
‖R2ω‖2H∗ +

1

2
‖X1Zω‖2H∗ + ‖X∗

1Rω‖H‖Z2ω‖H.

By (1.7), (1.9), and (1.16), we have

(1.18) ‖R2‖ ≤
√
5(8δ)−1/2‖X1‖2.
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1.5. Power series expansions for eigenvalues and eigenvectors. The general an-
alytic perturbation theory (see [K]) shows that for |t| ≤ t0 there exist real-analytic
functions λl(t) (the branches of eigenvalues) and real-analytic H-valued functions ϕl(t)
(the branches of eigenvectors) such that

(1.19) A(t)ϕl(t) = λl(t)ϕl(t), l = 1, . . . , n, |t| ≤ t0,

and the ϕl(t), l = 1, . . . , n, form an orthonormal basis in the space F (t)H. Then

(1.20) (ϕl(t), ϕk(t))H = δlk, l, k = 1, . . . , n, |t| ≤ t0.

For sufficiently small t∗ ≤ t0 and |t| ≤ t∗, we have the following convergent power
series expansions:

λl(t) = γlt
2 + μlt

3 + νlt
4 + · · · , γl ≥ 0, μl, νl ∈ R, l = 1, . . . , n,(1.21)

ϕl(t) = ωl + tϕ
(1)
l + t2ϕ

(2)
l + t3ϕ

(3)
l + · · · , l = 1, . . . , n.(1.22)

The elements ωl = ϕl(0), l = 1, . . . , n, form an orthonormal basis in N. Hence,

(1.23) P =
n∑

l=1

( · , ωl)Hωl.

Relations (1.19) mean that

(1.24) (X(t)ϕl(t), X(t)ζ)H∗ = λl(t)(ϕl(t), ζ)H, ζ ∈ DomX0, l = 1, . . . , n.

We substitute expansions (1.21) and (1.22) in (1.24) and compare the coefficients of
the same powers of t. The coefficients of t0 are equal because ωl ∈ N. Comparing

the coefficients of t1, we arrive at the equation X∗
0 (X0ϕ

(1)
l +X1ωl) = 0 (understood in

the weak sense). By the definition of the operator Z (see (1.5), (1.6)), this means that

rωl := ϕ
(1)
l − Zωl ∈ N, i.e.,

(1.25) ϕ
(1)
l = Zωl + rωl, rωl ∈ N, l = 1, . . . , n.

By the definition of the operator R (see (1.8)), we have

(1.26) X0ϕ
(1)
l +X1ωl = Rωl, l = 1, . . . , n.

Comparing the terms with t2, we arrive at the relation

(1.27) (X0ϕ
(2)
l +X1ϕ

(1)
l , X0ζ)H∗ +(X0ϕ

(1)
l +X1ωl, X1ζ)H∗ = γl(ωl, ζ)H, ζ ∈ DomX0.

If ζ ∈ N, then (1.27) shows that

(1.28) (Rωl, X1ζ)H∗ = γl(ωl, ζ)H, ζ ∈ N, l = 1, . . . , n.

Since X∗
0R = 0, the left-hand side can be rewritten as

(Rωl, X1ζ)H∗ = (Rωl, X0Zζ +X1ζ)HH∗ = (Rωl, Rζ)H∗ = (Sωl, ζ)H.

Thus,
(Sωl, ζ)H = γl(ωl, ζ)H, ζ ∈ N, l = 1, . . . , n.

So, the coefficients γl and the elements ωl are eigenvalues and eigenvectors of the spectral
germ S:

(1.29) Sωl = γlωl, l = 1, . . . , n

(cf. [BSu1, Chapter 1, Proposition 1.6]). Relations (1.29) clarify the spectral meaning of
the operator S. By (1.23) and (1.29), we have

(1.30) SP =

n∑
l=1

γl( · , ωl)Hωl.
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1.6. Calculation of the elements ϕ
(2)
l . Now we return to identity (1.27). Taking

(1.26) into account, we rewrite (1.27) as

(1.31) (X0ϕ
(2)
l +X1ϕ

(1)
l , X0ζ)H∗ = −(Rωl, X1ζ)H∗ + γl(ωl, ζ)H, ζ ∈ DomX0.

By (1.28),

(Rωl, X1ζ)H∗ = (Rωl, X1Pζ)H∗ + (Rωl, X1P
⊥ζ)H∗ = γl(ωl, P ζ)H + (Rωl, X1P

⊥ζ)H∗ .

Since ωl ∈ N, we have (ωl, P ζ)H = (ωl, ζ)H, and (1.31) takes the form

(1.32) (X0ϕ
(2)
l +X1ϕ

(1)
l , X0ζ)H∗ = −(P⊥X∗

1Rωl, ζ)H∗ , ζ ∈ DomX0.

For ζ ∈ N relation (1.32) is valid automatically (the two sides are equal to zero). There-
fore, it suffices to consider ζ ∈ D. By (1.25) and (1.8),

X1ϕ
(1)
l = X1Zωl +X1rωl = Rrωl −X0Zrωl +X1Zωl.

Since (Rrωl, X0ζ)H∗ = 0, (1.32) takes the form

(1.33) (X0(ϕ
(2)
l − Zrωl) +X1Zωl, X0ζ)H∗ = −(X∗

1Rωl, ζ)H∗ , ζ ∈ D.

Combining (1.33) and the definition of Z2 (see (1.13), (1.15)), we conclude that ϕ
(2)
l −

Zrωl − Z2ωl =: rω
(2)
l ∈ N, i.e.,

(1.34) ϕ
(2)
l = Z2ωl + Zrωl + rω

(2)
l , rω

(2)
l ∈ N, l = 1, . . . , n.

By the definitions of the operators R and R2 (see (1.8) and (1.17)), relations (1.25) and
(1.34) imply the identities

(1.35) X0ϕ
(2)
l +X1ϕ

(1)
l = R2ωl +Rrωl, l = 1, . . . , n.

Now we substitute the expansions (1.22) in (1.20) and compare the coefficients of the
same powers of t. The coefficients of t0 are equal because the elements ω1, . . . , ωn are
orthogonal and normalized. Comparing the coefficients of t1, we see that

(ϕ
(1)
l , ωk)H + (ωl, ϕ

(1)
k )H = 0, l, k = 1, . . . , n.

Taking (1.25) and the relation Zωl ∈ N⊥ into account, we obtain

(1.36) (rωl, ωk)H + (ωl, rωk)H = 0, l, k = 1, . . . , n

(cf. [BSu2, (1.18)]). Comparing the coefficients of t2, we arrive at

(ϕ
(2)
l , ωk)H + (ϕ

(1)
l , ϕ

(1)
k )H + (ωl, ϕ

(2)
k )H = 0, l, k = 1, . . . , n.

Combining this with (1.25) and (1.34) and recalling that RanZ ⊂ N⊥, RanZ2 ⊂ N⊥,
we obtain

(1.37) (rω
(2)
l , ωk)H + (Zωl, Zωk)H + (rωl, rωk)H + (ωl, rω

(2)
k )H = 0, l, k = 1, . . . , n.

§2. Expansions for the spectral projection F (t)
and the operator A(t)F (t)

2.1. Expansion for F (t). We consider the spectral projection F (t) = F (t, δ). By (1.2)
and (1.19), for |t| ≤ t0 we have

F (t) =
n∑

l=1

( · , ϕl(t))Hϕl(t).

The operator-valued function F (t) is real-analytic for |t| ≤ t0. From (1.22) and (1.23) it
follows that for |t| ≤ t∗ we have the following convergent power series expansion:

(2.1) F (t) = P + tF1 + t2F2 + · · · .
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Here

F1 =
n∑

l=1

(
( · , ϕ(1)

l )Hωl + ( · , ωl)Hϕ
(1)
l

)
,(2.2)

F2 =
n∑

l=1

(
( · , ϕ(2)

l )Hωl + ( · , ϕ(1)
l )Hϕ

(1)
l + ( · , ωl)Hϕ

(2)
l

)
.(2.3)

Relations (1.25) and (2.2) show that

F1 =
n∑

l=1

(( · , Zωl)Hωl + ( · , ωl)HZωl) + Y,(2.4)

Y =
n∑

l=1

(( · , rωl)Hωl + ( · , ωl)Hrωl) .(2.5)

Clearly, Y |N⊥ = 0. From (1.36) it follows that (Y ωj , ωk)H = 0, j, k = 1, . . . , n. Hence,
Y = 0. Then (2.4) and (1.23) show that

(2.6) F1 = ZP + PZ∗ = Z + Z∗

(cf. [BSu2, Subsection 2.3]). By (1.7) and (2.6),

(2.7) ‖F1‖ ≤ (2δ)−1/2‖X1‖.

We proceed to calculation of the operator F2. By (2.3), (1.25), and (1.34), we have

F2 =

n∑
l=1

(
( · , Z2ωl + Zrωl + rω

(2)
l )Hωl + ( · , Zωl + rωl)H(Zωl + rωl)

)

+

n∑
l=1

( · , ωl)H(Z2ωl + Zrωl + rω
(2)
l ) = F

(1)
2 + F

(2)
2 + F

(3)
2 + F

(4)
2 ,

(2.8)

where

F
(1)
2 =

n∑
l=1

(
( · , Z2ωl)Hωl + ( · , ωl)HZ2ωl

)
,

F
(2)
2 =

n∑
l=1

( · , Zωl)HZωl,

F
(3)
2 =

n∑
l=1

(
( · , Zrωl)Hωl + ( · , rωl)HZωl + ( · , Zωl)Hrωl + ( · , ωl)HZrωl

)
,

F
(4)
2 =

n∑
l=1

(
( · , rω

(2)
l )Hωl + ( · , rωl)Hrωl + ( · , ωl)Hrω

(2)
l

)
.

Taking (1.23) and the identities ZP = Z, Z2P = Z2, PZ∗
2 = Z∗

2 into account, we obtain

F
(1)
2 = Z2P + PZ∗

2 = Z2 + Z∗
2 ,(2.9)

F
(2)
2 = ZPZ∗ = ZZ∗.(2.10)

Next, from (2.5) and the identity Y = 0 we deduce that

(2.11) F
(3)
2 = Y Z∗ + ZY = 0.
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Consider the term F
(4)
2 . Clearly, F

(4)
2 |N⊥ = 0. By (1.36), (1.23), and (1.37), we have

(F
(4)
2 ωj , ωk)H =

n∑
l=1

(
(ωj , rω

(2)
l )δlk + (ωj , rωl)(rωl, ωk) + δjl(rω

(2)
l , ωk)

)

= (ωj , rω
(2)
k ) +

n∑
l=1

(rωj , ωl)(ωl, rωk) + (rω
(2)
j , ωk)

= (ωj , rω
(2)
k ) + (rωj , rωk) + (rω

(2)
j , ωk) = −(Zωj , Zωk)

for j, k = 1, . . . , n. Hence,

(2.12) F
(4)
2 = −Z∗Z.

Finally, relations (2.8)–(2.12) imply the representation

(2.13) F2 = Z2 + Z∗
2 + ZZ∗ − Z∗Z.

By (1.7) and (1.16),

(2.14) ‖F2‖ ≤ 2‖Z2‖+ 2‖Z‖2 ≤ 3(4δ)−1‖X1‖2.
2.2. Expansion for A(t)F (t). In accordance with (1.2) and (1.19), for |t| ≤ t0 we have

(2.15) A(t)F (t) =
n∑

l=1

λl(t)( · , ϕl(t))Hϕl(t).

The operator-valued function (2.15) is real-analytic for |t| ≤ t0. From (1.21), (1.22), and
(1.30) it follows that for |t| ≤ t∗ we have the following convergent power series expansion:

(2.16) A(t)F (t) = t2SP + t3K + t4W + · · · .
Here

(2.17) K =
n∑

l=1

γl
(
( · , ωl)Hϕ

(1)
l + ( · , ϕ(1)

l )Hωl

)
+

n∑
l=1

μl( · , ωl)Hωl,

W =
n∑

l=1

γl
(
( · , ωl)Hϕ

(2)
l + ( · , ϕ(1)

l )Hϕ
(1)
l + ( · , ϕ(2)

l )Hωl

)

+
n∑

l=1

μl

(
( · , ωl)Hϕ

(1)
l + ( · , ϕ(1)

l )Hωl

)
+

n∑
l=1

νl( · , ωl)Hωl.

(2.18)

From (2.17) and (1.25) we obtain (cf. [BSu2, Subsection 4.2])

K = K0 +N,(2.19)

K0 =
n∑

l=1

γl
(
( · , ωl)HZωl + ( · , Zωl)Hωl

)
,(2.20)

N =
n∑

l=1

γl
(
( · , ωl)Hrωl + ( · , rωl)Hωl

)
+

n∑
l=1

μl( · , ωl)Hωl.(2.21)

In the orthogonal decomposition H = N ⊕ N⊥, the operator K0 acts “crosswise”: it
takes N into N⊥ and N⊥ into N. On the contrary, the operator N is reduced by this
decomposition: it takes N into N, and N |N⊥ = 0.

Relations (2.20) and (1.30) directly imply the formula

(2.22) K0 = ZSP + SPZ∗

(cf. [BSu2, Subsection 4.2]). From (2.22), (1.7), and (1.11) it follows that

(2.23) ‖K0‖ ≤ (2δ)−1/2‖X1‖3.
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The operator N was calculated in [BSu2, Subsection 4.3]. We repeat the arguments
for completeness. We calculate the matrix entries of the operator (2.21):

(2.24) (Nωj , ωk)H = γj(rωj , ωk)H + γk(ωj , rωk)H + μjδjk, j, k = 1, . . . , n.

The further calculation is based on the identity

(2.25) (A(t)ϕj(t), ϕk(t))H = λj(t)δjk, j, k = 1, . . . , n.

The left-hand side of (2.25) can be written as ((X0+ tX1)ϕj(t), (X0+ tX1)ϕk(t))H∗ . We
substitute expansions (1.21) and (1.22) in (2.25) and compare the coefficients of t3. Since
X0ωj = X0ωk = 0, we arrive at the identity

(X0ϕ
(1)
j +X1ωj , X0ϕ

(2)
k +X1ϕ

(1)
k )H∗ + (X0ϕ

(2)
j +X1ϕ

(1)
j , X0ϕ

(1)
k +X1ωk)H∗ = μjδjk.

Combining this with (1.26) and recalling that X∗
0R = 0, we obtain

(2.26) (Rωj , X1ϕ
(1)
k )H∗ + (X1ϕ

(1)
j , Rωk)H∗ = μjδjk.

Using (1.25) and (1.28), we see that identity (2.26) takes the form

(2.27) (Rωj , X1Zωk)H∗ + (X1Zωj , Rωk)H∗ + γj(ωj , rωk)H + γk(rωj , ωk)H = μjδjk.

Finally, using (1.36) and (2.24), from (2.27) we obtain

(Nωj , ωk)H = (Rωj , X1Zωk)H∗ + (X1Zωj , Rωk)H∗ , j, k = 1, . . . , n.

Thus,

(2.28) N = Z∗X∗
1RP + (RP )∗X1Z.

From (1.7), (1.9), and (2.28) it follows that

(2.29) ‖N‖ ≤ (2δ)−1/2‖X1‖3.

Now, relations (2.23) and (2.29) imply the following estimate for the operator (2.19):

(2.30) ‖K‖ ≤ 2(2δ)−1/2‖X1‖3.

2.3. Calculation of the operator W . Substituting (1.25) and (1.34) in (2.18), we see
that

(2.31) W = W0 +K1 +N1,

where

W0 =
n∑

l=1

γl( · , Zωl)HZωl,(2.32)

K1 =
n∑

l=1

γl
(
( · , ωl)H(Z2ωl + Zrωl) + ( · , Z2ωl + Zrωl)Hωl

)

+

n∑
l=1

γl
(
( · , rωl)HZωl + ( · , Zωl)Hrωl

)
+

n∑
l=1

μl

(
( · , ωl)HZωl + ( · , Zωl)Hωl

)
,

(2.33)

N1 =

n∑
l=1

γl
(
( · , ωl)Hrω

(2)
l + ( · , rω

(2)
l )Hωl + ( · , rωl)Hrωl

)

+

n∑
l=1

μl

(
( · , ωl)Hrωl + ( · , rωl)Hωl

)
+

n∑
l=1

νl( · , ωl)Hωl.

(2.34)
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In the orthogonal decomposition H = N⊕N⊥, the operator K1 acts “crosswise”: it takes
N into N⊥ and N⊥ into N. The operators W0 and N1 are reduced by this decomposi-
tion: W0 takes N⊥ into itself, and W0|N = 0; the operator N1 takes N into itself, and
N1|N⊥ = 0.

By (1.30), the operator (2.32) takes the form

(2.35) W0 = ZSZ∗.

From (1.7) and (1.11) it follows that the operator (2.35) satisfies the estimate

(2.36) ‖W0‖ ≤ (8δ)−1‖X1‖4.
By (1.30) and (2.21), the operator (2.33) admits the following representation:

(2.37) K1 = Z2SP + SPZ∗
2 + ZN +NZ∗.

Relations (1.7), (1.11), (1.16), and (2.29) imply the inequality

(2.38) ‖K1‖ ≤ δ−1‖X1‖4.
Now we consider the operator (2.34). We calculate its matrix entries:

(N1ωj , ωk)H = γj(rω
(2)
j , ωk)H + γk(ωj , rω

(2)
k )H +

n∑
l=1

γl(ωj , rωl)H(rωl, ωk)H

+ μj(rωj , ωk)H + μk(ωj , rωk)H + νjδjk, j, k = 1, . . . , n.

By (1.36) and (1.30), we have

n∑
l=1

γl(ωj , rωl)H(rωl, ωk)H =

n∑
l=1

γl(rωj , ωl)H(ωl, rωk)H = (Srωj , rωk)H, j, k = 1, . . . , n.

Hence,

(N1ωj , ωk)H = γj(rω
(2)
j , ωk)H + γk(ωj , rω

(2)
k )H + (Srωj , rωk)H

+ μj(rωj , ωk)H + μk(ωj , rωk)H + νjδjk, j, k = 1, . . . , n.
(2.39)

For further calculations, we use (2.25) once again. Comparing the coefficients of t4 in
(2.25), we obtain

(X0ϕ
(1)
j +X1ωj , X0ϕ

(3)
k +X1ϕ

(2)
k )H∗ + (X0ϕ

(2)
j +X1ϕ

(1)
j , X0ϕ

(2)
k +X1ϕ

(1)
k )H∗

+ (X0ϕ
(3)
j +X1ϕ

(2)
j , X0ϕ

(1)
k +X1ωk)H∗ = νjδjk, j, k = 1, . . . , n.

(2.40)

Using (1.26) and (1.35) and taking the identity X∗
0R = 0 into account, we rewrite (2.40)

as

(2.41) (Rωj , X1ϕ
(2)
k )H∗ + (R2ωj +Rrωj , R2ωk +Rrωk)H∗ + (X1ϕ

(2)
j , Rωk)H∗ = νjδjk.

From (1.17) and the identity X∗
0R = 0 it follows that

(2.42) (Rrωj , R2ωk)H∗ + (R2ωj , Rrωk)H∗ = (Rrωj , X1Zωk)H∗ + (X1Zωj , Rrωk)H∗ .

By (1.34), (1.10), and (2.42), relation (2.41) turns into

(Rωj , X1(Z2ωk + Zrωk + rω
(2)
k ))H∗+ (X1(Z2ωj + Zrωj + rω

(2)
j ), Rωk)H∗

+(R∗
2R2ωj , ωk)H + (Srωj , rωk)H + (Rrωj , X1Zωk)H∗+ (X1Zωj , Rrωk)H∗ = νjδjk.

(2.43)

Next, by (2.28), we have

(Rωj , X1Zrωk)H∗ + (X1Zrωj , Rωk)H∗ + (Rrωj , X1Zωk)H∗ + (X1Zωj , Rrωk)H∗

= (Nωj , rωk)H + (Nrωj , ωk)H.
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Then (2.43) can be written as

(Rωj , X1Z2ωk)H∗ + (X1Z2ωj , Rωk)H∗ + (R∗
2R2ωj , ωk)H + (Srωj , rωk)H

+ (Nωj , rωk)H + (Nrωj , ωk)H + (Rωj , X1rω
(2)
k )H∗ + (X1rω

(2)
j , Rωk)H∗ = νjδjk.

(2.44)

We transform the sum of the last two terms on the left with the help of (1.28) and (1.37):

(Rωj , X1rω
(2)
k )H∗ + (X1rω

(2)
j , Rωk)H∗ = γj(ωj , rω

(2)
k )H + γk(rω

(2)
j , ωk)H

= −γj(rω
(2)
j , ωk)H − γk(ωj , rω

(2)
k )H − (γj + γk)(rωj , rωk)H − (γj + γk)(Zωj , Zωk)H.

(2.45)

Now we transform the terms containing N in (2.44) with the help of (1.23), (2.24), (1.36),
and (1.30):

(Nωj , rωk)H + (Nrωj , ωk)H

=
n∑

l=1

((Nωj , ωl)H(ωl, rωk)H + (rωj , ωl)H(ωl, Nωk)H)

=
n∑

l=1

(γj(rωj , ωl)H + γl(ωj , rωl)H + μjδjl) (ωl, rωk)H

+
n∑

l=1

(rωj , ωl)H (γl(rωl, ωk)H + γk(ωl, rωk)H + μlδlk)

= μj(ωj , rωk)H + μk(rωj , ωk)H +
n∑

l=1

(γj + γk − 2γl)(rωj , ωl)H(ωl, rωk)H

= −μj(rωj , ωk)H − μk(ωj , rωk)H + (γj + γk)(rωj , rωk)H − 2(Srωj , rωk)H.

(2.46)

As a result, we see that formulas (2.44)–(2.46) imply the relation

(Rωj , X1Z2ωk)H∗ + (X1Z2ωj , Rωk)H∗ + (R∗
2R2ωj , ωk)H − μj(rωj , ωk)H

− μk(ωj , rωk)H − γj(rω
(2)
j , ωk)H − γk(ωj , rω

(2)
k )H − (Srωj , rωk)H

− (γj + γk)(Zωj , Zωk)H = νjδjk.

Comparing this with (2.39), we arrive at the formula

(N1ωj , ωk)H = (Rωj , X1Z2ωk)H∗ + (X1Z2ωj , Rωk)H∗

+ (R∗
2R2ωj , ωk)H − (γj + γk)(Zωj , Zωk)H, j, k = 1, . . . , n.

(2.47)

We transform the last term on the right-hand side of (2.47), taking (1.29) into account:

(γj + γk)(Zωj , Zωk)H = γj(ωj , Z
∗Zωk)H + γk(Z

∗Zωj , ωk)H

= (Sωj , Z
∗Zωk)H + (Z∗Zωj , Sωk)H.

Then from (2.47) it follows that

(2.48) N1 = N0
1 − Z∗ZSP − SPZ∗Z,

where

(2.49) N0
1 = Z∗

2X
∗
1RP + (RP )∗X1Z2 +R∗

2R2P.

Relations (1.7), (1.9), (1.11), (1.16), and (1.18) imply the following estimates for the
operators (2.49) and (2.48):

(2.50) ‖N0
1 ‖ ≤ 9(8δ)−1‖X1‖4, ‖N1‖ ≤ 11(8δ)−1‖X1‖4.

The next estimate for the operator (2.31) is a consequence of (2.36), (2.38), and (2.50):

(2.51) ‖W‖ ≤ 5(2δ)−1‖X1‖4.
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2.4. The convergent power series expansions (2.1) and (2.16) are not quite suitable for
our purposes. We only need estimates for the error terms

F3(t) = F (t)− P − tF1 − t2F2,(2.52)

Ψ(t) = A(t)F (t)− t2SP − t3K − t4W,(2.53)

but on a wider interval |t| ≤ t0 and with constants controlled explicitly. Such estimates
can be obtained by integration of the difference of resolvents of A(t) and A0 over a
suitable contour in the complex plane (cf. [BSu1, Chapter 1, §§2–4], [BSu2, §§2–4]).
Below in §3, an approximation for the difference of resolvents on the contour is obtained,
and §4 contains estimates for the operators (2.52) and (2.53).

§3. Approximation for the difference of resolvents

on the contour Γδ

3.1. The contour Γδ. Let Γδ ⊂ C be the contour that envelopes the real interval [0, δ]
equidistantly at the distance δ. We denote

Rz(t) = (A(t)− zI)−1, Rz(0) = (A0 − zI)−1,

where z is a common regular point of A(t) and A0.
By (1.2), for |t| ≤ t0 the distance from Γδ to the spectrum of A(t) is at least δ, whence

(3.1) ‖Rz(t)‖ ≤ δ−1, z ∈ Γδ, |t| ≤ t0.

Below we use the notation

(3.2) Ωz(t) = I + (z + 2δ)Rz(t).

Since |z| ≤ 2δ for z ∈ Γδ, inequality (3.1) implies

(3.3) ‖Ωz(t)‖ ≤ 5, z ∈ Γδ, |t| ≤ t0.

3.2. The resolvent identity. The usual resolvent identity is not applicable now. We
use its analog for the operators defined in terms of quadratic forms with common domain;
see [BSu1, Chapter 1, §2]. To describe the corresponding identity, we define the metric
form ‖X0u‖2H∗

+ 2δ‖u‖2H on DomX0. Then DomX0 converts into the Hilbert space d.
The form

a(t)[u, u]− a(0)[u, u] = 2tRe (X0u,X1u)H∗ + t2‖X1u‖2H∗ , u ∈ d,

generates a continuous operator Tδ(t) in d. The operator Tδ(t) is represented as

(3.4) Tδ(t) = tT
(1)
δ + t2T

(2)
δ ,

where T
(1)
δ corresponds to the form 2Re (X0u,X1u)H∗ , and T

(2)
δ corresponds to the form

‖X1u‖2H∗
. As was shown in [BSu1, (3.7)–(3.9)], we have

‖T (1)
δ ‖d→d ≤ (2δ)−1/2‖X1‖,(3.5)

‖T (2)
δ ‖d→d ≤ (2δ)−1‖X1‖2,(3.6)

‖Tδ(t)‖d→d ≤
√
2 + 1

2
|t|δ−1/2‖X1‖, |t| ≤ t0.(3.7)

By [BSu1, Chapter 1, (3.11)],

(3.8) Rz(0)−Rz(t) = Ωz(0)Tδ(t)Rz(t), z ∈ Γδ.

We shall also need the following estimates proved in [BSu1, Chapter 1, (2.15), (2.16)]:

‖LRz(0)‖H→H ≤ (2δ)−1‖L‖d→d‖Ωz(0)‖H→H,

‖LRz(t)‖H→H ≤
√
2(2δ)−1‖L‖d→d‖Ωz(t)‖H→H,
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where L is a continuous operator in d. Taking (3.2) into account and using induction,
we easily see that

‖L1Ωz(0) . . . LpΩz(0)Lp+1Rz(t)‖H→H

≤
√
2(2δ)−1‖Ωz(t)‖H→H

(
1 +

|z + 2δ|
2δ

‖Ωz(0)‖H→H

)p p+1∏
j=1

‖Lj‖d→d,
(3.9)

where p ∈ Z+, and L1, . . . , Lp+1 are continuous operators in d. (Cf. [BSu1, Chapter 1,
(2.17)].)

Combining (3.9), (3.3), and the estimate |z| ≤ 2δ for z ∈ Γδ, we obtain

‖L1Ωz(0) . . . LpΩz(0)Lp+1Rz(t)‖H→H ≤ 5
√
2(2δ)−111p

p+1∏
j=1

‖Lj‖d→d,

z ∈ Γδ, |t| ≤ t0.

(3.10)

3.3. The difference of resolvents. Separation of the main part. In [BSu1, Chap-
ter 1, §3], the terms up to the order of t2 were separated from the difference of resolvents
of A(t) and A(0), while for the error term an estimate of order t3 was proved. In [BSu2,
§3], the terms up to those of order t3 were separated, while for the error term an estimate
of order t4 was obtained. Now we need two representations for the operator Rz(0)−Rz(t),
one with the error term of order O(t3) (deduction of this representation given below is
borrowed from [BSu1]), and the second with the error term of order O(t5) (it is obtained
below in Subsection 3.4).

We shall iterate identity (3.8). By (3.4), we have

Rz(0)−Rz(t) = Ωz(0)
(
tT

(1)
δ + t2T

(2)
δ

)
(Rz(0)− Ωz(0)Tδ(t)Rz(t))

= tI(1)z − tΩz(0)T
(1)
δ Ωz(0)

(
tT

(1)
δ + t2T

(2)
δ

)
Rz(t)

+ t2Ωz(0)T
(2)
δ Rz(t),

where the term I
(1)
z = Ωz(0)T

(1)
δ Rz(0) does not depend on t. Iterating once again, we

obtain

(3.11) Rz(0)−Rz(t) = tI(1)z + t2I(2)z +Ψ0
z(t),

where the term I
(2)
z = −(Ωz(0)T

(1)
δ )2Rz(0) + Ωz(0)T

(2)
δ Rz(0) does not depend on t, and

Ψ0
z(t) is of the form

Ψ0
z(t) = t2(Ωz(0)T

(1)
δ )2Ωz(0)Tδ(t)Rz(t)− t3Ωz(0)T

(1)
δ Ωz(0)T

(2)
δ Rz(t)

− t2Ωz(0)T
(2)
δ Ωz(0)Tδ(t)Rz(t).

(3.12)

We estimate the term (3.12) with the help of (3.10) and (3.3):

‖Ψ0
z(t)‖H→H ≤ 25

√
2(2δ)−1

(
t2112‖T (1)

δ ‖2d→d‖Tδ(t)‖d→d

+ |t|311‖T (1)
δ ‖d→d‖T (2)

δ ‖d→d + t211‖T (2)
δ ‖d→d‖Tδ(t)‖d→d

)
.

Combining this with (3.5)–(3.7), we arrive at

(3.13) ‖Ψ0
z(t)‖H→H ≤ β0|t|3δ−5/2‖X1‖3, z ∈ Γδ, |t| ≤ t0.

Recall that by β (with indices) we denote various absolute constants.
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3.4. The difference of resolvents. More accurate representation. We substitute
(3.12) in (3.11) and use (3.8) once again. Then

Rz(0)−Rz(t) = tI(1)z + t2I(2)z + t3I(3)z − t3(Ωz(0)T
(1)
δ )3Ωz(0)Tδ(t)Rz(t)

+ t4(Ωz(0)T
(1)
δ )2Ωz(0)T

(2)
δ Rz(t) + t3Ωz(0)T

(1)
δ Ωz(0)T

(2)
δ Ωz(0)Tδ(t)Rz(t)

+ t3Ωz(0)T
(2)
δ Ωz(0)T

(1)
δ Ωz(0)Tδ(t)Rz(t)− t4(Ωz(0)T

(2)
δ )2Rz(t),

where the term

I(3)z = (Ωz(0)T
(1)
δ )3Rz(0)− Ωz(0)T

(1)
δ Ωz(0)T

(2)
δ Rz(0)− Ωz(0)T

(2)
δ Ωz(0)T

(1)
δ Rz(0)

does not depend on t. Iterating for the last time, we arrive at the relation

(3.14) Rz(0)−Rz(t) = tI(1)z + t2I(2)z + t3I(3)z + t4I(4)z + rΨz(t),

where the term

I(4)z = −(Ωz(0)T
(1)
δ )4Rz(0) + (Ωz(0)T

(1)
δ )2Ωz(0)T

(2)
δ Rz(0)

+ Ωz(0)T
(1)
δ Ωz(0)T

(2)
δ Ωz(0)T

(1)
δ Rz(0)

+ Ωz(0)T
(2)
δ (Ωz(0)T

(1)
δ )2Rz(0)− (Ωz(0)T

(2)
δ )2Rz(0)

does not depend on t, and rΨz(t) is given by

rΨz(t) = t4(Ωz(0)T
(1)
δ )4Ωz(0)Tδ(t)Rz(t)− t5(Ωz(0)T

(1)
δ )3Ωz(0)T

(2)
δ Rz(t)

− t4(Ωz(0)T
(1)
δ )2Ωz(0)T

(2)
δ Ωz(0)Tδ(t)Rz(t)

− t4Ωz(0)T
(1)
δ Ωz(0)T

(2)
δ Ωz(0)T

(1)
δ Ωz(0)Tδ(t)Rz(t)

+ t5Ωz(0)T
(1)
δ (Ωz(0)T

(2)
δ )2Rz(t)− t4Ωz(0)T

(2)
δ (Ωz(0)T

(1)
δ )2Ωz(0)Tδ(t)Rz(t)

+ t5Ωz(0)T
(2)
δ Ωz(0)T

(1)
δ Ωz(0)T

(2)
δ Rz(t) + t4(Ωz(0)T

(2)
δ )2Ωz(0)Tδ(t)Rz(t).

We estimate the term rΨz(t) with the help of (3.10) and (3.3):

‖rΨz(t)‖H→H ≤ 25
√
2(2δ)−1

(
t4114‖T (1)

δ ‖4d→d‖Tδ(t)‖d→d

+ |t|5113‖T (1)
δ ‖3d→d‖T

(2)
δ ‖d→d + 3t4113‖T (1)

δ ‖2d→d‖T
(2)
δ ‖d→d‖Tδ(t)‖d→d

+ 2|t|5112‖T (1)
δ ‖d→d‖T (2)

δ ‖2d→d + t4112‖T (2)
δ ‖2d→d‖Tδ(t)‖d→d

)
.

Combining this with (3.5)–(3.7), we obtain

(3.15) ‖rΨz(t)‖H→H ≤ rβ|t|5δ−7/2‖X1‖5, z ∈ Γδ, |t| ≤ t0.

§4. Error estimates in approximations for F (t) and A(t)F (t)

4.1. The known results. In [BSu1, Chapter 1, §4], approximations for the operator-
valued functions F (t) and A(t)F (t) were obtained. Namely, the following theorem was
proved.

Theorem 4.1. Let A(t) be the operator family satisfying the assumptions of Subsection
1.1. Let P be the orthogonal projection of the space H onto the subspace N = KerX0,
and let S be the spectral germ of the operator family A(t) at t = 0. Let t0 be the number
defined in (1.2). Then

‖F (t)− P‖H→H ≤ C1|t|, |t| ≤ t0,(4.1)

‖A(t)F (t)− t2SP‖H→H ≤ C2|t|3, |t| ≤ t0.(4.2)
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The constants C1 and C2 are given by

(4.3) C1 = β1δ
−1/2‖X1‖, C2 = β2δ

−1/2‖X1‖3,

where β1 and β2 are some absolute constants.

In [BSu2, §2, 4], more accurate approximations were found. We formulate the corre-
sponding result.

Theorem 4.2. Under the assumptions of Theorem 4.1, let F1 be the operator defined by
(2.6), and let K be the operator defined in (2.19), (2.22), (2.28). Then

‖F (t)− P − tF1‖H→H ≤ C3t
2, |t| ≤ t0,

‖A(t)F (t)− t2SP − t3K‖H→H ≤ C4t
4, |t| ≤ t0.

The constants C3 and C4 are given by

C3 = β3δ
−1‖X1‖2, C4 = β4δ

−1‖X1‖4,

where β3 and β4 are some absolute constants.

4.2. Estimate for the operator F3(t). Now we approximate the operator F (t) with
an error of O(|t|3). As in [BSu1, BSu2], we start with the representation

(4.4) F (t)− P =
1

2πi

∫
Γδ

(Rz(0)−Rz(t)) dz,

and substitute (3.11) in (4.4). Then

(4.5) F (t) = P + tF1 + t2F2 + F3(t),

where

F1 =
1

2πi

∫
Γδ

I(1)z dz, F2 =
1

2πi

∫
Γδ

I(2)z dz,(4.6)

F3(t) =
1

2πi

∫
Γδ

Ψ0
z(t) dz.(4.7)

From (3.13) and (4.7) it follows that

(4.8) ‖F3(t)‖H→H ≤ 2δ + 2πδ

2π
β0|t|3δ−5/2‖X1‖3, |t| ≤ t0.

Comparing (4.5)–(4.8) and (2.1), (2.6), (2.13), we see that the operators F1 and F2

defined by (4.6) coincide with the operators (2.6) and (2.13), respectively. We have
proved the following theorem.

Theorem 4.3. The spectral projection F (t) = F (t, δ) admits the representation (4.5),
where F1 and F2 are defined by (2.6) and (2.13), respectively, and the error term F3(t)
satisfies the estimate

(4.9) ‖F3(t)‖H→H ≤ C5|t|3, |t| ≤ t0,

where

(4.10) C5 = (1 + π−1)β0δ
−3/2‖X1‖3.
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4.3. Estimate for the operator Ψ(t). Now, we approximate the operator A(t)F (t)
with an error term of order O(|t|5). As in [BSu1, BSu2], we start with the representation

(4.11) A(t)F (t) =
1

2πi

∫
Γδ

z(Rz(0)− Rz(t)) dz.

Substituting (3.14) in (4.11), we obtain

(4.12) A(t)F (t) = tI(1) + t2I(2) + t3I(3) + t4I(4) +Ψ(t),

where

I(j) =
1

2πi

∫
Γδ

zI(j)z dz, j = 1, 2, 3, 4,

Ψ(t) =
1

2πi

∫
Γδ

zrΨz(t) dz.(4.13)

From (3.15), (4.13), and the estimate |z| ≤ 2δ it follows that

(4.14) ‖Ψ(t)‖H→H ≤ (2δ + 2πδ)2δ

2π
rβ|t|5δ−7/2‖X1‖5, |t| ≤ t0.

Comparing (4.12), (4.14), and (2.16), we see that I(1) = 0, I(2) = SP , I(3) = K,
I(4) = W . We arrive at the following result.

Theorem 4.4. The operator A(t)F (t) admits the representation

(4.15) A(t)F (t) = t2SP + t3K + t4W +Ψ(t),

where S is the spectral germ defined in Subsection 1.3, the operator K is defined in
(2.19), (2.22), (2.28), and W is defined in accordance with (2.31), (2.35), (2.37), and
(2.48), (2.49). The error term Ψ(t) satisfies the estimate

(4.16) ‖Ψ(t)‖H→H ≤ C6|t|5, |t| ≤ t0,

where

(4.17) C6 = 2(1 + π−1)rβδ−3/2‖X1‖5.

§5. Approximation of the operator exponential

5.1. Preliminaries. Assume that

(5.1) A(t) ≥ c∗t
2I, c∗ > 0, |t| ≤ t0.

This is equivalent to the estimates λl(t) ≥ c∗t
2, l = 1, . . . , n, |t| ≤ t0, for the eigenvalues

of A(t). Combining this with (1.21), we see that γl ≥ c∗, l = 1, . . . , n, whence, by (1.30),
the spectral germ S satisfies the estimate

(5.2) S ≥ c∗IN.

Our goal is to approximate the operator exponential e−A(t)τ in the operator norm in
H as τ → +∞ under the additional condition (5.1). In [Su1, Su2], the principal term
of such an approximation was obtained and an error estimate of order O(τ−1/2) was
proved; in [V], a more accurate approximation with an error term of order O(τ−1) was
deduced. Now we establish an even more accurate approximation with an error term of
O(τ−3/2). As in [Su1, Su2, V], the method of proof is based on using of approximations
in the operator norm for the spectral projection F (t) and the operator A(t)F (t) (see
Theorems 4.1, 4.2, 4.3, 4.4).
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We formulate the necessary statements from [Su2] and [V]. First, from (5.1) and (5.2)
it follows that

‖e−A(t)τ‖H→H ≤ e−c∗t
2τ , τ ≥ 0, |t| ≤ t0,(5.3)

‖e−t2SτP‖H→H ≤ e−c∗t
2τ , τ ≥ 0, t ∈ R.(5.4)

We represent the operator e−A(t)τ as

(5.5) e−A(t)τ = e−A(t)τF (t) + e−A(t)τF (t)⊥.

By (1.2), for |t| ≤ t0 the operator F (t)⊥ is the spectral projection of A(t) for the semiaxis
[3δ,∞), whence

(5.6) ‖e−A(t)τF (t)⊥‖H→H ≤ e−3δτ ≤ (3δτ )−3/2, τ > 0, |t| ≤ t0.

This estimate shows that the problem of approximation of the operator e−A(t)τ is of
“threshold” nature: the main contribution is given by the operator e−A(t)τF (t), which
corresponds to the part of the spectrum of A(t) near its bottom.

Next, we denote

(5.7) e−A(t)τF (t)− e−t2SτP =: Π(t, τ ).

In [Su2, (2.11)], on the basis of (4.1) and (4.2) it was shown that

(5.8) ‖Π(t, τ )‖H→H ≤ (2C1|t|+ C2|t|3τ )e−c∗t
2τ , τ ≥ 0, |t| ≤ t0,

where the constants C1, C2 are given in (4.3). From (5.8) it follows that ‖Π(t, τ )‖ satisfies
an estimate of order O(τ−1/2) for |t| ≤ t0:

‖Π(t, τ )‖H→H ≤ τ−1/2
(
2C1c

−1/2
∗ c(1/2) + C2c

−3/2
∗ c(3/2)

)
, τ > 0, |t| ≤ t0.

Here
c(s) := max

x≥0
xse−x, s > 0.

In [V, §2], a more accurate approximation for the operator (5.7) was obtained:

(5.9) Π(t, τ ) = K(1)(t, τ ) + J(t, τ ),

where the corrector K(1)(t, τ ) is given by

K(1)(t, τ ) = t(Ze−t2SτP + e−t2SτPZ∗)− t3M(t, τ ),(5.10)

M(t, τ ) =

∫ τ

0

e−t2S(τ−ρ)Ne−t2SρP dρ.(5.11)

Here Z is the operator defined in Subsection 1.2, and N is the operator (2.28). Note that
the operators M(t, τ ) and K(1)(t, τ ) are selfadjoint in H. By (5.4), (1.7), and (2.29), the
operator (5.10) satisfies the estimate

‖K(1)(t, τ )‖H→H ≤ (2‖Z‖|t|+ ‖N‖|t|3τ )e−c∗t
2τ

≤ (2δ)−1/2(‖X1‖|t|+ ‖X1‖3|t|3τ )e−c∗t
2τ , τ ≥ 0, t ∈ R.

(5.12)

This shows that ‖K(1)(t, τ )‖ = O(τ−1/2).
As was proved in [V], the error term J(t, τ ) is subject to the estimate

(5.13) ‖J(t, τ )‖H→H ≤ (C1t2 + C2t4τ + C3t6τ2)e−c∗t
2τ , τ ≥ 0, |t| ≤ t0,

where

(5.14) C1 = pβ1δ
−1‖X1‖2, C2 = pβ2δ

−1‖X1‖4, C3 = pβ3δ
−1‖X1‖6.

Then ‖J(t, τ )‖ is of order O(τ−1) for |t| ≤ t0:

‖J(t, τ )‖H→H ≤ τ−1
(
C1c−1

∗ c(1) + C2c−2
∗ c(2) + C3c−3

∗ c(3)
)
, τ > 0, |t| ≤ t0.
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5.2. Analysis of the operator P⊥e−A(t)τF (t). The operator (5.7) is represented as

Π(t, τ ) = P⊥e−A(t)τF (t) + Σ(t, τ ),(5.15)

Σ(t, τ ) = Pe−A(t)τF (t)− e−t2SτP.(5.16)

We start with the analysis of the operator P⊥e−A(t)τF (t). By (4.5), we have

P⊥F (t) = (F (t)− P )F (t) = (tF1 + t2F2 + F3(t))F (t),

whence

(5.17) P⊥e−A(t)τF (t) = tF1e
−A(t)τF (t) + t2F2e

−A(t)τF (t) + F3(t)e
−A(t)τF (t).

The last term on the right-hand side of (5.17) is estimated with the help of (4.9) and
(5.3):

(5.18) ‖F3(t)e
−A(t)τF (t)‖H→H ≤ C5|t|3e−c∗t

2τ ≤ C4τ−3/2, τ > 0, |t| ≤ t0,

where

(5.19) C4 = C5c
−3/2
∗ c(3/2) = (1 + π−1)β0c(3/2)δ

−3/2‖X1‖3c−3/2
∗ .

By (5.7), we rewrite the second term on the right-hand side of (5.17) as

(5.20) t2F2e
−A(t)τF (t) = t2F2(e

−t2SτP +Π(t, τ )).

By (5.8) and (2.14), we have
(5.21)

‖t2F2Π(t, τ )‖H→H ≤ ‖F2‖(2C1|t|3 + C2|t|5τ )e−c∗t
2τ ≤ C5τ−3/2, τ > 0, |t| ≤ t0,

where

C5 = 3(4δ)−1‖X1‖2
(
2C1c

−3/2
∗ c(3/2) + C2c

−5/2
∗ c(5/2)

)

= 3/4 δ−3/2
(
2β1c(3/2)‖X1‖3c−3/2

∗ + β2c(5/2)‖X1‖5c−5/2
∗

)
.

(5.22)

Here we have used relations (4.3).
By (5.7), (5.9), and (5.10), the first term on the right-hand side of (5.17) can be

transformed as follows:

tF1e
−A(t)τF (t) = tF1e

−t2SτP + t2F1(Ze−t2SτP + e−t2SτPZ∗)

− t4F1M(t, τ ) + tF1J(t, τ ).
(5.23)

The last term on the right-hand side of (5.23) is estimated with the help of (5.13)
and (2.7):

‖tF1J(t, τ )‖H→H ≤ ‖F1‖(C1|t|3 + C2|t|5τ + C3|t|7τ2)e−c∗t
2τ ≤ C6τ−3/2,

τ > 0, |t| ≤ t0,
(5.24)

where

C6 = (2δ)−1/2‖X1‖
(
C1c−3/2

∗ c(3/2) + C2c−5/2
∗ c(5/2) + C3c−7/2

∗ c(7/2)
)

= 2−1/2δ−3/2
(

pβ1c(3/2)‖X1‖3c−3/2
∗ + pβ2c(5/2)‖X1‖5c−5/2

∗ + pβ3c(7/2)‖X1‖7c−7/2
∗

)
.

(5.25)

We have used relations (5.14).
As a result, (5.17), (5.20), and (5.23) imply

P⊥e−A(t)τF (t) = tF1e
−t2SτP + t2F1(Ze−t2SτP + e−t2SτPZ∗)

− t4F1M(t, τ ) + t2F2e
−t2SτP + J1(t, τ ),

(5.26)
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where J1(t, τ ) = tF1J(t, τ ) + t2F2Π(t, τ ) + F3(t)e
−A(t)τF (t). From (5.18), (5.21), and

(5.24) it follows that

(5.27) ‖J1(t, τ )‖ ≤ (C4 + C5 + C6)τ−3/2, τ > 0, |t| ≤ t0.

Now we transform (5.26) by using (2.6) and (2.13). The properties of the operators
Z and Z2 (see Subsections 1.2, 1.4) show that

(5.28) F1P = Z, F1Z = Z∗Z, F2P = Z2 − Z∗Z.

Therefore, the representation (5.26) takes the form

P⊥e−A(t)τF (t) = tZe−t2SτP + t2Ze−t2SτPZ∗

− t4ZM(t, τ ) + t2Z2e
−t2SτP + J1(t, τ ).

(5.29)

5.3. Analysis of the operator Σ(t, τ ). By [Su2, §2], the operator (5.16) satisfies

(5.30) Σ(t, τ ) = e−t2SτP (F (t)−P )−
∫ τ

0

e−t2S(τ−ρ)P (A(t)F (t)− t2SP )e−A(t)ρF (t) dρ.

By (4.5), the first term on the right-hand side of (5.30) can be written as

(5.31) e−t2SτP (F (t)− P ) = e−t2SτP (tF1 + t2F2) + e−t2SτPF3(t).

From (4.9) and (5.4) it follows that

(5.32) ‖e−t2SτPF3(t)‖H→H ≤ C5|t|3e−c∗t
2τ ≤ C4τ−3/2, τ > 0, |t| ≤ t0;

cf. (5.18). By (4.15), the second term on the right-hand side of (5.30) can be written as∫ τ

0

e−t2S(τ−ρ)P (A(t)F (t)− t2SP )e−A(t)ρF (t) dρ

=

∫ τ

0

e−t2S(τ−ρ)P (t3K + t4W +Ψ(t))e−A(t)ρF (t) dρ.

(5.33)

From (4.16), (5.3), and (5.4) it follows that∥∥∥∥
∫ τ

0

e−t2S(τ−ρ)PΨ(t)e−A(t)ρF (t) dρ

∥∥∥∥ ≤ C6|t|5τe−c∗t
2τ ≤ C7τ−3/2,

τ > 0, |t| ≤ t0,

(5.34)

where

(5.35) C7 = C6c
−5/2
∗ c(5/2) = 2(1 + π−1)rβδ−3/2‖X1‖5c−5/2

∗ c(5/2).

Next, by (5.7), we can represent the term containing W on the right-hand side of (5.33)
as

(5.36)

∫ τ

0

e−t2S(τ−ρ)Pt4We−A(t)ρF (t) dρ =

∫ τ

0

e−t2S(τ−ρ)Pt4W (e−t2SρP +Π(t, ρ)) dρ.

By (5.4) and (5.8),∥∥∥∥
∫ τ

0

e−t2S(τ−ρ)Pt4WΠ(t, ρ) dρ

∥∥∥∥
≤ ‖W‖

(
2C1|t|5τ + C2|t|7

τ2

2

)
e−c∗t

2τ , τ ≥ 0, |t| ≤ t0.

Combining this with (2.51) and (4.3), we obtain

(5.37)

∥∥∥∥
∫ τ

0

e−t2S(τ−ρ)Pt4WΠ(t, ρ) dρ

∥∥∥∥ ≤ C8τ−3/2, τ > 0, |t| ≤ t0,



THRESHOLD APPROXIMATIONS 295

where

C8 = 5(2δ)−1‖X1‖4
(
2C1c

−5/2
∗ c(5/2) +

1

2
C2c

−7/2
∗ c(7/2)

)

= 5/2 δ−3/2

(
2β1c(5/2)‖X1‖5c−5/2

∗ +
1

2
β2c(7/2)‖X1‖7c−7/2

∗

)
.

(5.38)

Now, we transform the term containing K on the right-hand side of (5.33) with the
help of (5.7), (5.9), and (5.10):∫ τ

0

e−t2S(τ−ρ)Pt3Ke−A(t)ρF (t) dρ

=

∫ τ

0

e−t2S(τ−ρ)Pt3K(e−t2SρP + tZe−t2SρP + te−t2SρPZ∗ − t3M(t, ρ)) dρ

+

∫ τ

0

e−t2S(τ−ρ)Pt3KJ(t, ρ) dρ.

(5.39)

The following estimate of the last term on the right-hand side of (5.39) is a consequence
of (5.4) and (5.13):∥∥∥∥

∫ τ

0

e−t2S(τ−ρ)Pt3KJ(t, ρ) dρ

∥∥∥∥ ≤ ‖K‖
(
C1|t|5τ + C2|t|7

τ2

2
+ C3|t|9

τ3

3

)
e−c∗t

2τ

for τ ≥ 0 and |t| ≤ t0. Combining this with (2.30) and (5.14), we get

(5.40)

∥∥∥∥
∫ τ

0

e−t2S(τ−ρ)Pt3KJ(t, ρ) dρ

∥∥∥∥ ≤ C9τ−3/2, τ > 0, |t| ≤ t0,

where

C9 = 2(2δ)−1/2‖X1‖3
(
C1c−5/2

∗ c(5/2) +
1

2
C2c−7/2

∗ c(7/2) +
1

3
C3c−9/2

∗ c(9/2)

)

=
√
2 δ−3/2

(
pβ1c(5/2)‖X1‖5c−5/2

∗ +
1

2
pβ2c(7/2)‖X1‖7c−7/2

∗

+
1

3
pβ3c(9/2)‖X1‖9c−9/2

∗
)
.

(5.41)

As a result, relations (5.30), (5.31), (5.33), (5.36), and (5.39) imply

Σ(t, τ ) = e−t2SτP (tF1 + t2F2)−
∫ τ

0

e−t2S(τ−ρ)Pt3Ke−t2SρP dρ

−
∫ τ

0

e−t2S(τ−ρ)Pt3K(tZe−t2SρP + te−t2SρPZ∗ − t3M(t, ρ)) dρ

−
∫ τ

0

e−t2S(τ−ρ)Pt4We−t2SρP dρ+ J2(t, τ ),

(5.42)

where

J2(t, τ ) = e−t2SτPF3(t)−
∫ τ

0

e−t2S(τ−ρ)PΨ(t)e−A(t)ρF (t) dρ

−
∫ τ

0

e−t2S(τ−ρ)Pt3KJ(t, ρ) dρ−
∫ τ

0

e−t2S(τ−ρ)Pt4WΠ(t, ρ) dρ.

From (5.32), (5.34), (5.37), and (5.40) it follows that

(5.43) ‖J2(t, τ )‖ ≤ (C4 + C7 + C8 + C9)τ−3/2, τ > 0, |t| ≤ t0.



296 E. S. VASILEVSKAYA AND T. A. SUSLINA

Now we turn to the representation (5.42). From (5.28) we see that PF1 = Z∗, PF2 =
Z∗
2 − Z∗Z. Hence, for the first term on the right-hand side of (5.42) we have

e−t2SτP (tF1 + t2F2) = te−t2SτPZ∗ + t2e−t2SτP (Z∗
2 − Z∗Z).

Combining (2.19) and the properties of the operators K0 and N (see Subsection 2.2), we
see that

(5.44) PKP = PNP = N.

By (5.11), the second term on the right-hand side of (5.42) can be written as −t3M(t, τ ).
Next, from (2.19), (2.22), and the properties of the operators Z, K0, and N it follows
that PKZ = PK0Z = SPZ∗Z. Therefore, the third term on the right-hand side of
(5.42) takes the form

−t4
∫ τ

0

e−t2S(τ−ρ)SPZ∗Ze−t2SρP dρ− t4M(t, τ )Z∗ + t6
∫ τ

0

e−t2S(τ−ρ)NM(t, ρ) dρ.

Finally, combining (2.31) and the properties of the operators W0, K1, and N1 (see Sub-
section 2.3), and (2.48), we obtain

(5.45) PWP = PN1P = N1 = N0
1 − Z∗ZSP − SPZ∗Z.

This allows us to rewrite the fourth term on the right-hand side of (5.42) as

−t4
∫ τ

0

e−t2S(τ−ρ)N0
1 e

−t2SρP dρ+ t4
∫ τ

0

e−t2S(τ−ρ)P (Z∗ZSP + SPZ∗Z)e−t2SρP dρ.

Taking into account all the transformations described above, we see that the repre-
sentation (5.42) turns into

Σ(t, τ ) = te−t2SτPZ∗ + t2e−t2SτP (Z∗
2 − Z∗Z)− t3M(t, τ )− t4M(t, τ )Z∗

+ t6
∫ τ

0

e−t2S(τ−ρ)NM(t, ρ) dρ− t4
∫ τ

0

e−t2S(τ−ρ)N0
1 e

−t2SρP dρ

+ t4
∫ τ

0

e−t2S(τ−ρ)Z∗ZSPe−t2SρP dρ+ J2(t, τ ).

(5.46)

5.4. The final result. Now, from (5.7), (5.15), (5.29), and (5.46) it follows that

(5.47) e−A(t)τF (t) = e−t2SτP +K(1)(t, τ ) +K(2)(t, τ ) + J1(t, τ ) + J2(t, τ ),

where the “first” corrector K(1)(t, τ ) is defined by (5.10), and the “second” corrector
K(2)(t, τ ) is the sum of five terms:

(5.48) K(2)(t, τ ) =

5∑
j=1

K(2)
j (t, τ ),

where

K(2)
1 (t, τ ) = t2(Z2e

−t2SτP + e−t2SτPZ∗
2 + Ze−t2SτPZ∗),(5.49)

K(2)
2 (t, τ ) = −t4(ZM(t, τ ) +M(t, τ )Z∗),(5.50)

K(2)
3 (t, τ ) = −t4

∫ τ

0

e−t2S(τ−ρ)N0
1 e

−t2SρP dρ,(5.51)

K(2)
4 (t, τ ) = −t2e−t2SτPZ∗Z + t4

∫ τ

0

e−t2S(τ−ρ)Z∗ZSPe−t2SρP dρ,(5.52)

K(2)
5 (t, τ ) = t6

∫ τ

0

e−t2S(τ−ρ)NM(t, ρ) dρ.(5.53)
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It is easily seen that each of the operators (5.49)–(5.53) is selfadjoint in H. Also, the
operator (5.52) satisfies

K(2)
4 (t, τ ) = −t2Z∗Ze−t2SτP + t4

∫ τ

0

e−t2S(τ−ρ)SPZ∗Ze−t2SρP dρ

= −t2
∂

∂τ

∫ τ

0

e−t2S(τ−ρ)Z∗Ze−t2SρP dρ.

(5.54)

We estimate the operators (5.49)–(5.53). From (5.4), (1.7), and (1.16) it follows that

(5.55) ‖K(2)
1 (t, τ )‖H→H ≤ 5(8δ)−1‖X1‖2t2e−c∗t

2τ , τ ≥ 0, t ∈ R.

Relations (5.4), (5.11), (1.7), and (2.29) imply the inequality

(5.56) ‖K(2)
2 (t, τ )‖H→H ≤ (2δ)−1‖X1‖4t4τe−c∗t

2τ , τ ≥ 0, t ∈ R.

By (5.4) and (2.50), we have

(5.57) ‖K(2)
3 (t, τ )‖H→H ≤ 9(8δ)−1‖X1‖4t4τe−c∗t

2τ , τ ≥ 0, t ∈ R.

By (5.4), (1.7), and (1.11), we obtain

(5.58) ‖K(2)
4 (t, τ )‖H→H ≤ (8δ)−1

(
‖X1‖2t2 + ‖X1‖4t4τ

)
e−c∗t

2τ , τ ≥ 0, t ∈ R.

Finally, the estimate of the operator (5.53) is a consequence of (5.4), (5.11), and (2.29):

(5.59) ‖K(2)
5 (t, τ )‖H→H ≤ (4δ)−1‖X1‖6t6τ2e−c∗t

2τ , τ ≥ 0, t ∈ R.

As a result, relations (5.55)–(5.59) imply the following estimate of the operator (5.48):

‖K(2)(t, τ )‖H→H ≤ (4δ)−1
(
3‖X1‖2t2 + 7‖X1‖4t4τ + ‖X1‖6t6τ2

)
e−c∗t

2τ ,

τ ≥ 0, t ∈ R.
(5.60)

This inequality shows that ‖K(2)(t, τ )‖ is of order O(τ−1).
Now the result about approximation of the operator exponential e−A(t)τ follows from

(5.5), (5.47), and estimates (5.6), (5.27), (5.43). We use the notation

J0(t, τ ) = e−A(t)τF (t)⊥ + J1(t, τ ) + J2(t, τ ),

C0 = (3δ)−3/2 + 2C4 + C5 + C6 + C7 + C8 + C9.

From (5.19), (5.22), (5.25), (5.35), (5.38), and (5.41), we deduce that the constant C0 is
given by
(5.61)

C0 = δ−3/2
(
3−3/2 + β◦

1‖X1‖3c−3/2
∗ + β◦

2‖X1‖5c−5/2
∗ + β◦

3‖X1‖7c−7/2
∗ + β◦

4‖X1‖9c−9/2
∗

)
,

where the β◦
j , j = 1, 2, 3, 4, are some absolute constants. We have proved the following

theorem.

Theorem 5.1. We have

(5.62) e−A(t)τ = e−t2SτP +K(1)(t, τ ) +K(2)(t, τ ) + J0(t, τ ),

where the operator K(1)(t, τ ) is defined by (5.10), and K(2)(t, τ ) is defined in accordance
with (5.48)–(5.53). The operators K(1)(t, τ ) and K(2)(t, τ ) satisfy estimates (5.12) and
(5.60), respectively. The error term J0(t, τ ) satisfies the estimate

(5.63) ‖J0(t, τ )‖ ≤ C0τ−3/2, τ > 0, |t| ≤ t0,

where C0 is the constant (5.61).
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§6. The family A(t) = M∗
pA(t)M . Approximation

of the sandwiched operator exponential

6.1. The operator family A(t) = M∗
pA(t)M . As in [BSu1, Chapter 1, Subsection 1.5]

and [Su2, Subsection 1.3], we consider yet another separable Hilbert space pH and a family

of operators pX(t) = pX0+t pX1 : pH → H∗ satisfying the assumptions of Subsection 1.1. Let

M : H → pH be an isomorphism such that M DomX0 = Dom pX0 and X(t) = pX(t)M :
H → H∗. Then

(6.1) X0 = pX0M, X1 = pX1M.

In pH, we consider a family of selfadjoint operators pA(t) = pX(t)∗ pX(t). Then, obviously,

(6.2) A(t) = M∗
pA(t)M.

In what follows, all the objects corresponding to the family pA(t) will be marked by the

upper index “p”. For the kernels pN = Ker pX0 and N = KerX0 we have pN = MN. Note

that pn = n, pN∗ = N∗, pn∗ = n∗, pP∗ = P∗.
We denote (cf. [BSu1, Chapter 1, Subsection 5.3], [Su2, Subsection 1.3])

(6.3) Q := (MM∗)−1 = (M∗)−1M−1 : pH → pH.

The operator Q is positive and continuous together with Q−1. In the subspace pN, we
consider the operators

(6.4) Q
pN
= pPQ|

pN
, M0 =

(
Q

pN

)−1/2
.

As was shown in [Su2, Proposition 1.2], the orthogonal projection P of H onto N and

the orthogonal projection pP of pH onto pN satisfy the relation

(6.5) P = M−1(Q
pN
)−1

pP (M∗)−1.

6.2. The operators pZQ, pR, pS, and pNQ. Let pω ∈ pN, and let pψQ ∈ Dom pX0 be the
solution of the problem

(6.6) pX∗
0 ( pX0

pψQ + pX1pω) = 0, Q pψQ ⊥ pN.

Equation in (6.6) is understood in the weak sense, cf. (1.4), (1.5). We introduce the

operator pZQ : pH → pH by the relations

pZQpω = pψQ, pω ∈ pN; pZQpx = 0, px ∈ pN
⊥.

By Lemma 6.1 in [BSu2], the operator Z defined in Subsection 1.2 and the operator pZQ

satisfy

(6.7) pZQ = MZM−1
pP.

The operator pR : pN → N∗ is defined by analogy with R by the formula pR = P∗ pX1| pN
.

Note that pRpω = pX0
pZQpω + pX1pω, pω ∈ pN. The operators R and pR satisfy the identities

(6.8) R = pRM |N, pR = RM−1|
pN
.

The spectral germ pS of the family pA(t) at t = 0 is defined as in (1.10): pS = pR∗
pR : pN → pN.

The germs S and pS are related by the formula

S = PM∗
pSM |N.

As a counterpart of the operator N (see (2.28)), we define the operator

pNQ = pZ∗
Q

pX∗
1

pR pP + ( pR pP )∗ pX1
pZQ.



THRESHOLD APPROXIMATIONS 299

By Lemma 6.2 in [BSu2], for the operators N and pNQ we have

(6.9) pNQ = pP (M∗)−1NM−1
pP .

6.3. The operators pZ2,Q, pR2,Q, and pN0
1,Q. Let pω ∈ pN. We consider the following

problem for pφQ ∈ Dom pX0:

(6.10) pX∗
0 ( pX0

pφQ + pX1
pZQpω) = − pX∗

1
pRpω +Q(Q

pN
)−1

pP pX∗
1

pRpω, QpφQ ⊥ pN.

The equation in (6.10) is understood in the weak sense (cf. (1.13)). Clearly, the right-

hand side of this equation belongs to pN⊥ = Ran pX∗
0 , i.e., the solvability condition is

satisfied. We define the operator pZ2,Q : pH → pH by the relations

(6.11) pZ2,Qpω = pφQ, pω ∈ pN; pZ2,Qpx = 0, px ∈ pN⊥.

Lemma 6.1. The operator Z2 defined in Subsection 1.4 and the operator pZ2,Q satisfy

(6.12) pZ2,Q = MZ2M
−1

pP.

Proof. It suffices to check that pZ2,Qpω = MZ2M
−1

pω, pω ∈ pN. Let pω ∈ pN, and let
ω = M−1

pω. Then ω ∈ N, and by (6.1), (6.7), and (6.8), we have

(6.13) pRpω = Rω, pX1
pZQpω = X1Zω.

Next, relations (6.1), (6.3), (6.5), and (6.13) imply

M∗(− pX∗
1

pRpω +Q(Q
pN
)−1

pP pX∗
1

pRpω)

= −X∗
1Rω +M−1(Q

pN
)−1

pP (M∗)−1X∗
1Rω = −X∗

1Rω + PX∗
1Rω

= −P⊥X∗
1Rω.

Now, multiplying (6.10) by the operator M∗ and using (6.1) and (6.13), we conclude that

(6.14) X∗
0 (X0M

−1
pφQ +X1Zω) = −P⊥X∗

1Rω.

Due to (6.3), the orthogonality condition in (6.10) yields (M∗)−1M−1
pφQ ⊥ pN, i.e.,

(M−1
pφQ,M

−1
pζ)H = 0, pζ ∈ pN. This is equivalent to the condition M−1

pφQ ⊥ N.
Comparing this orthogonality condition and equation (6.14) with (1.12), we see that

M−1
pφQ = φ(ω) = Z2ω. Hence, by (6.11), pZ2,Qpω = pφQ = MZ2ω = MZ2M

−1
pω,

pω ∈ pN. �

Now, by analogy with (1.17), we introduce the operator pR2,Q : pN → H∗ by the
relation

(6.15) pR2,Qpω = pX0
pZ2,Qpω + pX1

pZQpω, pω ∈ pN.

From (1.17) and (6.1), (6.7), (6.12), (6.15) it is seen that the operators R2 and pR2,Q

satisfy the identity pR2,Qpω = R2ω for ω = M−1
pω, pω ∈ pN, i.e.,

(6.16) R2 = pR2,QM |N, pR2,Q = R2M
−1|

pN
.

Finally, by analogy with N0
1 (see (2.49)), we introduce the operator

pN0
1,Q = pZ∗

2,Q
pX∗
1

pR pP + ( pR pP )∗ pX1
pZ2,Q + pR∗

2,Q
pR2,Q

pP .

From (6.1), (6.8), (6.12), and (6.16) we deduce that the operators N0
1 and pN0

1,Q satisfy
the relation

(6.17) pN0
1,Q = pP (M∗)−1N0

1M
−1

pP .
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6.4. Approximation of the sandwiched operator exponential. Now our goal is
to find an approximation of the operator exponential e−A(t)τ for the family (6.2) in terms

of the characteristics of the operator pA(t) and the isomorphism M . It turns out (cf. [Su2,
Subsection 2.2], [V, §3]) that it is convenient to approximate the sandwiched exponential
Me−A(t)τM∗.

From (5.62) it directly follows that

(6.18) Me−A(t)τM∗ = Me−t2SτPM∗ +K(1)
Q (t, τ ) +K(2)

Q (t, τ ) +MJ0(t, τ )M∗,

where

(6.19) K(1)
Q (t, τ ) = MK(1)(t, τ )M∗, K(2)

Q (t, τ ) = MK(2)(t, τ )M∗.

As was shown in [Su2, Proposition 2.3], we have

(6.20) Me−t2SτPM∗ = M0e
−t2M0

pSM0τM0
pP =: E0(t, τ ).

From (5.10) and (6.19) we obtain

(6.21) K(1)
Q (t, τ ) = t(MZe−t2SτPM∗ +Me−t2SτPZ∗M∗)− t3MQ(t, τ ),

where

(6.22) MQ(t, τ ) := MM(t, τ )M∗.

The following identity is a consequence of (5.11), (6.9), and (6.20):

(6.23) MQ(t, τ ) =

∫ τ

0

E0(t, τ − ρ) pNQE0(t, ρ) dρ.

Now relations (6.21), (6.7), and (6.20) imply

(6.24) K(1)
Q (t, τ ) = t( pZQE0(t, τ ) + E0(t, τ ) pZ∗

Q)− t3MQ(t, τ ).

Next, by (5.48) and (6.19), we have

(6.25) K(2)
Q (t, τ ) =

5∑
j=1

K(2)
j,Q(t, τ ),

where K(2)
j,Q(t, τ ) = MK(2)

j (t, τ )M∗, j = 1, . . . , 5.

Taking (6.7), (6.12), and (6.20) into account, from (5.49) we obtain the following
representation:

(6.26) K(2)
1,Q(t, τ ) = t2( pZ2,QE0(t, τ ) + E0(t, τ ) pZ∗

2,Q + pZQE0(t, τ ) pZ∗
Q).

By (6.7) and (6.22), relation (5.50) implies

(6.27) K(2)
2,Q(t, τ ) = −t4( pZQMQ(t, τ ) +MQ(t, τ ) pZ∗

Q).

Using (6.17) and (6.20), from (5.51) we get

(6.28) K(2)
3,Q(t, τ ) = −t4

∫ τ

0

E0(t, τ − ρ) pN0
1,QE0(t, ρ) dρ.

In order to calculate the operator K(2)
4,Q(t, τ ), we use (5.54). Taking (6.20) into account,

we have

K(2)
4,Q(t, τ ) = −t2

∂

∂τ

∫ τ

0

E0(t, τ − ρ) pP (M∗)−1Z∗ZM−1
pPE0(t, ρ) dρ.

By (6.7) and (6.3),

pP (M∗)−1Z∗ZM−1
pP = pZ∗

Q(M
∗)−1M−1

pZQ = pZ∗
QQ pZQ.
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Consequently,

(6.29) K(2)
4,Q(t, τ ) = −t2

∂

∂τ

∫ τ

0

E0(t, τ − ρ) pZ∗
QQ pZQE0(t, ρ) dρ.

Finally, combining (5.53), (6.9), (6.20), and (6.22), we arrive at the representation

(6.30) K(2)
5,Q(t, τ ) = t6

∫ τ

0

E0(t, τ − ρ) pNQMQ(t, ρ) dρ.

Relations (5.12), (5.60), and (6.19) imply the following estimates for the correctors:

‖K(1)
Q (t, τ )‖H→H ≤ ‖M‖2(2δ)−1/2(‖X1‖|t|+ ‖X1‖3|t|3τ )e−c∗t

2τ , τ ≥ 0, t ∈ R,(6.31)

‖K(2)
Q (t, τ )‖H→H ≤ ‖M‖2(4δ)−1(3‖X1‖2t2 + 7‖X1‖4t4τ + ‖X1‖6t6τ2)e−c∗t

2τ ,(6.32)

τ ≥ 0, t ∈ R.

By (5.63), the error term MJ0(t, τ )M∗ =: J0
Q(t, τ ) in (6.18) satisfies the estimate

(6.33) ‖J0
Q(t, τ )‖H→H ≤ C0‖M‖2τ−3/2, τ > 0, |t| ≤ t0.

We have proved the following theorem.

Theorem 6.2. Let A(t) be an operator of the form (6.2) satisfying the assumptions of
Subsection 6.1. Then

(6.34) Me−A(t)τM∗ = E0(t, τ ) +K(1)
Q (t, τ ) +K(2)

Q (t, τ ) + J0
Q(t, τ ),

where the operator E0(t, τ ) is defined by (6.20), K(1)
Q (t, τ ) is defined by (6.23), (6.24),

and the operator K(2)
Q (t, τ ) is defined in accordance with (6.25)–(6.30). The operators

K(1)
Q (t, τ ) and K(2)

Q (t, τ ) satisfy estimates (6.31) and (6.32), respectively. The error term

J0
Q(t, τ ) satisfies estimate (6.33), where the constant C0 is given by (5.61).

§7. Approximation of the resolvent of the operator A(t)

7.1. Preliminaries. Suppose that condition (5.1) is satisfied. Now our goal is to ap-
proximate the resolvent (A(t) + ε2I)−1 in the operator norm in H as ε → 0. In [BSu1],
the principal term of this approximation was expressed in terms of the resolvent of the
operator t2S, and an error estimate of order O(ε−1) was given. (Note that the resolvent
(A(t)+ε2I)−1 itself is of order O(ε−2).) In [BSu2], a more accurate approximation of the
resolvent with an error of O(1) was found. The main impact was given by approxima-
tion of the operator (A(t) + ε2I)−1F (t) in terms of the threshold characteristics of the
operator family A(t), while the operator (A(t)+ ε2I)−1F (t)⊥ was “moved to the error”.
However, it is impossible to obtain an even more accurate approximation of the resolvent
(A(t)+ε2I)−1 in the operator norm in H with an error of O(ε) in the same way. The diffi-
culty is that ‖(A(t)+ε2I)−1F (t)⊥‖ = O(1), and the operator (A(t)+ε2I)−1F (t)⊥ “does
not move to the error”. However, if we multiply the resolvent (A(t)+ε2I)−1 by a suitable
“smoothing” factor (see Subsection 7.5 below), it becomes possible to approximate more
accurately.

We denote

(7.1) Ξ(t, ε) := (t2S + ε2IN)−1P.

Relations (5.1) and (5.2) imply the estimates

‖(A(t) + ε2I)−1‖H→H ≤ (c∗t
2 + ε2)−1, ε > 0, |t| ≤ t0,(7.2)

‖Ξ(t, ε)‖H→H ≤ (c∗t
2 + ε2)−1, ε > 0, t ∈ R.(7.3)
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The operator (A(t) + ε2I)−1 can be represented as

(7.4) (A(t) + ε2I)−1 = (A(t) + ε2I)−1F (t) + (A(t) + ε2I)−1F (t)⊥.

We start with the analysis of the first term on the right-hand side of (7.4). We shall
approximate the operator (A(t) + ε2I)−1F (t) with an error term of order O(|t|) (see
Theorem 7.1 below).

Denote

(7.5) G(t, ε) := (A(t) + ε2I)−1F (t)− Ξ(t, ε).

The following estimate was proved in [BSu1, Chapter 1, Theorem 5.2] with the help of
(4.1) and (4.2):

(7.6) ‖G(t, ε)‖H→H ≤ C0|t|(c∗t2 + ε2)−1, ε > 0, |t| ≤ t0.

Here

(7.7) C0 = 2C1 + c−1
∗ C2 = 2β1δ

−1/2‖X1‖+ β2c
−1
∗ δ−1/2‖X1‖3.

From (7.6) it is seen that ‖G(t, ε)‖ = O(ε−1) for |t| ≤ t0.
In [BSu2, §5], by using Theorems 4.1 and 4.2, a more accurate approximation of the

operator (7.5) was obtained:

(7.8) G(t, ε) = K
(1)(t, ε) + J (t, ε).

Here the corrector K(1)(t, ε) is given by

(7.9) K(1)(t, ε) = t(ZΞ(t, ε) + Ξ(t, ε)Z∗)− t3Ξ(t, ε)NΞ(t, ε),

the operator Z is defined in Subsection 1.2, and N is defined by (2.28). Relations (1.7),
(2.29), and (7.3) imply the following estimate for the operator (7.9):

‖K(1)(t, ε)‖H→H ≤ 2|t|‖Z‖‖Ξ(t, ε)‖+ |t|3‖N‖‖Ξ(t, ε)‖2

≤ (2δ)−1/2
(
|t|‖X1‖(c∗t2 + ε2)−1+ |t|3‖X1‖3(c∗t2 + ε2)−2

)
, ε > 0, t ∈ R.

(7.10)

We see that ‖K(1)(t, ε)‖ = O(ε−1).
As was proved in [BSu2, §5], the error term J (t, ε) satisfies

(7.11) ‖J (t, ε)‖H→H ≤ C1, ε > 0, |t| ≤ t0,

where

(7.12) C1 = δ−1(β(1)c−1
∗ ‖X1‖2 + β(2)c−2

∗ ‖X1‖4 + β(3)c−3
∗ ‖X1‖6).

7.2. The analysis of the operators F (t)⊥Ξ(t, ε) and F (t)(A(t) + ε2I)−1P⊥. The
operator (7.5) can be represented as

(7.13) G(t, ε) = F (t)(A(t) + ε2I)−1P⊥ − F (t)⊥Ξ(t, ε) +G0(t, ε),

where

(7.14) G0(t, ε) := F (t)(A(t) + ε2I)−1P − F (t)Ξ(t, ε).

We start with the analysis of the second term on the right-hand side of (7.13). By
(2.52), we have F (t)⊥P = (P − F (t))P = −(tF1 + t2F2 + F3(t))P . Hence,

(7.15) −F (t)⊥Ξ(t, ε) = (tF1 + t2F2)Ξ(t, ε) + F3(t)Ξ(t, ε).

Relations (4.9) and (7.3) imply the following estimate for the last term on the right-hand
side of (7.15):

(7.16) ‖F3(t)Ξ(t, ε)‖H→H ≤ C5|t|3(c∗t2 + ε2)−1 ≤ C5c
−1
∗ |t|, ε > 0, |t| ≤ t0.

Taking (5.28) into account, we transform the first term on the right-hand side of (7.15):

(7.17) (tF1 + t2F2)Ξ(t, ε) = (tZ + t2Z2 − t2Z∗Z)Ξ(t, ε).
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Consider the operator F (t)(A(t) + ε2I)−1P⊥. By (2.52),

F (t)P⊥ = F (t)(F (t)− P ) = F (t)(tF1 + t2F2 + F3(t)).

Hence,

(7.18) F (t)(A(t) + ε2I)−1P⊥ = (A(t) + ε2I)−1F (t)(tF1 + t2F2 + F3(t)).

From (4.9) and (7.2) it follows that

‖(A(t) + ε2I)−1F (t)F3(t)‖H→H ≤ C5|t|3(c∗t2 + ε2)−1 ≤ C5c
−1
∗ |t|,

ε > 0, |t| ≤ t0.
(7.19)

Next, using the notation (7.5), we can write

(7.20) (A(t) + ε2I)−1F (t)t2F2 = Ξ(t, ε)t2F2 +G(t, ε)t2F2.

Relations (7.6) and (2.14) imply the inequality

(7.21) ‖G(t, ε)t2F2‖H→H ≤ C2|t|3(c∗t2 + ε2)−1 ≤ C2c
−1
∗ |t|, ε > 0, |t| ≤ t0,

where

(7.22) C2 = 3C0‖X1‖2(4δ)−1.

By (5.28), we have PF2 = Z∗
2 − Z∗Z. Consequently,

(7.23) Ξ(t, ε)t2F2 = t2Ξ(t, ε)(Z∗
2 − Z∗Z).

Finally, we consider the term (A(t) + ε2I)−1F (t)tF1. By (7.5) and (7.8),

(7.24) (A(t) + ε2I)−1F (t)tF1 = (Ξ(t, ε) + K(1)(t, ε))tF1 + J (t, ε)tF1.

The estimate for the last term on the right-hand side of (7.24) is a consequence of (7.11)
and (2.7):

(7.25) ‖J (t, ε)tF1‖H→H ≤ C3|t|, ε > 0, |t| ≤ t0,

where

(7.26) C3 = C1‖X1‖(2δ)−1/2.

Using (7.9) and the identities PF1 = Z∗, Z∗F1 = Z∗Z (see (5.28)), we obtain the
following representation for the first term on the right-hand side of (7.24):

(Ξ(t, ε) + K(1)(t, ε))tF1

= tΞ(t, ε)Z∗ + t2ZΞ(t, ε)Z∗ + t2Ξ(t, ε)Z∗Z − t4Ξ(t, ε)NΞ(t, ε)Z∗.
(7.27)

Now we summarize the study of the terms F (t)⊥Ξ(t, ε) and F (t)(A(t) + ε2I)−1P⊥.
Relations (7.15), (7.17), (7.18), (7.20), (7.23), (7.24), and (7.27) imply the following
representation:

F (t)(A(t) + ε2I)−1P⊥ − F (t)⊥Ξ(t, ε)

= t(ZΞ + ΞZ∗) + t2(Z2Ξ + ΞZ∗
2 )− t2Z∗ZΞ + t2ZΞZ∗− t4ΞNΞZ∗ + J1(t, ε),

(7.28)

where Ξ = Ξ(t, ε) and

J1(t, ε) = F3(t)Ξ(t, ε) + (A(t) + ε2I)−1F (t)F3(t) +G(t, ε)t2F2 + J (t, ε)tF1.

By (7.16), (7.19), (7.21), and (7.25), we obtain the following estimate of the error term:

(7.29) ‖J1(t, ε)‖H→H ≤ (2C5c
−1
∗ + C2c

−1
∗ + C3)|t|, ε > 0, |t| ≤ t0.
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7.3. The study of the operator G0(t, ε). The operator (7.14) satisfies the identity

G0(t, ε) = −F (t)(A(t) + ε2I)−1(A(t)F (t)− t2SP )Ξ(t, ε).

Combining this with (2.53), we get

(7.30) G0(t, ε) = −F (t)(A(t) + ε2I)−1(t3K + t4W +Ψ(t))Ξ(t, ε).

From (4.16) and (7.2), (7.3) it follows that

‖F (t)(A(t) + ε2I)−1Ψ(t)Ξ(t, ε)‖H→H ≤ C6|t|5(c∗t2 + ε2)−2 ≤ C6c
−2
∗ |t|,

ε > 0, |t| ≤ t0.
(7.31)

Next, taking the notation (7.5) into account, we have the relation

(7.32) F (t)(A(t) + ε2I)−1t4WΞ(t, ε) = t4Ξ(t, ε)WΞ(t, ε) + t4G(t, ε)WΞ(t, ε).

From (2.51), (7.3), and (7.6) it follows that

(7.33) ‖t4G(t, ε)WΞ(t, ε)‖H→H ≤ C4|t|5(c∗t2 + ε2)−2 ≤ C4c
−2
∗ |t|, ε > 0, |t| ≤ t0,

where

(7.34) C4 = 5C0(2δ)
−1‖X1‖4.

By (5.45), the first term on the right-hand side of (7.32) is represented as

(7.35) t4Ξ(t, ε)WΞ(t, ε) = t4Ξ(t, ε)(N0
1 − Z∗ZSP − SPZ∗Z)Ξ(t, ε).

Now we consider the term involving K in (7.30). By (7.5) and (7.8),

(7.36) F (t)(A(t) + ε2I)−1t3KΞ(t, ε) = (Ξ(t, ε) + K(1)(t, ε) + J (t, ε))t3KΞ(t, ε).

Relations (2.30), (7.3), and (7.11) imply the estimate

(7.37) ‖J (t, ε)t3KΞ(t, ε)‖H→H ≤ C5|t|3(c∗t2 + ε2)−1 ≤ C5c
−1
∗ |t|, ε > 0, |t| ≤ t0,

where

(7.38) C5 = C12(2δ)
−1/2‖X1‖3.

By (7.9), we have

(7.39) (Ξ + K
(1)(t, ε))t3KΞ = t3ΞKΞ + t4ZΞKΞ + t4ΞZ∗KΞ− t6ΞNΞKΞ.

We apply identities (5.44) and observe that

Z∗K = Z∗K0 = Z∗ZSP,

which follows from (2.19), (2.22) and the properties of the operators N and Z. Then the
operator (7.39) takes the form

(7.40) (Ξ + K
(1)(t, ε))t3KΞ = t3ΞNΞ + t4ZΞNΞ + t4ΞZ∗ZSPΞ− t6ΞNΞNΞ.

As a result, relations (7.30), (7.32), (7.35), (7.36), and (7.40) imply the following
representation for the operator (7.14):

(7.41) G0(t, ε) = −t3ΞNΞ− t4ΞN0
1Ξ− t4ZΞNΞ+ t4ΞSPZ∗ZΞ+ t6ΞNΞNΞ+J2(t, ε),

where Ξ = Ξ(t, ε) and

J2(t, ε) = −F (t)(A(t) + ε2I)−1Ψ(t)Ξ(t, ε)− t4G(t, ε)WΞ(t, ε)− J (t, ε)t3KΞ(t, ε).

From (7.31), (7.33), and (7.37) we obtain the following estimate of the error term:

(7.42) ‖J2(t, ε)‖H→H ≤ (C6c
−2
∗ + C4c

−2
∗ + C5c

−1
∗ )|t|, ε > 0, |t| ≤ t0.
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7.4. Approximation of the operator (A(t)+ε2I)−1F (t). Now relations (7.5), (7.13),
(7.28), and (7.41) imply the representation

(7.43) (A(t) + ε2I)−1F (t) = Ξ(t, ε) + K(1)(t, ε) + K(2)(t, ε) + J1(t, ε) + J2(t, ε),

where the first corrector K(1)(t, ε) is defined by (7.9), and the second corrector K(2)(t, ε)
is the sum of five terms:

(7.44) K(2)(t, ε) =
5∑

j=1

K
(2)
j (t, ε).

Here

K
(2)
1 (t, ε) = t2

(
Z2Ξ(t, ε) + Ξ(t, ε)Z∗

2 + ZΞ(t, ε)Z∗),(7.45)

K
(2)
2 (t, ε) = −t4

(
ZΞ(t, ε)NΞ(t, ε) + Ξ(t, ε)NΞ(t, ε)Z∗),(7.46)

K
(2)
3 (t, ε) = −t4Ξ(t, ε)N0

1Ξ(t, ε),(7.47)

K
(2)
4 (t, ε) = −t2Z∗ZΞ(t, ε) + t4Ξ(t, ε)SPZ∗ZΞ(t, ε) = −t2ε2Ξ(t, ε)Z∗ZΞ(t, ε),(7.48)

K
(2)
5 (t, ε) = t6Ξ(t, ε)NΞ(t, ε)NΞ(t, ε).(7.49)

We estimate the operators (7.45)–(7.49). From (1.7), (1.16), and (7.3) it follows that

(7.50) ‖K(2)
1 (t, ε)‖H→H ≤ 5(8δ)−1‖X1‖2t2(c∗t2 + ε2)−1, ε > 0, t ∈ R.

By (1.7), (2.29), and (7.3), we have

(7.51) ‖K(2)
2 (t, ε)‖H→H ≤ (2δ)−1‖X1‖4t4(c∗t2 + ε2)−2, ε > 0, t ∈ R.

Relations (2.50) and (7.3) imply

(7.52) ‖K(2)
3 (t, ε)‖H→H ≤ 9(8δ)−1‖X1‖4t4(c∗t2 + ε2)−2, ε > 0, t ∈ R.

Applying (1.7) and (7.3), we obtain

(7.53) ‖K(2)
4 (t, ε)‖H→H ≤ (8δ)−1‖X1‖2t2ε2(c∗t2 + ε2)−2, ε > 0, t ∈ R.

Finally, from (2.29) and (7.3) it follows that

(7.54) ‖K(2)
5 (t, ε)‖H→H ≤ (2δ)−1‖X1‖6t6(c∗t2 + ε2)−3, ε > 0, t ∈ R.

As a result, relations (7.50)–(7.54) yield the following estimate for the operator (7.44):

‖K(2)(t, ε)‖H→H ≤ (8δ)−1
(
5‖X1‖2t2(c∗t2 + ε2)−1 + 13‖X1‖4t4(c∗t2 + ε2)−2

+ ‖X1‖2t2ε2(c∗t2 + ε2)−2 + 4‖X1‖6t6(c∗t2 + ε2)−3
)
, ε > 0, t ∈ R.

(7.55)

The error terms in (7.43) satisfy estimates (7.29) and (7.42). We denote J 0(t, ε) =
J1(t, ε) + J2(t, ε). Then

(7.56) ‖J 0(t, ε)‖H→H ≤ C
0|t|, ε > 0, |t| ≤ t0,

where C0 = 2C5c
−1
∗ + C2c

−1
∗ + C3 + C6c

−2
∗ + C4c

−2
∗ + C5c

−1
∗ . From (4.10), (4.17), (7.7),

(7.12), (7.22), (7.26), (7.34), and (7.38) we see that the constant C0 is given by

(7.57) C
0 = δ−3/2(qβ1c

−1
∗ ‖X1‖3 + qβ2c

−2
∗ ‖X1‖5 + qβ3c

−3
∗ ‖X1‖7 + qβ4c

−4
∗ ‖X1‖9),

where qβj , j = 1, 2, 3, 4, are some absolute constants.
We have proved the following result.
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Theorem 7.1. We have

(7.58) (A(t) + ε2I)−1F (t) = Ξ(t, ε) + K(1)(t, ε) + K(2)(t, ε) + J 0(t, ε),

where the operator Ξ(t, ε) is defined by (7.1), K(1)(t, ε) is defined by (7.9), and the op-
erator K(2)(t, ε) is defined in accordance with (7.44)–(7.49). The operators K(1)(t, ε) and
K(2)(t, ε) satisfy estimates (7.10) and (7.55), respectively. The error term J 0(t, ε) satis-
fies estimate (7.56), where C0 is the constant (7.57).

7.5. Approximation of the “smoothed” resolvent. Let qA(t) be an (auxiliary) self-

adjoint operator in H admitting a factorization of the form (1.1), i.e., qA(t) = qX(t)∗ qX(t),
qX(t) = qX0 + t qX1. Assume that qA(t) satisfies the same assumptions as A(t) (see Sub-

section 1.1), and that Ker qA(0) = KerA(0) = N. Let qd0 be the distance from the point

λ0 = 0 to the rest of the spectrum of the operator qA(0). We fix a number qδ ∈ (0, qd0/8)

and put qt0 = qδ1/2‖ qX1‖−1. Let qF (t) be the spectral projection of the operator qA(t) for

the interval [0, qδ]. Applying Theorem 4.1 to the operator qA(t), we have

(7.59) ‖ qF (t)− P‖H→H ≤ qC1|t|, |t| ≤ qt0,

where qC1 = β1
qδ−1/2‖ qX1‖.

Next, assume that qA(t) satisfies a condition of the form (5.1):

(7.60) qA(t) ≥ qc∗t
2I, |t| ≤ qt0, qc∗ > 0.

Then

(7.61) ‖( qA(t) + ε2I)−1/2‖H→H ≤ (qc∗t
2 + ε2)−1/2, |t| ≤ qt0.

Obviously,

(7.62) ‖ qF (t)⊥( qA(t) + ε2I)−1/2‖H→H ≤ qδ−1/2, |t| ≤ qt0.

From (7.59), (7.61), and (7.62) it follows that

(7.63) ‖P⊥( qA(t) + ε2I)−1/2‖H→H ≤ qδ−1/2 + qC1|t|(qc∗t2 + ε2)−1/2 ≤ qC2, |t| ≤ qt0,

where

(7.64) qC2 = qδ−1/2 + qC1qc
−1/2
∗ = qδ−1/2(1 + β1‖ qX1‖qc

−1/2
∗ ).

We start with (7.4) and (7.58). Multiplying by the operator ε( qA(t) + ε2I)−1/2 from
the right, we obtain(

(A(t) + ε2I)−1 − Ξ(t, ε)− K(1)(t, ε)− K(2)(t, ε)
)
ε( qA(t) + ε2I)−1/2

= J 0(t, ε)ε( qA(t) + ε2I)−1/2 + (A(t) + ε2I)−1F (t)⊥ε( qA(t) + ε2I)−1/2.
(7.65)

The first term on the right-hand side of (7.65) is estimated with the help of (7.56) and
(7.61):

‖J 0(t, ε)ε( qA(t) + ε2I)−1/2‖H→H ≤ C
0|t|ε(qc∗t2 + ε2)−1/2 ≤ C

0(qc∗)
−1/2ε,

|t| ≤ min{t0,qt0}, ε > 0.
(7.66)

In order to estimate the second term on the right-hand side of (7.65), we use the
inequality

(7.67) ‖(A(t) + ε2I)−1F (t)⊥‖H→H ≤ (3δ)−1, |t| ≤ t0, ε > 0,

which follows from (1.2). Then

‖(A(t) + ε2I)−1F (t)⊥ε( qA(t) + ε2I)−1/2‖H→H

≤ (3δ)−1ε‖F (t)⊥( qA(t) + ε2I)−1/2‖H→H, |t| ≤ t0, ε > 0.
(7.68)
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Next,

‖F (t)⊥( qA(t) + ε2I)−1/2‖H→H

≤ ‖(P − F (t))( qA(t) + ε2I)−1/2‖H→H + ‖P⊥( qA(t) + ε2I)−1/2‖H→H.

Combining this with (4.1), (7.61), and (7.63), we obtain

‖F (t)⊥( qA(t) + ε2I)−1/2‖H→H ≤ C1|t|(qc∗t2 + ε2)−1/2 + qC2 ≤ C1(qc∗)
−1/2 + qC2,

|t| ≤ min{t0,qt0}, ε > 0.
(7.69)

From (7.68) and (7.69) it follows that

‖(A(t) + ε2I)−1F (t)⊥ε( qA(t) + ε2I)−1/2‖H→H ≤ (3δ)−1(C1(qc∗)
−1/2 + qC2)ε,

|t| ≤ min{t0,qt0}, ε > 0.
(7.70)

We denote

(7.71) rC = C
0(qc∗)

−1/2 + (3δ)−1(C1(qc∗)
−1/2 + qC2),

where the constant C0 is defined by (7.57), C1 is defined by (4.3), and qC2 is given by
(7.64). Now the representation (7.65) and estimates (7.66) and (7.70) directly imply the
following result.

Theorem 7.2. Under the assumptions of Theorem 7.1, let qA(t) be an operator satisfying

the conditions described above. Then for |t| ≤ min{t0,qt0} and ε > 0 we have

(7.72)
∥∥((A(t) + ε2I)−1 − Ξ(t, ε)− K

(1)(t, ε)− K
(2)(t, ε)

)
ε( qA(t) + ε2I)−1/2

∥∥
H→H

≤ rCε.

The constant rC is defined by (7.71) and depends only on δ, ‖X1‖, c∗, qδ, ‖ qX1‖, and qc∗.

Remark 7.3. One could take A(t) itself for the role of qA(t). However, this is inconvenient
for applications to differential operators. In applications, the role of A(t) is played by
a differential operator with variable coefficients (depending on the parameter t), while

it is convenient to choose qA(t) to be a differential operator with constant coefficients.

Herewith, the operator ε( qA(t) + ε2I)−1/2 is smoothing indeed. Therefore, we transfer
the term “smoothing operator” to the abstract setting.
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