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BMO-REGULARITY

IN LATTICES OF MEASURABLE FUNCTIONS

ON SPACES OF HOMOGENEOUS TYPE

D. V. RUTSKY

Abstract. Let X be a lattice of measurable functions on a space of homogeneous
type (S, ν) (for example, S = R

n with Lebesgue measure). Suppose that X has
the Fatou property. Let T be either a Calderón–Zygmund singular integral operator
with a singularity nondegenerate in a certain sense, or the Hardy–Littlewood maximal

operator. It is proved that T is bounded on the lattice
(
XαL1−α

1

)β
for some β ∈ (0, 1)

and sufficiently small α ∈ (0, 1) if and only if X has the following simple property:
for every f ∈ X there exists a majorant g ∈ X such that log g ∈ BMO with proper
control on the norms. This property is called BMO-regularity. For the reader’s

convenience, a self-contained exposition of the BMO-regularity theory is developed
in the new generality, as well as some refinements of the main results.

§0. Introduction

A quasi-Banach lattice X of measurable functions on the unit circle T is said to be
BMO-regular1 if every 0 �= f ∈ X admits a majorant g, g ≥ |f |, such that ‖g‖X ≤ C‖f‖X
and ‖ log f‖BMO(T) ≤ C. This notion originates from the interpolation theory for analytic
subspaces in such lattices. Under the condition that the lattice X has some additional
“natural” properties, X gives rise to the space XA of all functions in X that are boundary
values of some functions of the Smirnov class. For instance, if X = Lp

(
T

)
, then XA is

simply the usual Hardy space Hp.
It turns out (see [1]) that if some lattices X and Y are BMO-regular, then the real

interpolation between XA and YA is much similar to real interpolation between X and
Y , namely,

(XA, YA)θ,p = (X,Y )θ,p ∩ (XA + YA)

(under some slight restirictions on the lattices). There are some indications that BMO-
regularity (or some similar property) is also necessary for this convenient relation (see
[12, 13, 26]), but this remains an open problem to date.

The practical value of these results lies in the fact that BMO-regular lattices are
surprisingly common. The following theorem illustrates this and also gives a clue how
to find lattices that are not BMO-regular (the most convenient way is to find a lattice
that does not satisfy condition 3 below). Recall that, by definition, the order dual X ′

of a lattice X is the set of measurable functions g such that
∫
T
|fg| < ∞ for all f

in X. Suppose that the lattice X is Banach and has the Fatou property (see §1 for the
definition). Suppose also that 0 < β < 1.
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Theorem A. The following statements are equivalent:

1) X is BMO-regular ;
2) X ′ is BMO-regular ;
3) for all sufficiently small α, 0 < α < 1, the operator of harmonic conjugation is

bounded on
(
X

α
L1
1−α)β

.

Thus, the BMO-regularity of X is closely related to a good behavior of the harmonic
conjugation operator in certain lattices derived from X, which makes the class of BMO-
regular lattices interesting even beyond the scope of the interpolation theory of Hardy-
type spaces.

Theorem A is a deep result. For the first time it was obtained in [12] by using the Ky
Fan–Kakutani fixed point theorem for multivalued mappings. Another ingredient which
seemed essential at the time was complex analysis: although no spaces like XA appear
in the statement of the theorem, the proof depended heavily on the use of such spaces
along with a rather involved technique of the so-called analytic decomposition of unity
subordinate to a given weight on the circle.

Among other things, in the present paper we prove Theorem A within the framework
of real analysis only. The author has found this method when solving (and having
solved successfully) a certain problem related to BMO-regularity and also originating
from complex analysis; see [26]. The most important implication, however, is that the
real methods make it possible to generalize this result from the case of the circle to other
measurable spaces that admit a natural definition of BMO. We give a statement of this
result for R

n. As in the case of the circle, a lattice X of measurable functions on R
n

is said to be BMO-regular if for any 0 �= f ∈ X there exists a majorant g ≥ |f | such
that ‖g‖X ≤ C‖f‖X and ‖ log g‖BMO ≤ C. As before, we assume that X has the Fatou
property and 0 < β < 1.

Theorem B. The following conditions are equivalent:

1) X is BMO-regular ;
2) X ′ is BMO-regular ;
3) the Hardy–Littlewood maximal operator is bounded on

(
X

α
L1
1−α)β

for all suffi-
ciently small α, 0 < α < 1;

4) all Calderón–Zygmund singular integral operators are bounded on
(
X

α
L1
1−α)β

for
all sufficiently small α, 0 < α < 1;

5) one of the Riesz transformation

Rjf(x)
def
= p. v.

∫
Rn

cn(tj − xj)

|t− x|n+1
f(t) dt

is bounded on
(
X

α
L1
1−α)β

for some α, 0 < α < 1.

Although in the case of Rn it is unclear whether BMO-regularity is somehow related
to interpolation, theorem B shows that this property expresses in simple terms certain
fundamental features of the lattice X, which makes the study of BMO-regularity justified
in this general setting. The Ky Fan–Kakutani fixed point theorem still takes a major
part in the proof. Moreover, in order to obtain the equivalence of statements 5 and 1,
we need the Grothendieck inequality. The use of this inequality in dealing with such
problems, however, has been known for a long time. For the first time in a similar
setting it was used by Rubio de Francia in [46]. We mention that in [12] the use of the
Grothendieck inequality was avoided by complex methods, which are not available in the
general setting.

The plan of the paper is as follows. In §§1 and 2 we give detailed statements of the
results along with necessary definitions. It is often convenient to work with functions that
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depend on an additional variable beside x ∈ R
n; furthermore, it is natural to consider an

arbitrary measurable space of homogeneous type rather than R
n. Since it is not possible

to invoke the complex analysis techniques in this setting, instead we make use of the
classes of Muckenhoupt weights Ap along with BMO and introduce certain properties
similar to BMO-regularity but expressed in terms of these classes. In §3 we give a number
of known results to be used subsequently, and establish some auxiliary propositions. All
simple claims of the present paper pertaining to BMO-regularity and Ap-regularity are
also verified in §§1–3. The proofs are completed by two nontrivial arguments in §§4
and 6: the first is based on the use of a fixed point theorem, the second depends on
the Grothendieck theorem. In §5 we give a version of the first argument for the case
of couples of lattices and also establish the key points related to BMO-regularity for
couples. Finally, in §7 a more detailed historical review is given along with some further
comments (it would have been inconvenient to do this before the whole theory has been
laid out).

§1. Lattices and BMO-regularity

In this section we introduce the basic notions and give a detailed exposition of BMO-
regularity. Suppose that (S, ν) is a space of homogeneous type, i.e., S is a quasimetric
space equipped with a Borel measure ν that has a doubling property: ν(B(x, 2r)) ≤
cν(B(x, r)) for all x ∈ S and 0 < r < ∞, where c is a constant called the doubling
constant. Futher information on these spaces and real harmonic analysis on them can
be found, e.g., in [8, 7]. It is usual in the literature on real harmonic analysis to consider
only the typical case of S being Euclidean spaces with Lebesgue measure; however, for
the key results of this paper this restriction is not at all necessary. We are working with
(real or complex) quasi-normed lattices of measurable functions on (S×Ω, ν×μ), where
(Ω, μ) is an arbitrary measurable space with a σ-finite measure μ. The second variable
t ∈ Ω does not usually cause much trouble in the arguments. Obviously, the case of one
variable x is included in this setting: we can take the point mass measure for μ. By
definition, a quasinormed lattice of measurable functions is a quasinormed space X of
measurable functions in which the norm is compatible with the natural order, that is, if
|f | ≤ g a.e. for some function g ∈ X, then f ∈ X and ‖f‖X ≤ C‖g‖X for some constant
C independendent of f and g. Usually, we have C = 1; for example, it is always the
case when the lattice has the Fatou property, which will be introduced shortly. Further
information on lattices can be found, e.g., in [18, Chapter 10]. For simplicity we only
work with lattices X such that suppX = S × Ω. Many interesting normed spaces are
lattices; for example, so are the Lebesgue spaces Lp, the Orlicz spaces LM , and the
Lebesgue spaces Lp(·) with variable exponent p(·), along with general modular spaces.

The second variable makes it natural to work with Lp

(
Lr

)
and other lattices with mixed

norm in this setting.
We list some key properties of quasinormed lattices and some related objects. For

a Banach lattice X of measurable functions, any order continuous functional f on X
(order continuity means that, given a sequence xn ∈ X such that supn |xn| ∈ X and
xn → 0 a.e., we also have f(xn) → 0) has an integral representation f(x) =

∫
xyf for

some function yf that is identified with f . The set X ′ of all such functionals is a Banach
lattice with the norm defined by ‖f‖X′ = supg∈X,‖g‖X=1

∫
|fg|. The lattice X ′ is called

the order dual of the lattice X. The norm of a lattice X is said to be order continuous
if for any nonincreasing sequence xn ∈ X converging to 0 a.e. we have ‖xn‖X → 0. The
norm of a Banach lattice X is order continuous if and only if X∗ = X ′, i.e., if all norm
continuous functionals on X are order continuous. A lattice X has the Fatou property
if for any fn, f ∈ X such that ‖fn‖X ≤ 1 and the sequence fn converges to f a.e. it is
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also true that f ∈ X and ‖f‖X ≤ 1. The Fatou property of a lattice X is equivalent
to the (ν × μ)-closedness of the unit ball BX of the lattice X (here and elsewhere by
(ν×μ)-convergence we mean convergence in measure on any measurable set E such that
(ν × μ)(E) < ∞). If the lattice X is Banach, the Fatou property is equivalent to the
order reflexivity of X, i.e., to the relation X ′′ = X. Each of the above two properties is
sufficient to guarantee that the lattice X ′ is a norming set of functionals for X, i.e., that
‖f‖X = supg∈X′,‖g‖X′=1

∫
fg for all f ∈ X. The order dual X ′ of a Banach lattice X

always has the Fatou property.
For any two quasinormed lattices X and Y on the same measurable space, the set of

pointwise products of their functions

XY = {fg | f ∈ X, g ∈ Y }

is a quasinormed lattice with the norm defined by

‖h‖XY = inf
h=fg

‖f‖X‖g‖Y .

If both lattices X and Y satisfy the Fatou property, then the lattice XY also has the
Fatou property. This lattice multiplication is associative: if X, Y , and Z are lattices of
measurable functions on the same measurable space, then (XY )Z = X(Y Z) (here and
elsewhere, if not stated otherwise, equality of lattices is understood as equality of sets
coupled with equality of the quasinorms). By the well-known Lozanovskĭı factorization
theorem (see [24]), for any Banach lattice X satisfying the Fatou property the decompo-
sition XX ′ = L1 holds true. It is easily seen that if either of the lattices X and Y has
order continuous quasinorm, then the norm of the lattice XY is also order continuous.

For any δ > 0 and a quasinormed lattice X, the lattice Xδ consists of all measurable
functions f having well-defined and finite quasinorms ‖f‖Xδ = ‖|f |1/δ‖δX . For example,
Lδ
p = L p

δ
. For any product XY of quasinormed lattices and δ > 0 we have the natural

relation (XY )δ = XδY δ. If a lattice X has the Fatou property, then the lattice Xδ also
has the Fatou property; if the lattice X has order continous quasinorm, then the lattice
Xδ also has order continuous quasinorm. For any 0 < δ ≤ 1, if X is a Banach lattice,
then Xδ is also a Banach lattice. If X and Y are Banach lattices, then for any 0 < δ < 1
the lattice X1−δY δ is also Banach; moreover, the following quite useful relation is true:
(X1−δY δ)′ = (X ′)1−δ(Y ′)δ. For a lattice X of measurable functions, by X+ we denote
the cone of its positive functions {f ∈ X | f ≥ 0 a.e.}.

For a quasinormed lattice X and a function w positive a.e., the weighted lattice
X(w) is defined as the set2 X(w) = {wf | f ∈ X} with the quasinorm ‖f‖X(w) =

‖fw−1‖X . For example, L∞
(
w

)
= {f | |f | ≤ Cw a. e. }. It is easily seen that [X(w)]′ =

X ′(w−1). Notice that this definition of the weighted Lebesgue space Lp

(
w

)
differs from

the “classical” one, with the norm defined as ‖f‖pp,w =
∫
|f |pw , which is often found

in the literature; the latter norm corresponds to the norm of the lattice Lp

(
w− 1

p
)
in

our notation. Thus, all weighted lattices are defined in a unified way everywhere in

2Note added in translation. It was brought to the author’s attention that this definition does not
work well for weights w such that w = +∞ on a set of positive measure, and that weighted spaces
with such weights do appear in some arguments in §3. For our purposes, a correct definition extending
X(w) to such weights is slightly different: we define the set by X(w) =

{
g | g

w
∈ X

}
for weights w such

that 0 ≤ w ≤ ∞ almost everywhere. Thus, g = 0 on the set where w = 0, the restriction of g to the
set {w = +∞} is an arbitrary measurable function, and ‖ · ‖X(w) is a quasiseminorm for weights w

such that the set {w = +∞} has positive measure. In any case, if w ∈ {0,+∞} on a set of positive
measure, we regard X(w) as merely a set of functions with a seminorm under our conventions, because
then suppX(w) �= suppX. Note that it is usually possible to avoid dealing with such “bad” weights;
see Proposition 14 below.
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this paper; however, attention must be paid to this difference. We adopt the natural
conventions 0−1 = ∞ and ∞−1 = 0 in all expressions involving weights.

The (centered) Hardy–Littlewood maximal operator

Mf(x, t) = sup
r>0

1

ν(B(x, r))

∫
B(x,r)

|f(z, t)| dν(z) x ∈ S, t ∈ Ω,

and the Fefferman–Stein maximal operator

M �f(x, t) = sup
r>0

1

ν(B(x, r))

∫
B(x,r)

∣∣∣∣f(z, t)− 1

ν(B(x, r))

∫
B(x,r)

f(a, t) dν(a)

∣∣∣∣dν(z)
are well defined for a.e. x ∈ S and t ∈ Ω, and for all measurable functions f on
(S×Ω, ν×μ) that are locally integrable in the first variable. For convenience, we assume
that log 0 = −∞ and M �(−∞) = 0. We say that a nonnegative measurable function
w on (S × Ω, ν × μ) belongs to the Muckenhoupt class Ap for some 1 ≤ p < ∞ with a
constant C if

ess sup
t∈Ω

‖M‖
Lp

(
w−1/p(·,t)

)
→Lp,∞

(
w−1/p(·,t)

) ≤ C.

For p > 1, this condition is equivalent to ess supt∈Ω ‖M‖
Lp

(
w−1/p(·,t)

) ≤ C ′ with C ′

equivalent to C up to some multiplicative constant. The class A1 is characterized by the
estimate Mw ≤ C ′w a.e. (this will be used in the arguments), while the classes Ap for
p > 1 are characterized by the well-known Muckenhoupt condition

ess sup
x∈S,t∈Ω

sup
r>0

[
1

ν (B(x, r))

∫
B(x,r)

w(u, t) dν(u)

][
1

ν (B(x, r))

∫
B(x,r)

w(u, t)−
1

p−1 dν(u)

]p−1

< ∞

(we do not use this in the paper); see, e.g., [7]. We say that a measurable function f
on (S × Ω, ν × μ) belongs to BMO with a constant C if ‖M �f‖L∞ ≤ C. The Mucken-
houpt classes and BMO are studied fairly well, and a great number of useful equivalent
definitions are known (see, e.g., [42, 7]). However, we only require the definitions stated
above and a small number of well-known properties, which we shall introduce as the
need arises. It is well known (see [7, Chapter 5, 6.2]) that the relation w ∈ Ap implies
logw ∈ BMO and, vice versa, if logw ∈ BMO, then wδ ∈ Ap for sufficiently small δ,
0 < δ < δ0. The value of δ0 depends only on the BMO constant of the function logw and
on 1 < p < ∞, with an appropriate estimate (i.e., the BMO constant of logw admits an
estimate in terms of p and the Ap constant of the weight w , and the Ap-constant of w

δ

can likewise be estimated in terms of p, δ, and the BMO constant of the function logw).
If w ∈ Ap and 1 ≤ p < ∞, then also w ∈ Aq for all q > p with an estimate for the Aq

constant in terms of the Ap constant. Any weight w ∈ Ap, 1 < p < ∞, also belongs to
Aq for some 1 < q < p, with an estimate for the constant.

Definition 1. A quasinormed lattice X on (S × Ω, ν × μ) is Ap-regular with constants
(C,m) if for any f ∈ X there exists a majorant g ∈ X, g ≥ |f | such that ‖g‖X ≤ m‖f‖X
and g ∈ Ap with constant C. A quasinormed lattice X is BMO-regular with constants
(C,m) if for any f ∈ X there exists a majorant g ∈ X, g ≥ |f | such that ‖g‖X ≤ m‖f‖X
and log g ∈ BMO with constant C. This function g is called an Ap-majorant of a BMO-
majorant for f .

The Ap-regularity property plays an auxiliary technical role as far as the main results
of this paper are concerned. It is convenient that the set of Ap-majorants for a given
function f has nice properties (see Proposition 16 below). However, Ap-regularity may
be interesting in its own right. It is easily seen that Ap-regularity implies Aq-regularity
for all q > p, as well as BMO-regularity. Moreover, Ap-regularity implies Aq-regularity
for some 1 < q < p if p > 1. On the other hand, if a lattice X is BMO-regular, then for
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any 1 < p < ∞ the lattice Xδ is Ap-regular for all sufficiently small δ > 0. Thus, we
see that Ap-regularity is a refinement of BMO-regularity. The same ideas can be used to
define the BMO norm by

‖f‖BMO = inf
{
q > 0 | e

f
q ∈ A2 with a constant c0 > 1

}
,

as it was done, e.g., in [26]; we omit the details here.
A1-regularity admits the following characterization.

Proposition 1. A quasinormed lattice X on (S × Ω, ν × μ) is A1-regular if and only if
the maximal operator M is bounded on X.

For the proof, it suffices to observe that any A1-majorant g satisfies Mg ≤ Cg. On
the other hand, if the maximal operator M is bounded on X with norm C, then for
any f ∈ X we can construct inductively a function g =

∑
n≥0 c

−n−1(2C)−nfn, f0 = |f |,
fn+1 = Mfn, where c is the triangle inequality constant for the quasinorm of X. The
function g is a suitable A1-majorant for f , because ‖fn‖X ≤ Cn‖f‖X , ‖g‖X ≤ 2c‖f‖X
and Mg ≤ 2Ccg.

A quasinormed lattice X on (Σ, σ) is said to be rearrangement invariant (or sym-
metric) if for any f ∈ X and any bijection τ : Σ → Σ preserving the measure σ we
have ‖f ◦ τ‖X = ‖f‖X . We use the standard composition notation (f ◦ τ )(x) = f(τ (x))
for x ∈ Σ. It is well known that any rearrangement invariant Banach lattice X on a
measurable space with σ-finite measure such that X is an intermediate space between L1

and L∞ (i.e., L1 ∩L∞ ⊂ X ⊂ L1 +L∞) is an interpolation space between L1 and L∞ for
the class of quasilinear operators (see, e.g., [9, II, Theorem 2.a.10] and [15]). If we take

(Σ, σ) = (S, ν)× (Ω, μ), the quasilinear operator Mδ(f) =
(
M |f |δ

) 1
δ is bounded on any

such lattice for any 0 < δ < 1. It follows at once that M is bounded on Xδ. Combining
this fact with Proposition 1 yields the following proposition.

Proposition 2. Any rearrangement invariant quasi-Banach lattice X on (S×Ω, ν ×μ)
such that Xp is an intermediate Banach space for the couple (L1,L∞) for some p > 0 is
BMO-regular, and the lattice Xq is A1-regular for 0 < q < p.

It is not clear if such a result holds true for lattices on (S × Ω, ν × μ) that are re-
arrangement invariant in the first variable only; for A1-regularity this is not the case (see
Proposition 8 below). We point out another necessary condition that follows at once
from the fact that an Ap weight is locally Lr-integrable for some r > 1.

Proposition 3. Suppose that the measurable space (S, ν) has the following property:
ν(B(x, 2r) \B(x, r)) > 0 for some x ∈ S and all sufficiently small r. Then the lattice Lq

is not Ap-regular for all 1 ≤ p < ∞ and 0 < q ≤ 1.

Indeed, under the conditions of Proposition 3 we can find a monotone decreasing
sequence rn > 0, n ∈ N, such that 2rn+1 < rn for all n and 0 < an = ν(B(x, 2rn) \
B(x, rn)) < 2−n. Take f =

∑
n

n−2

an
χB(x,2rn)\B(x,rn). It is easily seen that f ∈ Lq for

0 < q ≤ 1. Suppose that f has an Ap-majorant g. Then by the properties of Ap weights
we have gχB(x,rn) ∈ Ls for some s > 1 and n, whence fχB(x,rn) ∈ Ls. However,∫

B(x,rn)

|f |s =
∑
k≥n

k−2sa1−s
k ≥

∑
k≥n

k−2s2k(s−1) = ∞,

a contradiction; this proves Proposition 3.
Thus, we see that BMO-regularity occurs fairly often and is a rather convenient prop-

erty in relation to the algebraic structure of the class of lattices. It is easy to show
that if X is a BMO-regular lattice, then Xα is also BMO-regular for all α > 0. If X
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and Y are BMO-regular, then XY is also BMO-regular. It turns out that, under the
Fatou property, BMO-regularity is also stable with respect to duality and division by a
BMO-regular lattice.

Theorem 1. Suppose that X is a Banach lattice with the Fatou property on (S×Ω, ν×μ).
Fix 0 < β < 1. The following conditions are equivalent.

1) X is BMO-regular.
2) XLq is BMO-regular for some 0 < q < ∞.
3) The maximal operator M is bounded on

(
X

α
L1
1−α)β

for all sufficiently small
0 < α ≤ 1.

4) M is bounded in
(
X

α
L1
1−α)β

for some 0 < α ≤ 1.
5) X ′ is BMO-regular.

The only really difficult implication in this theorem is 2) ⇒ 1) (“division by Lq”). The
following is a more detailed statement of this implication.

Theorem 2. Suppose that X is a Banach lattice with the Fatou property on (S×Ω, ν×μ).
Suppose also that, for some 1 < q < ∞, XLq is a Banach lattice that is Ap-regular for
some 1 ≤ p < ∞. Then X is Ap+1-regular.

The lattices X = L∞
(
	p

)
show (see Proposition 10 below) that, at least in the typical

case of the space R
n with Lebesgue measure, the A1-regularity of the lattice XLq does

not imply the A1-regularity of the lattice X, so that, as stated, Theorem 2 cannot be
improved to show that X is Ap-regular, at least if p = 1. The proof of Theorem 2 is rather
involved and requires some preparations. Since this proof does not depend on §§0–2 in
any way, we postpone it until §4 for convenience. Moreover, in §5 we give another proof
of Theorem 2, which is based on a similar Ap-regularity property for couples of lattices.

So, we take Theorem 2 for granted for the time being and proceed to the proof of
Theorem 1. If a lattice X satisfies condition 2) of Theorem 1, then the lattice Xδ satisfies
the assumptions of Theorem 2 for a certain sufficiently small δ > 0 (and for another q);
therefore, this lattice is BMO-regular (and condition 1 is satisfied). Let p = 1

β . In order

to verify the implication 5) ⇒ 3) in Theorem 1, we notice that, under condition 5), for all
sufficiently small α > 0 the lattice X ′α is Ap-regular. This means that for any h ∈ X ′α

there exists an Ap-majorant gh ∈ X ′α, gh ∈ Ap, with suitable Ap constant and X ′α

norm estimates. These estimates allow us to obtain the following inequality for arbitrary

f ∈ X
α
L1
1−α

= (Xα)′:

‖Mf‖
1
β(
X

α
L1

1−α)β = ‖(Mf)p‖
X

α
L1

1−α = sup

h∈
(
X

α
L1

1−α)′
=(X′)α,

‖h‖(X′)α=1

∫
(Mf)p|h|

≤ sup
h∈(X′)α,‖h‖(X′)α=1

∫
(Mf)pgh ≤ c sup

h∈(X′)α,‖h‖(X′)α=1

∫
|f |pgh

≤ c sup
h∈(X′)α,‖h‖(X′)α=1

‖ |f |p‖
X

α
L1

1−α‖gh‖(X′)α

≤ c′‖ |f |p‖
X

α
L1

1−α = c′‖f‖
1
β(
X

α
L1

1−α)β

(1)

with some constants c and c′ independent of f , which proves the implication 5) ⇒ 3).
The implication 3) ⇒ 4) is trivial. Finally, in order to verify that 4) ⇒ 2), we observe

that under condition 4) the lattice
(
X

α
L1
1−α)β

is A1-regular by Proposition 1, so that
the lattice [(

X
α
L1
1−α)β] 1

αβ

= XL
1−α
α

1 = XL α
1−α
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is BMO-regular. Thus X satisfies condition 2) for q = α
1−α . We have established the

implications 5) ⇒ 3) ⇒ 4) ⇒ 2) ⇒ 1). The implication 1) ⇒ 5) for a lattice X is
equivalent to the already established implication 5) ⇒ 1) for the lattice X ′, because the
Fatou property ensures that X = X ′′. This concludes the proof of Theorem 1.

The proof of the implication 5) ⇒ 3) in Theorem 1 and Proposition 1 yield the
following refinement of the self-duality property.

Proposition 4. Suppose that X is a Banach lattice on (S × Ω, ν × μ) such that X ′ is

a norming space for X. If X ′ is A1-regular, then X
1
q is A1-regular for q > 1. If X ′ is

Ap-regular for some p > 1, then X
1
q is A1-regular for some q < p (which means that X

1
r

is A1-regular for all r ≥ q).

It suffices to carry out a suitable estimate similar to (1) for every case of this propo-
sition. If X ′ is Ap-regular for some p > 1, then X ′ is also Aq-regular for some 1 < q < p.
If X ′ is A1-regular, then X ′ is also Aq-regular for all q > 1. The assumptions imply that
for any h ∈ X ′ there exists a suitable Aq-majorant gh. Then

‖Mf‖q
X

1
q
= ‖(Mf)q‖X = sup

h∈X′,
‖h‖X′=1

∫
(Mf)qh

≤ sup
h∈X′,

‖h‖X′=1

∫
(Mf)qgh ≤ c sup

h∈X′,
‖h‖X′=1

∫
|f |qgh

≤ c sup
h∈X′,

‖h‖X′=1

‖|f |q‖X ‖gh‖X′ ≤ c′‖f‖q
X

1
q
,

(2)

and the A1-regularity of X
1
q follows by Proposition 1.

Generally speaking, the Ap-regularity property is not self-dual, because for the spaces
R

n with Lebesgue measure the lattice L∞ is A1-regular, but its order dual L1 is not
Ap-regular for all 1 ≤ p < ∞ by Proposition 3.

Theorem 1 easily yields a general statement about “divisibility” of BMO-regularity,
as well as a number of useful properties.

Proposition 5. Suppose that X and Y are Banach lattices with the Fatou property on
(S × Ω, ν × μ). If both XY and Y are BMO-regular, then X is also BMO-regular. In
particular, if the lattices Y and Y (w) are both BMO-regular for some weight w, then
‖ logw(·, ω)‖BMO ≤ C for a.e. ω ∈ Ω and some constant C.

Indeed, since under these assumptions the lattice (XY )Y ′ = X(Y Y ′) = XL1 is BMO-
regular, Theorem 1 shows that the lattice X is also BMO-regular. Furthermore, Y (w) =
Y L∞

(
w

)
. If Y and Y (w) are BMO-regular, then L∞

(
w

)
is also BMO-regular, which

yields a BMO-estimate for logw at once.

Proposition 6. Suppose that X and Y are some BMO-regular quasinormed lattices on
(S × Ω, ν × μ). Then the lattices X + Y and X ∩ Y are also BMO-regular.

It suffices to notice that for f ∈ X ∩ Y and the corresponding BMO-majorants g ∈ X
and h ∈ Y the function g ∧ h is a BMO-majorant for f in X ∩ Y . If f = g + h ∈
X + Y , ‖g‖X + ‖h‖Y ≤ c‖f‖X+Y , and G, H are some BMO-majorants in X, Y for g, h,
respectively, then 2(G∨H) is a BMO-majorant for f in X+Y , because 2(G∨H) ≥ g+h
and ‖G ∨H‖X+Y ≤ ‖G‖X + ‖H‖Y ≤ C‖f‖X+Y . It is remarkable that these properties
follow easily from condition 4) of Theorem 1 and relations (X ∩ Y )Z = XZ ∩ Y Z,
(X + Y )Z = XZ + Y Z for arbitrary lattices (in the sense of equivalence of norms),
provided that X and Y satisfy the assumptions of Theorem 1.
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We mention yet another interesting application of duality. Recall that, for a quasi-
normed lattice X on (S×Ω, ν×μ) and a quasinormed lattice Ξ on a σ-finite measurable
space (Ω1, μ1), the latticeX(Ξ) is defined as a maximal linear set of measurable functions
on (S×Ω×Ω1, ν×μ×μ1) such that the norm ‖f‖X(Ξ) = ‖g‖X , g(t, ω) = ‖f(t, ω, ·)‖Ξ,
is well defined and finite. Working with such lattices sometimes poses certain difficulties
related to measurability. If X and Ξ are Banach lattices on (S ×Ω, ν × μ) and (Ω1, μ1),
respectively, then the natural formula [X(Ξ)]′ = X ′(Ξ′) holds true. Suppose that X
and Y are quasinormed lattices on (S × Ω, ν × μ), Φ and Ψ are quasinormed lattices on
(Ω1, μ1). If the lattice X(Ψ)Y (Φ) has the Fatou property and ΨΦ is a separable space,
then, by [26, Proposition 18], we have the natural relation X(Ψ)Y (Φ) = (XY )(ΨΦ). The
following simple observation prepares for Proposition 8 below.

Proposition 7. If a quasinormed lattice X on (S ×Ω, ν × μ) is BMO-regular, then the
lattice X(L∞) on (S×Ω×Ω1, ν×μ×μ1) is also BMO-regular with the same constants.
The same is true for Ap-regularity.

For the proof, it suffices to observe that f ∈ X(L∞) means by definition that the
function g(x, t) = ess supω∈Ω1

|f(x, t, ω)|, x ∈ S, t ∈ Ω, belongs to X with a suitable

estimate of its quasinorm. If h is a suitable majorant for f in X, then h̃(x, t, ω) = h(x, t),
x ∈ S, t ∈ Ω, ω ∈ Ω1 is a suitable majorant for f in X(L∞).

Proposition 8. Suppose that X is a BMO-regular quasinormed lattice on (S×Ω, ν×μ).
Then the lattice X (Lp) on (S × Ω× Ω1, ν × μ× μ1) is BMO-regular for all 0 < p ≤ ∞.

Indeed, the lattice L1

(
L∞

)
is BMO-regular by Proposition 7; therefore, L∞

(
L1

)
=[

L1

(
L∞

)]′
is also BMO-regular. Thus, L∞

(
Lp

)
is BMO-regular for all 0 < p ≤ ∞.

Multiplying it by the lattice X(L∞), which is BMO-regular by Proposition 7, we arrive
at the BMO-regularity of the lattice X (Lp), as claimed.

The BMO-regularity property of the lattice L∞
(
	p

)
admits certain refinements, which

we are going to discuss in the next lines. Since the maximal operator M is bounded
on X = Lq

(
	p

)
for all 1 < p, q < ∞ (see, e.g., [29]), X is A1-regular by Proposition 1.

Furthermore, since Lq

(
Lp

)
= L∞

(
Lr

)
Lq

(
Lq

)
if q > p and 1

r = 1
p − 1

q , Theorem 2 yields

the A2-regularity of the lattice L∞
(
Lr

)
; the exponent r takes all values 1 < r < ∞.

Observe that, by [7, 6.1, Chapter 5], the Ap-regularity property improves in a certain
way as we raise the lattice to a small power.

Proposition 9. Let X be an Ap-regular quasinormed lattice on (S × Ω, ν × μ). Then
Xθ is A1+θ(p−1)-regular for all 0 < θ ≤ 1.

This proposition coupled with the established A2-regularity of L∞
(
Lr

)
implies that

the lattice L∞
(
Ls

)
=

[
L∞

(
Lr

)] r
s is A1+ r

s
-regular for all 1 < r < s < ∞.

On the other hand, at least in the case of lattices on R
n, the maximal operator M

is not bounded on L∞
(
	p

)
for p < ∞ (see, e.g., [7, Chapter 2]), whence L∞

(
	p

)
is not

A1-regular if p < ∞. We show that in the case of Rn the lattice L∞
(
	1

)
is not Ap-

regular for all 1 < p < ∞. Suppose that, to the contrary, this lattice is Ap-regular for
some 1 < p < ∞. By the proof of the implication 5) ⇒ 3) in Theorem 1 (see also
Proposition 13 in the next section), the Riesz transformation R = R1 (or the Hilbert

transformation R = H if n = 1) is then bounded on
[
L∞

(
	1

)]′ 1
p
= Lp

(
	∞

)
, which cannot

be true. For example, take f(x) = {g(x+xj)}j∈N ∈ Lp

(
	∞

)
, where g(y) = χB sgn y1, χB

is the indicator function of the unit ball B of Rn centered at the origin, and {xj}j∈N ⊂ B
is a dense sequence in B. Since |Rg| has arbitrarily large values on some cones, it is
easy to check that ‖Rf(x, ·)‖�∞ = ∞ for all x ∈ B, a contradiction. The same argument
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works if S = T is the unit circle. We summarize the discussion up to this point in the
following proposition.

Proposition 10. The lattice L∞
(
Lp

)
= L∞

(
S×Ω, Lp

(
Ω1

))
on (S×Ω×Ω1, ν×μ×μ1)

is Aq-regular for all 1 < p ≤ ∞, q > 1 + 1
p . The lattice L∞

(
	1

)
on R

n × Z or T × Z is

not Ap-regular for all 1 ≤ p < ∞.

We close this section with a remark on the BMO-regularity of the Lebesgue spaces Lp(·)
with variable exponent p(·). These spaces have received considerable attention recently
(see, for example, the somewhat dated survey [2], or the comprehensive monograph [21]).
For a measurable function p(·) with ess inf p(·) > 0, the space Lp(·) is defined by the
Luxemburg quasinorm

‖f‖Lp(·) = inf

{
λ > 0 |

∫ (
|f |
λ

)p(·)
≤ 1

}
.

Here the following conventions are implied: |a|∞ = ∞ for |a| > 1, 1∞ = 1, and 0∞ = 0.
These spaces are a natural generalization of the standard Lebesgue spaces Lp. It is
easy to verify the following natural relations: Lα

p(·) = L p(·)
α

for α > 0, L′
p(·) = Lp′(·) if

1 ≤ p(·) ≤ ∞ a.e., and Lp(·)Lq(·) = Ls(·) for
1

s(·) =
1

p(·)+
1

q(·) . These relations together with

Theorem 1 yield the following characterization of BMO-regularity for variable exponent
Lebesgue spaces.

Proposition 11. Suppose that γ > 1, 1 ≤ p(·) ≤ ∞ a.e., and ω is a weight. The
following conditions are equivalent.

1) Lp(·)
(
ω
)
is BMO-regular.

2) The maximal operator M is bounded on L γp′(·)
p′(·)−α

(
ω

α
γ
)
for some (equivalently, for

all) 0 < α < 1.

§2. BMO-regularity and the boundedness of the standard operators of

harmonic analysis

In this section we explore the relationship between BMO-regularity and the bound-
edness of certain operators that often occur in harmonic analysis. Mostly, by that we
mean singular integral operators; however, it is convenient to study nonlinear map-

pings as well. Recall that by our definition Lp

(
w− 1

p
)
has the “classical” weighted norm

f �→
( ∫

|f |pw
) 1

p .

Definition 2. A mapping T defined on a set ΩT of measurable functions on (S×Ω, ν×μ)
is said to be Ap-bounded with constants (C,m) if the (ν × μ)-closure of ΩT contains L∞
and for any w ∈ Ap with constant C we have

‖T (f)‖
Lp

(
w

− 1
p

) ≤ m‖f‖
Lp

(
w

− 1
p

)
for all f ∈ ΩT . T is weakly Ap-bounded if the same is true for all w ∈ A1 with constant C.

In the case of a mapping T acting in the first variable only it suffices to verify Ap-
boundedness for a point mass μ. It is well known that (see, e.g. [7]) if T is a singular
integral operator bounded on L2

(
R

n
)
, and if its kernel K(x, y) satisfies

(3) |K(x, s)−K(x, t)| ≤ CK
|s− t|γ

|x− s|n+γ
, x, s, t ∈ R

n, |x− s| > 2|s− t|,
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along with the kernel K(y, x) of the adjoint operator for some γ > 0,3 then T is Ap-
bounded for all 1 < p < ∞.q We mention that recently the so-called A2 hypothesis
was proved in [43].4 It can be rephrased as follows: all such operators are Ap-bounded

with constants (C, cT,pC
max{p−1,1}) for all C > 0, where cT,p depends only on p and

the properties of T , and this is a sharp estimate for the constants. In other words, for
1 < p ≤ 2 (some, not necessarily sharp) constants m of the Ap-boundedness of T for
a fixed C are of the same magnitude as the (exact for the fixed C) Ap-boundedness
constant of the maximal operator M .

The Ap-boundedness property can often be verified fairly easily. For example, at least
in the case of the space R

n with Lebesgue measure, Theorem 2 in [39] states that for all
weights ω and functions f such that f∗(∞) = 0 (i.e., the measure of all sets {|f | > δ > 0}
is finite) we have

(4)

∫
|f |pω ≤ cp,n

∫ (
M �

λn
f
)p

[
Mω

ω

]p

ω, 1 ≤ p < ∞,

with a constant cp,n for some λn. On the right in (4) there is a Fefferman–Stein local
sharp maximal function

M �
λf(x) = sup

Q	x
inf
c∈R

((f − c)χQ)
∗ (λ|Q|), x ∈ R

n, 0 < λ < 1.

The supremum is over all cubes Q containing x, the asterisk denotes the nondecreasing
rearrangement, and χQ is the indicator function of the set Q. We obtain the following
criterion for the weak Ap-boundedness from (4).

Proposition 12. If the mapping M �
λn

T is Ap-bounded with constants (C,m), then T

is weakly Ap-bounded with constants (C, cp,nm). In particular, if M �
λn

T is pointwise

dominated by some Ap-bounded mapping S, i.e., if ΩT ⊂ ΩS and |M �
λn

Tf | ≤ c|Sf | for
all f ∈ ΩT , c being a constant independent of f , then T is weakly Ap-bounded.

The Fefferman–Stein local sharp maximal function is often a convenient tool for point-

wise estimates. For any locally integrable f , the functions M �f and MM �
λf are equiv-

alent a.e. for sufficiently small values of λ (see [40]), which means that in Proposition
12 the local sharp maximal function can be replaced by M �. Then it is easy to show
that the second part of Proposition 12 works for the Calderón–Zygmund operators T

due to the well-known pointwise estimate M �Tf ≤ cr (M |f |r)
1
r , 1 < r < ∞ (see, e.g.,

[7, Chapter 4]).
The following result is similar to Proposition 4.

Proposition 13. Suppose that X is a Banach lattice on (S ×Ω, ν × μ) and 1 ≤ p < ∞.

Suppose also that ΩT is dense in X
1
p , X ′ is a norming space for X, and at least one of

the following conditions is satisfied:

(1) X ′ is Ap-regular and T is Ap-bounded;
(2) X ′ is A1-regular and T is weakly Ap-bounded.

Then T is bounded on X
1
p . If X is BMO-regular, X has the Fatou property, and T is

weakly Ap-bounded, then T is bounded on
(
X

α
L1
1−α) 1

p for all sufficiently small 0 < α < 1.

3Note added in translation. We forgot to mention that this is the usual definition of a Calderón–
Zygmund singular integral operator that we refer to in this paper.

4Note added in translation. Now an easier proof is available, presented in a nice self-contained
exposition [44].
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Observe that if the norm of X is order continuous, then the set ΩT is always dense

in X
1
p . In order to prove Proposition 13, it suffices to carry out an estimate similar to

(1) (or (2)) for T in place of M and arbitrary functions f ∈ ΩT :

‖Tf‖p(
X

α
L1

1−α) 1
p
= ‖(Tf)p‖

X
α
L1

1−α = sup

h∈
(
X

α
L1

1−α)′
=X′α,

‖h‖X′α=1

∫
(Tf)ph

≤ sup
h∈X′α,

‖h‖X′α=1

∫
(Tf)pgh ≤ · · · ≤ c′‖f‖p

X
1
p
.

(5)

As before, the gh are suitable majorants (the first two cases of Proposition 13 correspond
to α = 1 in (5)).

Now we turn to the opposite question: to what extent BMO-regularity is characterized
by the boundedness of operators? Surely, the operators in question must be nondegen-
erate in a certain sense.

Definition 3. A mapping T of L2 is said to be BMO-nondegenerate with a constant
C if the boundedness of T in the lattice L2

(
w− 1

2

)
implies that logw ∈ BMO with the

constant C. A mapping T is said to be Ap-nondegenerate with a constant C if the same
implies that w ∈ Ap with the constant C.

Because of the corresponding inclusions, Ap-nondegeneracy is stronger than BMO-
nondegeneracy. The second variable may pose some difficulties when one tries to verify
such properties. However, Proposition 19 in §3 below shows that if T is a linear operator
that is bounded on L2 and is either Ap-nondegenerate or BMO-nondegenerate on the
measurable space (S, ν), then the same property is true for the same operator T acting
in the first variable for the measurable space (S×Ω, ν×μ). The maximal operator is by
definition A2-nondegenerate for the measurable space (S, ν). Many singular integral op-
erators are A2-nondegenerate for the space (S, ν). For example, any Riesz transformation
is A2-nondegenerate for the space R

n with Lebesgue measure (see [7, Chapter 5]).

Theorem 3. Suppose that X is a Banach lattice on (S×Ω, ν×μ) with an order contin-

uous norm. If a BMO-nondegenerate operator T is bounded on X
1
2 , then X ′ is BMO-

regular with suitable estimates for the constants. If an A2-nondegenerate operator T is
bounded on X

1
2 , then X ′ is A2-regular with suitable estimates for the constants, and

moreover, Xα is A1-regular for all 0 < α ≤ α0 with some α0 > 1
2 .

Theorem 3 is based on the following theorem.

Theorem 4. Suppose that Y is a Banach lattice on (S×Ω, ν×μ) with an order continuous

norm. If a linear operator T is bounded on Y
1
2 , then for every f ∈ Y ′, m > 1, and

a > KG‖T‖
Y

1
2
, KG being the Grothendieck constant, there exists a majorant w ≥ |f |,

‖w‖Y ′ ≤ m
m−1‖f‖Y ′ , such that ‖T‖

L2

(
w− 1

2

) ≤ a
√
m.

The proof of Theorem 4 is given below in §6. This is, essentially, a known result (see
[46] and [1]).

Naturally, Theorem 4 means that if, under the assumptions of Theorem 3, the operator

T is bounded on X
1
2 , then X ′ is BMO-regular by the BMO-nondegeneracy of T . If T is

A2-nondegenerate, then an application of Theorem 4 shows that X ′ is A2-regular, and
by Proposition 4 the lattice Xδ is A1-regular for all 0 < δ < α0 and some α0 > 1

2 , as
claimed.
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Note that if X is a Banach lattice, then X
α
L1
1−α

has order continous norm for 0 <

α < 1 because L1−α
1 = L 1

1−α
has order continuous norm. Combining Proposition 13 and

Theorem 3, we get the following result.

Theorem 5. Suppose that X is a Banach lattice with the Fatou property on (S×Ω, ν×μ).
The following conditions are equivalent.

1) X is BMO-regular.
2) Some weakly A2-bounded and BMO-nondegenerate linear operator T is bounded

on
(
X

α
L1
1−α) 1

2 for some 0 < α < 1.
3) All weakly A2-bounded mappings T are bounded on

(
X

α
L1
1−α) 1

2 for all sufficiently
small values of 0 < α < 1.

We emphasize again that T in condition 3) can be any of the Calderón–Zygmund type
singular integral operators, and in condition 2) in the case of lattices on R

n × Ω any of
the Riesz transformations can be substituted for T .

§3. Auxiliary statements

In this section we state the main results that we need for the proofs, along with some
auxiliary propositions. The proof of Theorem 2 in §4 below and the proof of a similar
result in §5 are based on application of a fixed point theorem.

Theorem (Ky Fan–Kakutani [23]). Suppose that K is a compact set in a locally convex
linear topological space. Let Φ be a mapping from K to the set of nonempty compact
convex subsets of K. If the graph {(x, y) ∈ K ×K | y ∈ Φ(x)} of Φ is closed in K ×K,
then Φ has a fixed point, i.e., x ∈ Φ(x) for some x ∈ K.

The proof of Theorem 4 given below in §6 makes use of the following result, which is
usually referred to as the Grothendieck theorem for lattices (see, e.g., [9]).

Theorem (see [41]). Suppose that X and Y are Banach lattices and T : X → Y is a
bounded linear operator. Then∥∥∥∥

( n∑
j=1

|Txj |2
) 1

2
∥∥∥∥
Y

≤ KG‖T‖X→Y

∥∥∥∥
( n∑

j=1

|xj |2
) 1

2
∥∥∥∥
X

for any finite set {xj}nj=1 ⊂ X, where KG is the universal Grothendieck constant.

The following theorem plays an important part in the sequel. It means that in a
lattice with the Fatou property, the sets that are convex, bounded, and closed in measure
(i.e., with respect to convergence in measure on all sets of finite measure) share certain
properties with compact sets.

Theorem 6 (see [18, Theorem 3, Chapter X, §6]). Let X be a Banach lattice with the
Fatou property on (Σ, μ) and {Vξ}ξ∈Ξ a centered family of sets in X that are convex,
bounded, and μ-closed. Then

⋂
ξ∈Ξ Vξ is not empty.

The following simple proposition makes it possible to replace a function with a slightly
larger one that is positive a.e. with only a slight increase in norm.

Proposition 14. Suppose that X is a Banach lattice on (Σ, μ). Then for every f ∈ X
such that f �= 0 identically and every ε > 0 there exists g ∈ X such that g > |f | a.e. and
‖g‖X ≤ (1 + ε)‖f‖X .
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For the proof it suffices to take any representation Σ =
⋃

j Aj , where Aj is a nonde-

creasing sequence of sets of finite measure such that χAj
∈ X (see, e.g., [18, Chapter IV,

§3, Corollary 2]) and put

g = |f |+ ε
∑
j≥1

2−j χAj

‖χAj
‖X

.

The following proposition is well known (see, e.g., [12, 1.2]).

Proposition 15. Suppose X is a Banach lattice with the Fatou property on (Σ, μ) and
Fn ⊂ X is a decreasing sequence of sets in X that are bounded, convex, and μ-closed.
Then for any sequence fn ∈ Fn there exists a sequence of finite convex combinations

gn =
∑
k≥n

α
(n)
k fk, α

(n)
k ≥ 0,

∑
k≥n

α
(n)
k = 1,

such that gn converge a.e. to some f ∈ F =
⋂

n Fn.

It suffices to consider the decreasing sequence An = clos cok≥n{fk} of sets; here clos
denotes closure in measure and co denotes the convex hull. By the assumptions of
the proposition, An ⊂ Fn for all n, so Proposition 6 applied to this family shows that⋂

n An is not empty. Take any f ∈
⋂

n An. Then f ∈ F and for every n there exists
a sequence gnk ∈ cok≥n{fk} such that gnk converges to f in measure on all sets of finite
measure as k → ∞. Since convergence in measure is metrizable, we can easily find a
sequence of indices kn such that the sequence gnkn

converges to f in measure on all sets
of finite measure. Therefore, some subsequence of this sequence converges to f almost
everywhere, which concludes the proof of Proposition 15.

Suppose that 1 ≤ p < ∞ and C ≥ ‖M‖Lp
. We introduce the following sets of

nonnegative a.e. measurable functions w on (S × Ω, ν × μ):

BAp (C) =

{
w | ess sup

ω∈Ω
‖M‖

Lp

(
w

− 1
p (·,ω)

) ≤ C

}
, p > 1;

BA1 (C) =

{
w | ess sup Mw

w
≤ C

}
.

These are the sets of Muckenhoupt weights with given bounds on the constants (“the
Ball of Ap”). The following proposition (cf. [22, Lemma 4.2]) shows that their geometric
structure is simple and convenient.

Proposition 16. Suppose that 1 ≤ p < ∞ and C ≥ 0. The set BAp (C) is a nonempty
convex cone; also, it is logarithmically convex and closed in measure. The natural relation⋂

c>C BAp (c) = BAp (C) holds true.

The additivity and homogeneity of the setsBAp (C), and consequently, their convexity,
are quite obvious. Nonemptiness is also obvious because 0 ∈ BAp (C). We prove that
BAp (C) is closed in measure. Suppose that a sequence wj ∈ BAp (C) converges in
measure on all sets of finite measure to some w . By passing to a subsequence, we can
assume that the wj converge to w almost everywhere. If p = 1, the Fatou theorem yields
immediately

1

ν(B)

∫
B

w ≤ 1

ν(B)
lim inf

n

∫
B

wn

for any ball B, whence

Mw

w
≤ lim infn Mwn

w
≤ C

lim infn wn

w
= C
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a.e., and w ∈ AB1(C). Now we turn to the case where p > 1. Note that W = supj wj is

finite almost everywhere. Since Lp

(
W− 1

p
)
is dense in measure and in norm in the space5

Lp

(
w− 1

p
)
, it is suffices to verify that

‖Mf‖
Lp

(
w

− 1
p

) ≤ C‖f‖
Lp

(
w

− 1
p

)
for any f ∈ Lp

(
W− 1

p
)
. It is clear that f ∈ Lp

(
w

− 1
p

j

)
for all j. Thus,

(6)

∫
S

(Mf(t, ω))pwj(t, ω) dν(t) ≤ Cp

∫
S

|f(t, ω)|pwj(t, ω) dν(t)

for a.e. ω ∈ Ω and all j. Passing to the limit in (6) and making use of the Fatou theorem
and the Lebesgue dominated convergence theorem, we arrive at the inequality∫

S

(Mf(t, ω))pw dν(t) ≤ lim inf
j→∞

∫
S

(Mf(t, ω))pwj(t, ω) dν(t)

≤ lim
j→∞

Cp

∫
S

[
wj(t, ω)

W (t, ω)

]
|f(t, ω)|pW (t, ω) dν(t)

= Cp

∫
S

|f(t, ω)|pw(t, ω) dν(t)

(7)

for a.e. ω ∈ Ω and w ∈ BAp (C), which shows that the set BAp (C) is indeed closed in
measure.

We verify the logarithmic convexity of BAp (C). Suppose that 0 < θ < 1 and w0,w1 ∈
BAp (C) ; we need to prove that

(8) w = wθ = wθ
0w

1−θ
1 ∈ BAp (C) .

Observe that it suffices to establish (8) for θ = 1
2 , because then we can reiterate this

inequality to get (8) for all binary fractions θ and then obtain (8) for arbitrary 0 < θ < 1
by taking a sequence θn → θ and using the measure closedness of BAp (C). Now suppose

that θ = 1
2 and f ∈ Lp

(
w− 1

p
)
. The Cauchy–Schwarz inequality easily yields

Mf(x, t) = sup
B	x

1

ν(B)

∫
B

[
|f(y, t)|

(
w1(y, t)

w0(y, t)

) 1
2p

] 1
2
[
|f(y, t)|

(
w0(y, t)

w1(y, t)

) 1
2p

] 1
2

dν(y)

≤
[
sup
B	x

1

ν(B)

∫
B

|f(y, t)|
(
w1(y, t)

w0(y, t)

) 1
2p

dν(y)

] 1
2

×
[
sup
B	x

1

ν(B)

∫
B

|f(y, t)|
(
w0(y, t)

w1(y, t)

) 1
2p

dν(y)

] 1
2

=

[
M

[
f

(
w1

w0

) 1
2p

]
(x, t)

] 1
2
[
M

[
f

(
w0

w1

) 1
2p

]
(x, t)

] 1
2

(9)

5Note added in translation. Generally speaking, under our corrected definition of the weighted spaces

(see the footnote in §1) Lp
(
W

− 1
p

)
is not contained in Lp

(
w

− 1
p

)
even though W ≥ w almost everywhere.

Thus, we should replace this set with Lp
(
W

− 1
p

)
∩Lp

(
w

− 1
p

)
and also replace “norm” with “quasinorm”

in the proof to rectify this minor inaccuracy.
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for x ∈ S and t ∈ Ω. In case p > 1, another application of the Cauchy–Schwarz inequality
leads to

‖Mf‖p
Lp

(
w

− 1
p

) =

∫
(Mf)pw

≤
∫ [(

M

[
f

(
w1

w0

) 1
2p

])p

w0

] 1
2

[(
M

[
f

(
w0

w1

) 1
2p

])p

w1

] 1
2

≤
[∫ (

M

[
f

(
w1

w0

) 1
2p

])p

w0

] 1
2

[∫ (
M

[
f

(
w0

w1

) 1
2p

])p

w1

] 1
2

≤
(
Cp

∫ [
|f |p

(
w1

w0

)] 1
2

w0

) 1
2

(
Cp

∫ [
|f |p

(
w0

w1

)] 1
2

w1

) 1
2

= Cp

∫
|f |pw

1
2
0 w

1
2
1 = Cp‖f‖p

Lp

(
w

− 1
p

).
For p = 1 estimate (9) with f = w shows that

Mw

w
≤

(
Mw0

w0

) 1
2

(
Mw1

w1

) 1
2

≤ C

almost everywhere. Probably, such estimates can be obtained for any 0 < θ < 1 directly,
by using the Hölder inequality.6 Finally, the relation

⋂
c>C BAp (c) = BAp (C) is trivial,

which concludes the proof of Proposition 16.

6Note added in translation. Indeed, this is quite easy, but requires a somewhat longer and less clear
computation. Suppose that u is positive on the support of w and f is 0 a.e. outside of the support of
w . The Hölder inequality yields

1

ν(B)

∫
B
|f(x, t)| dν(t) = 1

ν(B)

∫
B
|f(x, t)|θu(x, t) |f(x, t)|1−θ [u(x, t)]−1 dν(t)

≤
(

1

ν(B)

∫
B
|f(x, t)| [u(x, t)]

1
θ dν(t)

)θ (
1

ν(B)

∫
B
|f(x, t)| [u(x, t)]−

1
1−θ dν(t)

)1−θ

for any ball B, whence

(10) Mf ≤
[
M

(
f · u

1
θ

)]θ [
M

(
f · u− 1

1−θ

)]1−θ

almost everywhere. Another use of the Hölder inequality produces the estimate

‖Mf‖p
Lp

(
w

− 1
p

) ≤
∫ [

M
(
f · u

1
θ

)]pθ [
M

(
f · u− 1

1−θ

)]p(1−θ)
w

≤
(∫ [

M
(
f · u

1
θ

)]p
w

)θ (∫ [
M

(
f · u− 1

1−θ

)]p
w

)1−θ

≤ Cp

(∫
|f |pu

p
θ w

)θ (∫
|f |pu− p

1−θ w

)1−θ

.

Clearly, it suffices to find some u that satisfies both u
p
θ w = w0 and u

− p
1−θ w = w1 simultaneously.

These two relations are equivalent and can be rewritten as u =
(

w0
w1

) θ(1−θ)
p

. Substituting this in the

above estimates, we arrive at the logarithmic convexity of BAp (C) for p > 1. For p = 1 and f = w ,
estimate (10) yields

Mw ≤ (Mw0)
θ (Mw1)

1−θ ≤ Cwθ
0w

1−θ
1

almost everywhere, which corresponds to the logarithmic convexity of BAp (C) for p = 1.
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We introduce the set of Ap-majorants

(11) MX,p
C,m(f) = {g | ‖g‖X ≤ m, g ≥ |f |} ∩BAp (C)

for any Banach lattice X satisfying the Fatou property and a function f ∈ X nonnegative
a.e. The nonemptiness of this set characterizes the existence of an Ap-majorant for
a given function f with constants (C,m) provided that ‖f‖X = 1. Let us explore
certain properties of the set (11). The Fatou property and Proposition 16 imply that

MX,p
C,m(f) ⊂ X is closed in measure, convex, and logarithmically convex (see also (13)

below). It is easily seen that MX,p
C,m(f) is monotone in f , i.e.,

(12) MX,p
C,m(f) ⊃ MX,p

C,m(f1)

for any f1 ≥ |f |. It is well known that the unit ball of any Banach lattice X is logarith-
mically convex. Moreover, for such a lattice there is a version of the Hölder inequality:

(13) ‖ab‖X ≤ ‖|a|r‖
1
r

X‖|b|r′‖
1
r′
X , 1 < r < ∞.

Using (13), it is easy to show that

(14)

n∏
j=1

[
MX,p

C,m(fj)
]θj

⊂ MX,p
C,m

( n∏
j=1

|fj |θj
)

for all θj > 0,
∑n

j=1 θj = 1, and fj ∈ X. On the left-hand side of (14) multiplication and

exponentiation are understood pointwise. Setting fj = f in (14) yields the logarithmic

convexity of the set MX,p
C,m(f).

Proposition 17. Suppose X is a lattice with the Fatou property on (S × Ω, ν × μ)
and fj ∈ X, fj ≥ 0 a.e., constitute a monotone nondecreasing sequence converging

a.e. to some f ∈ X. Then the intersection
⋂

j M
X,p
C,m(fj) coincides with MX,p

C,m(f). If,

additionally, the sets MX
C,m(fj) are nonempty for all j, then the set MX

C,m(f) is also
nonempty.

The inclusion
⋂

j M
X,p
C,m(fj) ⊃ MX,p

C,m(f) follows from (12). For any g in
⋂

j M
X,p
C,m(fj)

we have ‖g‖X ≤ m, |g| ≥ |fj |. Passing to the limit in the last estimate yields g ∈
MX,p

C,m(f), so that the reverse inclusion is also true. Finally, the sets MX,p
C,m(fj) are

closed in measure, convex, and bounded in X, and they form a nonincreasing sequence.

Therefore, if they are nonempty, Theorem 6 shows that their intersection MX,p
C,m(fj) is

also nonempty. This concludes the proof of Proposition 17.
The following proposition shows that for lattices with the Fatou property it suffices to

verify Ap-regularity on functions belonging to some dense set; moreover, the constants
can be relaxed slightly.

Proposition 18. Suppose that X is a Banach lattice with the Fatou property on
(S × Ω, ν × μ). Suppose also that a set F ⊂ S+ = {f ∈ X+ | ‖f‖X ≤ 1} has the
following property: for all α > 0 and f ∈ F , there exists some g ∈ X such that
g ≥ |f |, ‖g‖X ≤ m + α, and g ∈ Ap with constant C + α. Then all functions in the set

{f | ‖f‖X = 1} ∩ F , where F denotes the closure of F in measure, have Ap-majorants
in X with constants (C,m).

Suppose that a function 0 ≤ f ∈ X, ‖f‖X = 1, belongs to the closure of F in
measure. Then there is some sequence fn ∈ F converging to f almost everywhere. By the

assumptions of the proposition, there are some gn ∈ MX,p

C+ 1
n ,m+ 1

n

(fn) ⊂ MX,p

C+ 1
n ,m+ 1

n

(0),

so by Proposition 15 there exists g ∈ ∩nM
X,p

C+ 1
n ,m+ 1

n

(0) = MX,p
C,m(0) (equality follows
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from Proposition 16) and a sequence of convex combinations Gn =
∑

j≥n α
(n)
j gn that

converges to g almost everywhere. Since

Gn ≥ Fn =
∑
j≥n

α
(n)
j fn → f

almost everywhere, passing to the limit yields g ≥ f , whence g ∈ MX,p
C,m(f). The proof

of Proposition 18 is complete.

Proposition 19. Suppose that a linear operator T is bounded on L2 on a measurable
space (S, ν). If T is Ap-nondegenerate, then the same operator T acting in the first
variable is also Ap-nondegenerate for a measurable space (S × Ω, ν × μ). The same is
true for BMO-nondegeneracy.

Suppose that for some function w positive a.e. on (S × Ω, ν × μ) we have

(15) ‖T‖
L2

(
w− 1

2

) ≤ C;

it suffices to prove that

(16) ‖T‖
L2

(
w− 1

2 (·,ω)
) ≤ C

for a.e. ω ∈ Ω. First, we establish this under the assumption that w is essentially

bounded. Then we have the continuous inclusion L2

(
S, ν

)
⊂ L2

(
w− 1

2 (·, ω)
)
for almost

every ω ∈ Ω, and also L2

(
S, ν

)
is separable and dense in L2

(
w− 1

2 (·, ω)
)
. Denote by {fj}

some dense sequence in L2

(
S, ν

)
; then this sequence is also dense in L2

(
w− 1

2 (·, ω)
)
. If

condition (16) is not satisfied on some set E ⊂ Ω of positive measure μ, then for every
ω ∈ E there exists an index jω such that∫

|Tfωj
(s)|2w(s, ω)dν(s) > C2

∫
|fωj

|2w(s, ω) dν(s).

Since the sets Ej = {ω | jω = j} are measurable and E =
⋃

j Ej , there exists an index j

such that μ(Ej) > 0. However, this means that for f = χEj
fj we have∫

|Tf |2w > C2

∫
|f |2w ,

which contradicts (15). Therefore, for bounded weights w the transition from (15) to
(16) is justified.

Now observe that, under the assumptions of Proposition 19, the operator T is uni-

formly bounded on the lattices L2

(
w

− 1
2

n

)
with the weights wn = w ∧ n. This is a con-

sequence of the following simple norm estimate for the conjugate operator T ∗ (con-
jugation is understood in the sense of the weightless L2 space duality) in the lattice[
L2

(
w

− 1
2

n

)]∗
=

[
L2

(
w

− 1
2

n

)]′
= L2

(
w

1
2
n

)
:

‖T ∗f‖2
L2

(
w

1
2
n

) =

∫
|T ∗f |2

(
w−1 ∨ 1

n

)
≤

∫
|T ∗f |2w−1 +

1

n

∫
|T ∗f |2

≤ c2
(∫

|f |2
[
w−1 +

1

n

])
≤ 2c2

∫
|f |2

(
w−1 ∨ 1

n

)
= 2c2‖T ∗f‖2

L2

(
w

1
2
n

),
where f ∈ L2

(
w

1
2
n

)
and

c = ‖T ∗‖L2
∨ ‖T ∗‖

L2

(
w

1
2

) = ‖T‖L2
∨ ‖T‖

L2

(
w− 1

2

).
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Thus, we can use the transition from (15) to (16) already established for the weight wn

to obtain
ess sup
ω∈Ω

sup
n

‖T‖
L2

(
w

− 1
2

n (·,ω)
) ≤

√
2c.

Finally, it is possible to pass to the limit in n in the estimate∫
|Tf(x)|2wn(x, ω) dν(x) ≤ 2c2

∫
|Tf(x)|2wn(x, ω) dν(x), f ∈ L2

(
w− 1

2

)
,

using the monotone continuity of the Lebesgue integral. This yields the required estimate
(16) for C =

√
2c, which concludes the proof of Proposition 19.

§4. Proof of Theorem 2

In this section we present the proof of Theorem 2. The proof is based on a similar
result [26] for couples of lattices on the unit circle, which we also establish for the general
case in §5 below along with another proof of Theorem 2. The two proofs of Theorem 2
are essentially identical in the case of a single lattice. We give the proof for the case of a
single lattice separately because it looks more natural, a bit simpler (at least conceptually
if not technically), and it makes the exposition of the BMO-regularity theory for a single
lattice given in the preceding sections of this paper independent of similar results for
couples that we give below in §5.

Suppose that, under the assumptions of Theorem 2, the lattice XLq is Ap-regular with
constants (C,m). We may assume that μ(Ω) = 1. Indeed, because we can replace the
measure μ by an equivalent one that has this property, because a weight that is constant
in the first variable for a.e. value of the second variable has no effect on Ap-regularity.
Since the set of functions f in X having support in B = B0 × Ω for some ball B0 of
the space (S, ν) is dense in measure in the lattice X, by Proposition 18 it suffices to
establish the existence of Ap+1-majorants for all such functions f with some sufficiently
large fixed constants (C1,m1) to be determined later. The lattice Lq is A1-regular with
some constants (Cq,mq). We may assume that m1 > mmq. Put

D =
{
log h | ‖h‖Lq

≤ 1, h ∈ BA1 (Cq) , h ≥ χBδ
}

for all sufficiently small δ > 0. Recall that BA1 (Cq) = {w | Mw ≤ Cqw} (see the

definition before Proposition 16). It is well known that h = (MχB)
β
belongs to A1 if

0 < β < 1 (see [7, Chapter 5, 5.2]) with some constant C ′ independent of a set B. Surely,
h ∈ Lq for β > 1

q . We fix some β satisfying 1
q < β < 1. Assuming that Cq ≥ C ′ and

0 < δ < ‖h‖−1
Lq

, we see that log
(

h
‖h‖Lq

)
∈ D, so D is nonempty. The set D is also convex

and closed in measure, due to the Hölder inequality and Proposition 16.
Without loss of generality we may assume that ‖f‖X = 1. The Ap-regularity of XLq

means that for any log u ∈ D the set of the corresponding Ap-majorants M
XLq,p
C,m (uf) is

nonempty (for the definition of this set, see (11) in §3). We recall the definition of the
norm in the product of a couple of quasinormed lattices Y and Z:

‖x‖Y Z = inf
x=ab

‖a‖Y ‖b‖Z = inf
‖b‖Z=1

‖xb−1‖Y .

For any γ > 0 and a couple of lattices Z � χB and Y , we can write

‖x‖Y Z = inf
‖b‖Z=1

‖xb−1‖Y ‖b ∨ γχB‖Z
‖b‖Z

‖b ∨ γχB‖Z
≥ (1 + ‖γχB‖Z)−1 inf

‖b‖Z=1
‖x(b ∨ γχB)

−1‖Y ‖b ∨ γχB‖Z

≥ (1 + ‖γχB‖Z)−1 inf
‖b‖Z≤1,

b≥γχB

‖xb−1‖Y .

(17)
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The first inequality in this estimate can be explained as follows: for any ‖b‖Z = 1 we
have

‖b ∨ γχB‖Z
‖b‖Z

≤ ‖b‖Z + ‖γχB‖Z
‖b‖Z

= 1 + ‖γχB1‖Z .

We may assume δ to be so small that mmq(1 + ‖mqδχB‖Lq
) ≤ m1. Using estimate

(17) and the A1-regularity of Lq mentioned above, we see that if log u ∈ D and g ∈
M

XLq,p
C,m (fu), then

m ≥ ‖g‖XLq
≥ (1 + ‖mqδχB‖Lq

)−1 inf
‖b‖Lq

≤1,

b≥mqδχB

‖gb−1‖X

≥ (1 + ‖mqδχB‖Lq
)−1m−1

q inf
log a∈D

‖ga−1‖X ;

(18)

the last inequality is obtained by replacing b with its respective A1-majorant a with
constants (Cq,mq). Estimate (18) means that for any log u ∈ D the set

Φ(log u) = {log a ∈ D | M(u, a) �= ∅} ,
where

M(u, a) =
{
g ∈ M

XLq,p
C,m (fu) | ‖ga−1‖X ≤ m1

}
,

is nonempty. It is easily seen that all sets M(u, a) are convex, bounded in XLq, and
closed in measure. From (14) and (13) we obtain

(19)

n∏
j=1

[M(uj , aj)]
θj ⊂ M

( n∏
j=1

|uj |θj ,
n∏

j=1

|aj |θj
)

for any θj > 0,
∑n

j=1 θj = 1, and uj , aj ∈ D. Next, (19) easily implies that the graph of
Φ is convex.

Indeed, suppose that log aj ∈ Φ(uj) for some functions log aj ∈ D and log uj ∈ D,
1 ≤ j ≤ n. We need to establish the same for their convex combinations u and a,

log u =
∑
j

αj log uj , αj ≥ 0,
∑
j

αj = 1,

log a =
∑
j

αj log aj .

Since the sets M(uj , aj) are nonempty, the set

M

( n∏
j=1

|uj |αj ,

n∏
j=1

|aj |αj

)

is also nonempty by (19). This means that
n∑

j=1

αj log aj ∈ Φ

( n∑
j=1

αj log uj

)
,

as claimed.
Note that D is a bounded and convex subset of L2

(
w

)
for the weight w = (MχB)

− 1
2 .

Boundedness is a consequence of the following simple estimates for the function log u ∈ D:∫
{u≥1}

[(MχB) log u]
2 ≤

∫
{u≥1}

1(
q
2

)2 [
log

(
u

q
2

)]2
≤

(
2

q

)2 ∫
|u|q ≤

(
2

q

)2

,

because MχB ≤ 1 and log u ≤ u for u ≥ 1, and similarly,∫
{u<1}

|(MχB) log u|2 ≤
∫ (

[MχB] log
[
C−1

q δMχB

])2 ≤ c′
∫ (

[MχB]
2
3

)2

≤ c′′
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for some constants c′ and c′′, because u ≥ C−1
q Mu ≥ C−1

q δMχB. Since the set D is

(ν × μ)-closed, D is also closed in L2

(
w

)
. We endow D with the weak topology of L2,

making it a convex, closed and compact subset of the locally convex linear topological
space L2

(
w

)
with the weak topology, which is metrizable on D.

We show that the graph of Φ is closed. Since the graph of Φ is convex, it suffices to
show that it is closed in the strong topology of the space L2

(
w

)
. Suppose that we are

given a sequence

(20) log aj ∈ Φ(log uj)

such that the sequences log aj ∈ D and log uj ∈ D converge in the space L2

(
w

)
to

some logA ∈ D and logU ∈ D, respectively; we need to prove that logA ∈ Φ(logU).
Passing to a subsequence, we may assume that the convergence in question is also almost
everywhere. Again passing to a subsequence allows us to assume the rapid convergence

‖ log aj − logA‖
L2

(
w
) ≤ 2−j .

Moreover, all log aj ∈ D are bounded a.e. from below by a function finite a.e. because
aj ≥ C−1

q Maj ≥ C−1
q M(χBδ). Then the sequence

logαj =
∨
k≥j

log ak ≥ log aj

in L2

(
w

)
is monotone decreasing and converges to logA almost everywhere. Similarly,

the sequence

log ηj =
∧
k≥j

log vk ≤ log vj

is monotone increasing and converges to logU almost everywhere. By the assumption
(20), the sets M(uj , aj) are nonempty, which means by (12) that the sets

M(ηj , αj)

are also nonempty and form a decreasing sequence because the sequences fηj and α−1
j

are monotone nondecreasing almost everywhere. These sets are nonempty, bounded in
the lattice XLq having the Fatou property, and (ν × μ)-bounded. An application of
Theorem 6 to this sequence of sets shows that the set M(U,A) is nonempty, whence
logA ∈ Φ(logU). Thus, the graph of Φ is closed.

Applying the Ky Fan–Kakutani fixed point theorem (see §3) to the mapping Φ, we
conclude that there is some log u ∈ D such that log u ∈ Φ(log u). This means that the set
M(u, u) is nonempty. Suppose that g ∈ M(u, u); then g ∈ Ap with constant C, g ≥ |f |u,
and ‖gu−1‖X ≤ m1. By the factorization of Ap weights (see, e.g., [7, Chapter 5, 5.3]),

there are ω0, ω1 ∈ A1 with a constant depending on C only such that g = ω0ω
1−p
1 . By

the same factorization theorems, gu−1 = ω0

(
ω

p−1
p

1 u
1
p

)−p

belongs to Ap+1 with some

constant C1 depending only on C and Cq, because, by Proposition 16, ω
1− 1

p

1 u
1
p belongs

to A1 with a suitable estimate on the constant. Thus, gu−1 is a suitable Ap+1-majorant
for f . The proof of Theorem 2 is complete.

§5. BMO-regularity for couples of lattices

In this section we consider the BMO-regularity property for couples of lattices. We
show that it is self-dual and stable under division by a lattice, and give another proof of
Theorem 2. Although this proof involves additional notions, it might be even easier to
understand in the technical aspect.
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Definition 4. A couple (X,Y ) of quasinormed lattices X and Y on (S×Ω, ν×μ) is said
to be Ap-regular with constants (C,m) if for any f ∈ X and g ∈ Y , g �= 0, there exist
majorants u ∈ X, v ∈ Y , u ≥ |f |, v ≥ |g|, such that ‖u‖X ≤ m‖f‖X , ‖v‖Y ≤ m‖g‖X ,
and u

v ∈ Ap with constant C. A couple (X,Y ) is said to be BMO-regular with constant
(C,m) if for any f ∈ X and g ∈ Y , g �= 0, there exist majorants u ∈ X, v ∈ Y , u ≥ |f |,
v ≥ |g|, such that ‖u‖X ≤ m‖f‖X , ‖v‖Y ≤ m‖g‖X , and log u

v ∈ BMO with constant
C. Such a couple of functions (u, v) is called an Ap-majorant or a BMO-majorant
(respectively) for the couple (f, g).

In the case of the unit circle S = T, BMO-regularity for couples arises naturally
in connection with interpolation of Hardy-type spaces of analytic functions (see, e.g.,
[1, 26]). In order to feel the flavor of these definitions, now we mention certain simple
properties of BMO-regularity and Ap-regularity for couples, which are mostly similar to
the corresponding properties for a single lattice.

If lattices X and Y are BMO-regular, then the couple (X,Y ) is also BMO-regular,
because we can merely take the BMO-majorants in the respective lattices to get a BMO-
majorant for the couple. The converse is not true. For example, the couple (X,X) is
A1-regular for any lattice X, because for any functions f and g in X we can take the
BMO-majorants u = ϕ‖f‖X and v = ϕ‖g‖X , ϕ = f

‖f‖X
∨ g

‖g‖X
+ h, where h ∈ X is any

function of norm 1 positive a.e. (see Proposition 14). If lattices X and Y are A1-regular,
then by factorization the couple (X,Y p−1) is Ap-regular for p > 1. If X is Ap-regular,
then the couple (X,L∞) is also Ap-regular. If a couple (X,Y ) is BMO-regular or A2-
regular, then the couple (Y,X) is also BMO-regular or A2-regular (respectively), because
w ∈ A2 with constant C implies w−1 ∈ A2 with some constant depending only on C,
and the relevant statement for logw ∈ BMO is trivial. If p > 1, then the Ap-regularity
of a couple implies its Aq-regularity for some q < p. If a couple (X,Y ) is Ap-regular,
then the couple (Xα, Y α) is also Ap-regular for all 0 < α ≤ 1. If a couple (X,Y ) is
BMO-regular, then for any p > 1 the couple (Xα, Y α) is Ap-regular for all sufficiently
small α. If couples (X,Y ) and (E,F ) are BMO-regular, then the couple (XE, Y F ) is
also BMO-regular.

As will be demonstrated in this section, BMO-regularity for a couple enjoys the same
properties of self-duality and stability under division as BMO-regularity for a single
lattice does. These results mostly follow [13, 26], where they were given in the case of
the unit circle. First, we establish a characterization of Ap-regularity for couples. For
convenience we introduce the following notation:

S+
X = {f ∈ X | ‖f‖X = 1, f > 0 a.e.}

and

S+
Y = {g ∈ Y | ‖g‖Y = 1, g > 0 a.e.}.

Proposition 20. Suppose that X and Y are lattices on (S×Ω, ν×μ). The Ap-regularity
of the couple (X,Y ) with constants (C,m) is equivalent to the following property: for all
f ∈ S+

X and g ∈ S+
Y there exists α ∈ BAp (C) such that

(21) ‖αg‖X ≤ c, ‖α−1f‖Y ≤ c

with some constant c independent of f and g. The above constants c and m can be chosen
to satisfy c ≤ m ≤ c+ 1.

Indeed, suppose that the couple (X,Y ) is Ap-regular. Then for any f ∈ S+
X and g ∈ S+

Y

there exists an Ap-majorant (u, v), and the statement is true for α = u
v . Conversely,

suppose that the property claimed occurs and f ∈ X, g ∈ Y , f �= 0, g �= 0 are some
functions. Making use of Proposition 14 and the invariance of the Ap-regularity property
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under multiplication of f and g by some positive constants, we may assume that f ∈ S+
X

and g ∈ S+
Y . Let u =

(
αg
f ∨ 1

)
f and v =

(
f
αg ∨ 1

)
g. Then ‖u‖X ≤ c + 1 and

‖v‖Y ≤ c+ 1. It is easily seen that u
v = α ∈ BAp (C), so (u, v) is a suitable majorant.

Proposition 20 allows us to express the Ap-regularity property for couples in terms
of the nonemptiness of certain sets that are closed, bounded, and convex. Specifically,
suppose that X and Y are lattices with the Fatou property on (S×Ω, ν×μ). For f ∈ X,
g ∈ Y , f, g > 0 a.e., we introduce the set

(22) M
(X,Y )
C,c (f, g) =

{
α | ‖αg‖X ≤ c, ‖α−1f‖Y ≤ c

}
∩BAp (C) .

Proposition 20 means that the existence of an Ap-majorant with constants (C,m) for
functions f and g (that we may assume to be normalized) in the couple (X,Y ) is equiv-
alent to the nonemptiness of the set (22) for some constant c related to the constant
m.

Let us highlight certain properties of the sets (22). The Fatou property and Proposi-
tion 16 ensure that MC,c(f, g) is convex and (ν × μ)-closed (observe that s �→ s−1 is a

convex funtion for s > 0). It is easy to show that gM
(X,Y )
C,c (f, g) is a convex, closed, and

bounded subset of X. For any f1 ≥ |f | and g1 ≥ |g|, we have

(23) M
(X,Y )
C,c (f, g) ⊃ M

(X,Y )
C,c (f1, g1).

Using the Hölder inequality for lattices (see (13)), it is easy to check that, like in (19),
for any θj > 0,

∑n
j=1 θj = 1, and fj ∈ X, gj ∈ Y , we have

(24)
n∏

j=1

[
M

(X,Y )
C,c (fj , gj)

]θj
⊂ M

(X,Y )
C,c

( n∏
j=1

|fj |θj ,
n∏

j=1

|gj |θj
)
.

As before, on the left-hand part of (24) the multiplication and exponentiation are un-
derstood pointwise. In particular, substituting fj = f and gj = g in (24) yields the

logarithmic convexity of the set M
(X,Y )
C,c (f, g).

Proposition 21. Suppose that lattices X and Y on (T × Ω,m × μ) have the Fatou
property and fj ∈ X, gj ∈ Y are monotone nondecreasing sequences of functions that
are positive a.e. and converge a.e. to some f ∈ X and g ∈ Y . Then the intersection⋂

γ>0,j M
(X,Y )
C,c+γ (fj , gj) coincides with the set M

(X,Y )
C,c (f, g). If for all γ > 0 and j the sets

M
(X,Y )
C,c+γ (fj , gj) are nonempty, then the set M

(X,Y )
C,c (f, g) is also nonempty.

The inclusion ⋂
γ>0,j

M
(X,Y )
C,c+γ (fj , gj) ⊃ M

(X,Y )
C,c (f, g)

follows from (23). For any

α ∈
⋂

γ>0,j

M
(X,Y )
C,c+γ (fj , gj),

we have ‖αgj‖X ≤ c+γ and ‖α−1fj‖Y ≤ c+γ. Passing to the limit in these estimates and

using of the Fatou property, we see that α ∈ M
(X,Y )
C,c (f, g). Finally, Fj = g1M

(X,Y )

C,c+ 1
j

(fj , gj)

is a decreasing sequence of sets that are closed in measure, convex, and bounded in X.
Therefore, if these sets are nonempty, then by Theorem 6 their intersection F =

⋂
j Fj is

also nonempty, which means that the set M
(X,Y )
C,c (f, g) = g−1

1 F is nonempty. The proof
of Proposition 21 is complete.

The Ap-regularity property for couples admits the following somewhat more elegant
version of Theorem 2.
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Theorem 7. Suppose that X and Y are Banach lattices with the Fatou property on
(S×Ω, ν×μ). Suppose also that the lattices XLq and Y Lq are Banach for some 1 < q <
∞. If the couple (XLq, Y Lq) is Ap-regular with constants (C,m) for some 1 ≤ p < ∞,
then the couple (X,Y ) is also Ap-regular with the constants (C,m+ 1).

As before, replacing μ by an equivalent measure we may assume that μ(Ω) = 1. By

Proposition 21, it suffices to prove that for any f ∈ S+
X and g ∈ S+

Y the set M
(X,Y )
C,c (f, g)

is nonempty. Next, by Proposition 21 it suffices to prove that for any number γ > 0 and

any ball B0 of S the set M
(X,Y )
C,c+γ (fχB, gχB) is nonempty, where B = B0 × Ω as before.

This time we introduce the set D = {log h | ‖h‖
Lq

(
B
) ≤ 1, h ≥ δ} of measurable

functions supported on B for 0 < δ < ν(B)−
1
q . The setD is nonempty, closed in measure,

and convex due to the Hölder inequality. Since the couple (XLq, Y Lq) is Ap-regular,

Proposition 20 shows that for any (log u, log v) ∈ D ⊕D the set M
(XLq,Y Lq)
C,c (uf, vg) is

nonempty. Using estimate (17), we see that if

(log u, log v) ∈ D ⊕D

and

α ∈ M
(XLq,Y Lq)
C,c (uf, vg),

then

(25) c ≥ ‖αvg‖XLq
≥

(
1 + δν(B)

1
q

)−1

inf
log a∈D

‖αgva−1‖X

and

(26) c ≥ ‖α−1uf‖Y Lp
≥

(
1 + δν(B)

1
q

)−1

inf
log b∈D

‖α−1fub−1‖Y .

Fix some δ such that c(1 + δν(B)
1
q ) ≤ c + γ. Then estimates (25) and (26) imply that

for all (log u, log v) ∈ D ⊕D the set

Φ(log u, log v) =
{
(log a, log b) ∈ D ⊕D | M (X,Y )

C,c+γ (fua
−1, gvb−1) �= ∅

}
is nonempty. Employing (24), it is easy to show that, as before, the graph of Φ is convex.
Now, D is a bounded and convex subset of L2. Since D is closed in measure, D is also
closed in L2. Endow D ⊕D with the weak topology of the space L2 ⊕ L2; then D ⊕D
becomes a convex, closed, and compact set in L2 ⊕ L2. By the Fatou property, the set
Φ(log u, log v) is closed in measure for any (log u, log v) ∈ D ⊕D, so it is closed in the
strong topology of L2 ⊕ L2, and therefore in D ⊕D, because of convexity.

The closedness of the graph of Φ is verified as before. Since the graph is a convex set,
it suffices to prove that it is closed in the strong topology of the space L2 ⊕ L2. Suppose
that

(27) (log aj , log bj) ∈ Φ(log uj , log vj)

for some sequences of functions log aj ∈ D, log bj ∈ D, log uj ∈ D, log vj ∈ D converging
in L2 to some logA ∈ D, logB ∈ D, logU ∈ D, and log V ∈ D, respectively. We need
to prove that

(logA, logB) ∈ Φ(logU, log V ).

By passing to a subsequence, we may assume that the above convergence is almost
everywhere. Passing to a subsequence again, we can assume that the rapid convergence

‖ log aj − logA‖L2
≤ 2−j ,

‖ log bj − logB‖L2
≤ 2−j
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occurs. All these functions are bounded from below by log δ. Then the sequences

logαj =
∨
k≥j

log ak ≥ log aj ,

log βj =
∨
k≥j

log bk ≥ log bj

in L2 are monotone nonincreasing and converge to logA and logB almost everywhere.
Similarly, the sequences

log ηj =
∧
k≥j

log uk ≤ log uj ,

log ζj =
∧
k≥j

log vk ≤ log vj

are monotone nondecreasing and converge to logU and log V almost everywhere. By the

assumption (27), the sets M
(X,Y )
C,c+γ (fuja

−1
j , gvjb

−1
j ) are nonempty; therefore, by (23) the

sets
M

(X,Y )
C,c+γ (fηjα

−1
j , gζjβ

−1
j )

are also nonempty and form a decreasing sequence, because the sequences fηjα
−1
j and

gζjβ
−1
j are monotone nondecreasing almost everywhere. An application of Proposition 21

to this sequence of sets shows that the set M
(X,Y )
C,c+γ (fUA−1, gV B−1) is nonempty. Thus,

(logA, logB) ∈ Φ(logU, log V ) as claimed, and the graph of Φ is closed.
Finally, we apply the Ky Fan–Kakutani theorem to the mapping Φ and conclude that

there exists some (log u, log v) ∈ D ⊕D such that

(log u, log v) ∈ Φ(log u, log v).

This means that the set

M
(X,Y )
C,c+γ (fχB, gχB) = M

(X,Y )
C,c+γ

(
fuu−1, gvv−1

)
is nonempty as claimed. The proof of Theorem 7 is complete.

Proposition 22. Suppose that X, Y , E, and F are Banach lattices on (S×Ω, ν×μ). If
the couple (X,Y ) is Ap-regular, then the couple (XF, Y F ) is also Ap-regular. The same
is true for BMO-regularity. If the couples (X,Y ) and (E,F ) are BMO-regular, then the
couple (XE, Y F ) is also BMO-regular.

Indeed, if f ∈ XF and g ∈ Y F , g �= 0, then the definition of the lattice product
shows that there exist decompositions f = aϕ0 and g = bϕ1 such that a ∈ X, b ∈ Y ,
0 ≤ ϕ0 ∈ F , 0 ≤ ϕ1 ∈ F , ‖ϕ0‖F ≤ 1, and ‖ϕ1‖F ≤ 1. For a and b we can find the
corresponding majorant (u, v) in the couple (X,Y ). Let ϕ = ϕ0∨ϕ1. Then (uϕ, vϕ) is a
suitable majorant for the functions f and g in the couple (XF, Y F ), because ‖ϕ‖F ≤ 2.
The other claims of Proposition 22 are trivial.

Proposition 23. Suppose that X is a quasinormed lattice on (S×Ω, ν×μ). If the couple
(X,L∞) is either Ap-regular or BMO-regular, then the lattice X is also Ap-regular or
BMO-regular, respectively.

In order to prove Proposition 23, it suffices to observe that if f ∈ X and (u, v) is a
suitable majorant in the couple (X,L∞) for (f, 1), then 1 ≤ v ≤ m almost everywhere.
Therefore, u = u

v · v belongs to Ap, or log u belongs to BMO, respectively, with suitable
estimates for the constant, whence u is a suitable majorant for f .

The following proposition follows from the remarks after Definition 4 and the argument
near the end of §4.
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Proposition 24. If a lattice Y is Ap-regular and a lattice Z is A1-regular, then the
couple (Y, Z) is Ap+1-regular.

Indeed, suppose we are given y ∈ Y and z ∈ Z. Let a and b be some of their
respective Ap-majorants and A1-majorants. Using factorization of Ap weights (see, e.g.,

[7, Chapter 5, 5.3]), we can write a = w0w
1−p
1 for some w0,w1 ∈ A1 with suitable

estimates on the constants. Then
a

b
=

w0

wp−1
1 b

=
w0[

w
1− 1

p

0 b
1
p

]p ∈ Ap+1,

because w
1− 1

p

0 b
1
p ∈ A1 by Proposition 16, so that the couple (a, b) is a suitable Ap+1-

majorant for y and z.
Now we can give another proof of Theorem 2. If under its conditions the lattice XLq

is Ap-regular, then, by Proposition 24, the couple (XLq,Lq) is Ap+1-regular, because the
lattice Lq is A1-regular by Proposition 2. Application of Theorem 7 to this couple yields
the Ap+1-regularity of the couple (X,L∞). Therefore, by Proposition 23, the lattice X
is Ap+1-regular as claimed, which concludes the alternative proof of Theorem 2.

Now we state the main result of this section.

Theorem 8. Suppose that X and Y are Banach lattices with the Fatou property on
(S × Ω, ν × μ). The following conditions are equivalent.

1) (X,Y ) is BMO-regular.
2) (XLq, Y Lq) is BMO-regular for some (equivalently, for all) 0 < q ≤ ∞.
3) (X ′, Y ′) is BMO-regular.
4) XY ′ is BMO-regular.

Indeed, the implication 1 ⇒ 2 follows from Proposition 22. The implication 2 ⇒ 1

follows from Theorem 7 applied to the couple
(
[XLq]

δ
, [Y Lq]

δ)
for sufficiently small

values of δ. We verify that 1 ⇒ 3. If a couple (X,Y ) is BMO-regular, then the couple

(X
1
2 , Y

1
2 ) is also BMO-regular. Applying Proposition 22 with F = X ′ 12Y ′ 12 , we see that

the couple

(X
1
2 (X ′ 12Y ′ 12 ), Y

1
2 (X ′ 12Y ′ 12 )) = ((XX ′)

1
2Y ′ 12 , (Y Y ′)

1
2X ′ 12 ) = (Y ′ 12L2, X

′ 12L2)

is also BMO-regular. Therefore, by the already established implication 2 ⇒ 1, the couple
(Y ′ 12 , X ′ 12 ) is BMO-regular, so the couple (X ′, Y ′) is BMO-regular, i.e., condition 3
holds true. Because of the Fatou property, the couples (X,Y ) and (X ′, Y ′) can be
interchanged in the statement of the theorem; therefore, by the implications already
established, conditions 1 and 3 are equivalent. Thus, we have proved that conditions 1–3
are equivalent. Before we show that condition 4 is equivalent to the other conditions, we
make a few simple remarks.

Theorem 8 expresses the properties of BMO-regularity for couples that can be con-
veniently referred to as self-duality and stability under division by a lattice. In fact, by
the stability under division it is more natural to mean the following property, which is a
simple consequence of the implication 2 ⇒ 1 in Theorem 8.

Proposition 25. Suppose that X, Y , E, and F are Banach lattices with the Fatou
property on (S × Ω, ν × μ). If the couples (XE, Y F ) and (E,F ) are BMO-regular, then
the couple (X,Y ) is also BMO-regular.

This proposition is converse to Proposition 22 in a certain sense. For the proof it
suffices to observe that the couple (E′, F ′) is BMO-regular by the implication 1 ⇒ 3 in
Theorem 8, the couple (XEE′, Y FF ′) = (XL1, Y L1) is BMO-regular by Proposition 22.
The claim then follows by yet another use of the implication 2 ⇒ 1 in Theorem 8.
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Proposition 26. Suppose that X and Y are Banach lattices with Fatou property on
(S × Ω, ν × μ). If Y and (X,Y ) are both BMO-regular, then X is also BMO-regular.

Indeed, under the assumptions of Proposition 26, the couple (E,F ) = (L∞, Y ) is
BMO-regular, and therefore, by Proposition 25, the couple (X,L∞) is BMO-regular; by
Proposition 23 this means that X is BMO-regular. Here we mention that the transition
to BMO-regularity of the lattice XY in Proposition 26 can be made constructively, but
perhaps not as easily as the argument presented here; see [13, Lemma 1].

Finally, we prove that condition 4 in Theorem 8 is equivalent to the other conditions.
If condition 1 is satisfied, then by Proposition 22, the couple (XY ′, Y Y ′) = (XY ′,L1) is
BMO-regular, and by Proposition 26 the lattice XY ′ is BMO-regular, i.e., condition 4
is satisfied. If condition 4 is satisfied, then the couple (L1, XY ′) is BMO-regular. Multi-
plying it by X ′ and using Proposition 22, we see that the couple

(L1X
′, (XY ′)X ′) = (L1X

′, Y ′(XX ′)) = (X ′L1, Y
′L1)

is BMO-regular, i.e., condition 2 is satisfied for the lattices X ′ and Y ′. The proof of
Theorem 8 is complete.

§6. Proof of Theorem 4

The proof of Theorem 4 presented in this section is merely a slight refinement of the
proof of Theorem 3.5 in [1], which is in turn a variant of the well-known Maurey–Krivine
factorization theorem (see [9]). For the first time, in a similar context these ideas were
exploited in [46]. Suppose that a lattice Y and an operator T satisfy the assumptions
of Theorem 4 and we are given some f ∈ Y ′; we need to find a function w such that
w ≥ |f |, ‖w‖Y ′ ≤ c0‖f‖Y ′ , and ‖T‖

L2

(
w− 1

2

) ≤ c1 with suitable constants c0 and c1.

We may assume without loss of generality that ‖f‖Y ′ = 1 and f ∈ Y ′
+. Moreover,

Proposition 14 allows us to assume that |f | > 0 almost everywhere. First, observe that

for g ∈ Y
1
2 and all y ∈ Y ′

+ we have

(28)

∫
|Tg|2|y| ≤ ‖Tg‖2

Y
1
2
‖y‖Y ′ ≤ ρ2‖y‖Y ′‖g‖2

Y
1
2
,

where ρ = ‖T‖
Y

1
2
, i.e., ‖T‖

Y
1
2 →L2

(
y− 1

2

) ≤ ρ. Let a > ρKG be a number as in the

assumptions of the theorem, KG being the Grothendieck constant (see §3). Suppose that
F1 is the open unit ball of the lattice Y centered at the origin, and put

F2 = co
{
u ∈ Y | u > 0 a.e. and

‖Tv‖
L2

(
y− 1

2

) ≥ a for some v ∈ Y
1
2 such that |v| ≤ u

1
2

}
.

By co we denote the convex hull of a set. We only consider functions y ∈ Y ′
+ such that

y > 0 a.e. and ‖y‖Y ′ ≤ 1. Thus, if ‖T‖
Y

1
2 →L2

(
y− 1

2

) = 0 for some y, then Tg = 0 for

any g ∈ Y
1
2 , because, by the assumptions, suppY = S × Ω and Y

1
2 ∩ L2

(
(y ∨ |f |)− 1

2

)
is dense in L2

(
(y ∨ |f |)− 1

2

)
(see Proposition 14), whence ‖T‖

L2

(
(y∨|f |)−

1
2

) = 0, and

y ∨ |f | is a suitable majorant. Thus, we may assume without loss of generality that
‖T‖

Y
1
2 →L2

(
y− 1

2

) > 0, which means that F2 is nonempty. We show that the sets F1 and

F2 have empty intersection.
Indeed, suppose that there exists g ∈ F1 ∩ F2. Then g ∈ Y , g > 0 a.e., ‖g‖Y ≤ 1,

and for some functions uj ∈ Y positive a.e., 1 ≤ j ≤ n, and appropriate functions vj ,

|vj | ≤ u
1
2

j for all 1 ≤ j ≤ n, and numbers αj > 0, 1 ≤ j ≤ n,
∑n

j=1 αj = 1, we have
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g =
∑n

j=1 αjuj . Using (28) and the Grothendieck theorem (see §3), we can carry out
the following estimate:

1 ≥ ‖g‖Y =

∥∥∥∥
( n∑

j=1

αjuj

) 1
2
∥∥∥∥
Y

1
2

≥
∥∥∥∥
( n∑

j=1

|α
1
2

j vj |2
) 1

2
∥∥∥∥
Y

1
2

≥ 1

KG

∥∥∥∥
( n∑

j=1

|α
1
2
j Tvj |2

) 1
2
∥∥∥∥
Y

1
2

≥ 1

ρKG

∥∥∥∥
( n∑

j=1

|α
1
2
j Tvj |2

) 1
2
∥∥∥∥
L2

(
y− 1

2

)
=

1

ρKG

( n∑
j=1

αj‖Tvj‖2
L2

(
y− 1

2

)) 1
2

≥ a

ρKG
> 1,

a contradiction. Thus, F1 ∩ F2 = ∅. The sets F1 and F2 are subsets of the Banach
space Y . They are nonempty and convex, and F1 is open. Therefore, there exists a
continuous functional zy in Y ∗ separating these sets. By assumption, we have Y ∗ = Y ′,
whence zy ∈ Y ′. Choosing a suitable normalization for zy yields

(29) sup

{
Re

∫
uzy | u ∈ F1

}
≤ 1 ≤ inf

{
Re

∫
uzy | u ∈ F2

}
.

Since F1 is the unit ball of Y and F2 lies in the cone of the functions nonnegative a.e.,
we may assume that zy is nonnegative almost everywhere. From the first inequality in

(29) we see that ‖zy‖Y ′ ≤ 1. The second inequality in (29) means that for any v ∈ Y
1
2

with Tv �= 0 in the space L2

(
y−

1
2

)
(whence

a2|v|2
‖Tv‖2

L2

(
y− 1

2

) ∈ F2),

we have

1 ≤
∫

a2|v|2
‖Tv‖2

L2

(
y− 1

2

) zy,
which means that

(30)

∫
|Tv|2y ≤ a2

∫
|v|2zy

for all v ∈ Y
1
2 . Since the norm of a weighted L2 lattice is order continuous and suppY =

S × Ω, it is easy to extend estimate (30) to all v ∈ L2

(
y−

1
2

)
(see Proposition 14); thus,

‖T‖
L2

(
y− 1

2

)
→L2

(
z
− 1

2
y

) ≤ a. Now we build inductively a sequence y0 = f , yj = zyj−1
for

j ∈ N, and put w =
∑

j≥0 m
−jyj for some m > 1. Then

‖w‖Y ′ ≤
∑
j≥0

m−j‖f‖Y ′ =
m

m− 1

and

‖Tf‖2
L2

(
w− 1

2

) ≤ a2m‖f‖2
L2

(
w− 1

2

), f ∈ L2

(
w− 1

2

)
.

Thus, w is a suitable majorant, which concludes the proof of Theorem 4.
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§7. Concluding remarks

In this section we give various remarks along with a (perforce) brief and incomplete
account of the history of the theory.

As it was mentioned in the Introduction, the notion of BMO-regularity was, apparently
for the first time, introduced explicitly in [22] in connection with interpolation of Hardy-
type spaces on the unit circle T; see the survey [1] and also [22, 12, 26]. The theory of
BMO-regularity on the unit circle is somewhat richer, because the condition logw ∈ BMO
has a lot of useful characterizations in terms of analytic functions; however, in the present
paper we have shown that, as it usually happens in harmonic analysis, all fundamental
results dealing with the notion of BMO-regularity itself are in fact completely within the
realm of the real analysis.

The classical doubling property in the space of homogeneous type (Rn, ν) (or even in
a general space (S, ν)) is, apparently, not necessary for most of the results of this paper,
so that it can be dropped or relaxed; see, e.g., [45] on relaxing the doubling property.

Our definition of BMO-regularity (see Definition 1) differs formally from the one used
in the cited works only in the following: we do not impose the restriction f �= 0 in
the majorization property. This suits our technique better, because when dealing with
Ap-regularity it is natural to assume that 0 ∈ Ap. We do not restrict the weights to
functions positive a.e.; however, it is easily seen that if logw ∈ BMO, then for almost all
ω ∈ Ω the function w(·, ω) is either zero a.e., or positive a.e., and the same is true for Ap

weights, as they also satisfy logw ∈ BMO.
BMO-regularity for rearrangement invariant Banach lattices on the circle, i.e., Propo-

sition 2 for this case, was essentially established in [36], where a majorant with a cor-
responding analytic decomposition of unity was constructed explicitly; see also [3] and
the more recent paper [14], where it was proved that the existence of such a majorant is
equivalent to BMO-regularity. It is unclear to what extent this symmetry condition can
be relaxed. In particular, it is unclear if in the case of Rn or T all translation invariant
lattices, i.e., those that have the property ‖f(· + h)‖ = ‖f‖ for arbitrary f and h, are
BMO-regular.

Many results concerning BMO-regularity in a slightly more general context, although
with various additional and sometimes heavy restrictions on the lattices, originate from
[22], where they were established via complex interpolation of Hardy-type spaces. For the
case of BMO-regularity on the unit circle T and the operator of harmonic conjugation T =
H, all results of the present paper have been known for some time, see [1, 12, 13, 25, 26].
However, in the previous work the stability of BMO-regularity under duality and division
by a BMO-regular lattice, which is arguably the most interesting point in the theory,
was based on the real interpolation of Hardy-type spaces and the characterization of
BMO-regularity in terms of the analytic decomposition of unity. The present paper
shows that all results pertaining to BMO-regularity itself can be obtained with less effort
and without any reference to interpolation or analytic functions. Note, however, that
the Fatou property is essential to our key arguments, whereas in some of the previous
work there are some results where it can be spared by other properties like the order
continuity.

The main auxiliary result of this paper, which is Theorem 2, can be reformulated in
terms introduced in [13]: for lattices with the Fatou property the weak BMO-regularity
coincides with the usual one. A lattice X is said to be weakly BMO-regular if XLq

is BMO-regular for some q. For the weak BMO-regularity on R
n or T it is easy to

obtain the same main results (see Theorem B in the Introduction) without the Fatou
property (and without Theorem 2), because self-duality can be established by using
characterization in terms of boundedness of the Riesz (or Hilbert) transformations. This
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approach makes it possible to dispense of the Grothendieck theorem as well in the case
of the unit circle, because the boundedness of the Hilbert transformation together with
some simple complex analysis easily yield BMO-regularity (see [1, Lemma 3.1]). The
weak BMO-regularity, however, is a less informative property, as it is harder to apply it
to interpolation (see [13]), and the weak BMO-regularity of L∞

(
	1

)
follows directly from

Proposition 1.
The convexity and closedness in measure of the set of BMO-majorants under appro-

priate conditions, which we rely on, is not quite trivial, see [26, §2] for a more detailed
exposition. However, working directly with Ap-regularity reduces the difficulties con-
siderably (see Proposition 16). For example, logarithmic convexity is obtained without
complex interpolation, which would require that the corresponding operator in the defi-
nition of the regularity be linear (see (9)).

The notion of BMO-regularity for couples arises naturally in the interpolation theory
for Hardy-type spaces on the unit circle, and, at least in a number of cases, characterizes
“good” interpolation. It is not clear what applications it might have in the general case.

Note that the theory of BMO-regularity presented here can apparently be generalized
directly to a large extent to the case of the Calderón–Zygmund singular integral operators
in several variables, i.e., to the operators defined in the space L2

( ∏m
j=1(Sj , νj)

)
that are

Calderón–Zygmund in each variable; here (Sj , νj) are some spaces of homogeneous type.
The orthogonal projection P onto H2 (T

n) in L2

(
T
n
)
is a prominent example of such an

operator.
Proposition 13 is a version of a well-known extrapolation technique; the proper bibliog-

raphy and application to spaces Lp(·) for a large number of examples of various “classical”
mappings and vector-valued estimates can be found in [29]. Many modular lattices, which
usually have the Fatou property, can be represented as (X ′)δ, so that the boundedness
of singular operators can be reduced to the Ap-regularity of the corresponding lattice X.

In conclusion, let us point out briefly that A1-regularity can be applied to the real
interpolation of spaces that can be defined in terms of Calderón–Zygmund singular in-
tegral operators, in particular, the real classes Hp (see, e.g., [1, 38]). Suppose that P
is a Calderón–Zygmund projection with estimate of the form (3) on its kernel and the
kernel of the adjoint operator, which is defined on Ls for some (and therefore for all)
1 < s < ∞. Then for a lattice X, we can define the space

XP = {f ∈ X | Pf = f}

if we extend P to X somehow; this may pose some difficulties. It is convenient to

denote
[
Lp

(
w

)]P
by HP

p (w). The results of [37] can be used to show that the couple(
HP

1 (ω
−1
0 ),HP

∞(ω1)
)
is K-closed in

(
L1

(
ω−1
0

)
,L∞

(
ω1

))
for two weights ω0, ω1 ∈ A1 such

that ω0ω1 ∈ A∞ with a proper estimate for the constant of K-closedness. This means
that if X and Y are A1-regular lattices with a certain condition on the constants, then
the couple

(
X ′P , Y P

)
is K-closed7 in (X ′, Y ).
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