ASYMPTOTIC FORMULAS FOR TRAPPED MODES AND FOR EIGENVALUES BELOW THE THRESHOLD OF THE CONTINUOUS SPECTRUM OF A WAVEGUIDE WITH A THIN SCREENING BARRIER

S. A. NAZAROV

Abstract. Asymptotic formulas are found for the eigenvalues and eigenfunctions (trapped modes) of the mixed boundary value problem for the Laplace operator in an \( n \)-dimensional cylindrical waveguide with a thin screening barrier obtained by a regular perturbation of a part \( \theta \) of the hyperplane orthogonal to the axis of the cylinder; the boundary \( \partial \theta \) is smooth and \((n - 1)\)-dimensional. These asymptotic formulas agree with the sufficient conditions for the discrete spectrum to be nonempty, deduced via the variational method. For an unbounded waveguide, both the algorithm for obtaining asymptotic formulas, and even the orders themselves of the main correction terms turn out to be different from those for a bounded domain. The same refers to the justification procedure for asymptotic expansions, which employs substantially the spectral theory machinery.

\[ \|$ 1. \] \] \section{Introduction}

1. Waveguide with screen. Let \( \omega \) and \( \theta \subset \omega \) be domains in the Euclidean space \( \mathbb{R}^{n-1} \), with smooth boundaries \( \partial \omega \) and \( \partial \theta \) and compact closures \( \bar{\omega} = \omega \cup \partial \omega \) and \( \bar{\theta} \), and let \( \theta \subset \omega \). Also, let \( \Omega = \omega \times \mathbb{R} \ni (y,z) \) be a cylinder (waveguide). Suppose that the closed set (a thin screening barrier)
\[ \Theta^\varepsilon = \{ x = (x_1, \ldots, x_{n-1}, x_n) = (y,z) : y \in \bar{\theta}, -\varepsilon H_-(y) \leq z \leq \varepsilon H_+(y) \} \tag{1.1} \]

sees Figure 1a or Figure 1b, depends on a small positive parameter \( \varepsilon \) and is defined in (1.1) with the help of two functions \( H_{\pm} \) smooth in \( \bar{\theta} \) and such that
\[ H(y) := H_-(y) + H_+(y) \geq 0, \quad y \in \theta, \tag{1.2} \]
\[ H_\pm(y) = 0, \quad y \in \partial \theta. \tag{1.3} \]
The first requirement imposed on the screen thickness function \( H \) is natural and clear, but the second is caused by technical difficulties (see below the calculations and discussion in Subsection 4 of \( \|$ 2 \)) and means that the screen \( \Theta^\varepsilon \) has a sharp edge \( \theta^\varepsilon \) (an edge with zero opening) in the hyperplane \( \{ x : z = 0 \} \), which splits the boundary \( \partial \Theta^\varepsilon \) into two smooth surfaces:
\[ \theta_{\pm}^\varepsilon = \{ (y,z) : y \in \theta, z = \pm \varepsilon H_\pm(y) \}. \tag{1.4} \]
The smoothness requirements on the profile functions \( H_{\pm} \) and the boundary \( \partial \theta \) (unlike the boundary \( \partial \omega \)) are also inherent. In the domain \( \Omega^\varepsilon = \Omega \setminus \Theta^\varepsilon \) (waveguide with barrier;
see Figure 1) we consider the following mixed boundary value problem for the Helmholtz equation:

\begin{align}
\Delta_x u^\varepsilon(x) &= \lambda^\varepsilon u^\varepsilon(x), \quad x \in \Omega^\varepsilon, \\
u u^\varepsilon(x) &= 0, \quad x \in \Gamma = \partial \Omega, \\
\n\n\end{align}

(1.5) \quad (1.6) \quad (1.7)

Here $\Delta_x$ is the Laplace operator written in the Cartesian coordinates $x$, $\lambda^\varepsilon$ is the spectral parameter, and $\partial$ stands for the derivative along the outward normal. The variational statement of problem (1.5)–(1.7) reduces to the integral identity

\begin{equation}
(\nabla_x u^\varepsilon, \nabla_x v^\varepsilon)_{\Omega^\varepsilon} = \lambda^\varepsilon (u^\varepsilon, v^\varepsilon)_{\Omega^\varepsilon}, \quad v^\varepsilon \in H^1(\Omega^\varepsilon; \Gamma)
\end{equation}

(1.8)

(see [1]), where $\nabla_x$ is the gradient operator, $(, )_{\Omega^\varepsilon}$ is the scalar product in the Lebesgue space $L^2(\Omega^\varepsilon)$, and $H^1(\Omega^\varepsilon; \Gamma)$ is the space of all functions in the Sobolev class $H^1(\Omega^\varepsilon)$ that satisfy the Dirichlet condition (1.6).

If $\varepsilon = 0$, the set (1.1) turns into a part of the $(n - 1)$-dimensional hyperplane $\{x : z = 0\}$, becoming a straight screen of zero thickness (Figure 2b)

\begin{equation}
\Theta^0 = \{x : y \in \bar{\Theta}, z = 0\}.
\end{equation}

(1.9)

Note that only connected sets (1.9) and (1.11) are treated in §§2 and 3, but simple generalizations to the case of several connected components of the sets $\Theta^0$ and $\Theta^\varepsilon$ are mentioned in Subsection 1 of §4. The set (1.11) itself will be called a curved screen; it has zero thickness if $H_+ = -H_-$ (the thickness function (1.2) vanishes everywhere on $\Theta$).

The auxiliary Dirichlet problem on the cross section, namely, the problem

\begin{equation}
-\Delta_y U(y) = \Lambda U(y), \quad y \in \omega, \quad U(y) = 0, \quad y \in \partial \omega,
\end{equation}

(1.10)

has discrete spectrum. Its first eigenvalue $\Lambda_+ = \Lambda_1$ is positive and simple, and the corresponding eigenfunction $U_+ = U_1$ can be taken positive in $\omega$ (see, e.g., [2]). In what
follows, we assume that $U_\dagger$ is normalized in $L^2(\omega)$, i.e.,
\begin{equation}
\|U_\dagger; L^2(\omega)\| = 1, \quad \text{whence,} \quad \|\nabla_y U_\dagger; L^2(\omega)\| = \sqrt{\Lambda_\dagger}.
\end{equation}

Due to the cylindrical structure of $\Omega^\epsilon$, near infinity for any function $v^\epsilon \in \tilde{H}^1(\Omega^\epsilon; \Gamma)$ we have
\begin{equation}
\|v^\epsilon; L^2(\Omega^\epsilon)\| \leq c \|\nabla_x v^\epsilon; L^2(\Omega^\epsilon)\|.
\end{equation}

Observe that, by the definition (1.1) and the requirements imposed on $\theta$, $\omega$, and $H_{\pm}$, the factor $c$ in (1.12) can be fixed to serve all $\epsilon \in (0, 1]$ (see Remark 3.2).

Inequality (1.12) allows us to view the left-hand side of (1.8) as a scalar product in the Hilbert space $\tilde{H}^1(\Omega^\epsilon; \Gamma)$. Thus, the quadratic form $(\nabla_x u^\epsilon, \nabla_x u^\epsilon)_{\Omega^\epsilon}$ is closed and lower semibounded on $L^2(\Omega^\epsilon)$, so that the variational problem (1.8) gives rise (see [3, Chapter 10]) to an unbounded positive selfadjoint operator $A^\epsilon$ in $L^2(\Omega^\epsilon)$. It is known that the spectrum $\sigma^\epsilon$ consists (see, e.g., [4, 5]) of the continuous spectrum $\sigma^\epsilon_c = [\Lambda_\dagger, +\infty)$ and the possibly nonempty discrete spectrum $\sigma^\epsilon_d \subset (0, \Lambda_\dagger)$. Our main goal in this paper is to find conditions ensuring that eigenvalues do emerge on $(0, \Lambda_\dagger)$, to compute the number of such eigenvalues, and to deduce asymptotic formulas as $\epsilon \to +0$.

It should be emphasized that for the limiting ($\epsilon = 0$) problem
\begin{align}
-\Delta_x u^0(x) &= \lambda^0 u^0(x), \quad x \in \Omega^0, \quad u^0(x) = 0, \quad x \in \Gamma, \\
\partial_\nu u^0(x) &= 0, \quad x \in \theta^0_{\pm},
\end{align}

where the $\theta^0_{\pm}$ are the shores of the cut (1.9), the discrete spectrum is always empty, because integrating over $z$ of the Friedrichs inequality
\begin{equation}
\Lambda_\dagger \|V; L^2(\omega)\|^2 \leq \|\nabla_y V; L^2(\omega)\|^2, \quad V \in \tilde{H}^1(\omega; \partial \omega),
\end{equation}
on the cut $\omega$ (a straight screen of zero thickness does not hamper this) yields the inequality
\begin{equation}
\Lambda_\dagger \|v; L^2(\Omega^0)\|^2 \leq \|\nabla_y v; L^2(\Omega^0)\|^2, \quad v \in \tilde{H}^1(\Omega^0; \Gamma),
\end{equation}

which means that there is no spectrum $\sigma^0$ below the threshold $\Lambda_\dagger$.

The following simple observation serves as a starting point for the asymptotic analysis done in §2: problem (1.13), (1.14) with the parameter $\lambda = \Lambda_\dagger$ admits the solution
\begin{equation}
w^0(x) = U_\dagger(y).
\end{equation}

Indeed, identities (1.13) are implied by (1.10), and the Neumann boundary condition on the two surfaces $\theta^0_{\pm}$ of the screen (1.9) is fulfilled because $\partial_\nu = \mp \partial_z = \mp \partial / \partial z$, but the function (1.17) does not depend on $z$.

In a free (without a screen) waveguide $\Omega$, besides (1.13), the Dirichlet problem (1.17) has yet another solution in the class of functions of polynomial growth as $z \to \pm \infty$, namely, the function
\begin{equation}
zU_\dagger(y).
\end{equation}

It turns out that problem (1.13), (1.14) also possesses a solution $w^1$ with a similar behavior at infinity (see Lemma 2.1). The formal asymptotic expressions of a possible eigenfunction $u^\epsilon_\dagger$ of problem (1.5)–(1.7) are sought in the form of a small perturbation of a linear combination of the solutions $w^0$ and $w^1$ (see Subsection 2 in §2); however, since the summands $w^q(x)$ do not decay properly at infinity, the initial asymptotic construction requires correction for large $|z|$ (see Subsection 3 in §2). There are two situations in which the construction of formal asymptotic expansions differ:
\begin{equation}
\int_{\theta} H(y) \left(\|\nabla_y U_\dagger(y)\|^2 - \Lambda_\dagger |U_\dagger(y)|^2\right) \, dy > 0
\end{equation}
and

\[ \int_{\theta} H(y) \left( |\nabla_y U_1(y)|^2 - \Lambda_1 |U_1(y)|^2 \right) dy = 0 \]

(see Subsections 2, 3, and 4 in §2). In any case, the final asymptotic formulas differ substantially (even in the order of the main correction term) from the asymptotic formulas for the solutions of spectral problems in bounded domains in the case of small perturbations of the boundary (see [3] Chapters 5, 6).

Many geometrical restrictions are adopted in order to simplify the presentation; possible generalizations are discussed in §4.

2. Sufficient conditions for the existence of the discrete spectrum. In the papers [8, 9], a variational method was described for the search of eigenvalues below the continuous spectrum threshold. This method, collected from several sources, consists mainly of two technical and easily implementable tricks. For the reader’s convenience, here we reproduce the corresponding calculations, for which the presence of the small parameter is irrelevant.

In accordance with [3] Chapter 10, the lower bound \( \sigma^\varepsilon \) of the operator \( A^\varepsilon \) is calculated by the formula

\[
\sigma^\varepsilon = \inf_{u^\varepsilon \in H^1(\Omega^\varepsilon; \Gamma)} \frac{\| \nabla_x u^\varepsilon; L^2(\Omega^\varepsilon) \|^2}{\| u^\varepsilon; L^2(\Omega^\varepsilon) \|^2}.
\]

It should be noted that the infimum in (1.19) is over the space \( \dot{H}^1(\Omega^\varepsilon; \Gamma) \) occurring in (1.8), but not over the domain of \( A^\varepsilon \), which is narrower; this is the advantage of the use of the results of [3], which reveal a bijection between the semibounded selfadjoint operators and the closed semibounded quadratic forms.

With the goal to arrive at a contradiction, suppose that the discrete spectrum is empty, i.e., \( \sigma^\varepsilon = \Lambda_1 \), by formula (1.19) and the unconditional identity \( \sigma^\varepsilon_{c} = [\Lambda_1, +\infty) \). Hence, by (1.19) we have the estimate

\[
\Lambda_1 \| u^\varepsilon; L^2(\Omega^\varepsilon) \|^2 \leq \| \nabla_x u^\varepsilon; L^2(\Omega^\varepsilon) \|^2, \quad u^\varepsilon \in \dot{H}^1(\Omega^\varepsilon; \Gamma),
\]

similar to (1.16). Here we plug the test function

\[ u^\varepsilon(x) = \exp(-\delta|z|)U_1(y), \]

where \( \delta \) is a small positive number. The decaying exponential factor ensures that \( u^\varepsilon \in \dot{H}^1(\Omega^\varepsilon; \Gamma) \). We have

\[
\| u^\varepsilon; L^2(\Omega^\varepsilon) \|^2 = \| u^\varepsilon; L^2(\Omega) \|^2 - \| u^\varepsilon; L^2(\Theta^\varepsilon) \|^2 = \int_{-\infty}^{+\infty} \exp(-2\delta|z|) \| U_1; L^2(\omega) \|^2 - \int_{\Theta^\varepsilon} \exp(-2\delta|z|) \| U_1(y) \|^2 dx
\]

\[
= \frac{1}{\delta} \int_{\Theta^\varepsilon} |U_1(y)|^2 dx + O(\delta),
\]

\[
\| \nabla_x u^\varepsilon; L^2(\Omega^\varepsilon) \|^2 = \frac{1}{\delta} \| \nabla_y U_1; L^2(\omega) \|^2 + \delta^2 \int_{-\infty}^{+\infty} \exp(-2\delta|z|) \| U_1; L^2(\omega) \|^2
\]

\[
- \int_{\Theta^\varepsilon} \exp(-2\delta|z|) \| \nabla_x u^\varepsilon(x) \|^2 dx = \frac{\Lambda_1}{\delta} - \int_{\Theta^\varepsilon} |\nabla_y U_1(y)|^2 dx + O(\delta).
\]

We have used (1.11). Substituting the above formulas in (1.20), we see that the terms of order of \( \delta^{-1} \) mutually cancel; the resulting inequality takes the form

\[
\int_{\Theta^\varepsilon} \left( |\nabla_y U_1(y)|^2 - \Lambda_1 |U_1(y)|^2 \right) dx \leq c\delta.
\]
If the integral on the left in (1.22) is positive, then the desired contradiction is reached for small $\delta$, i.e., the relation

\[(1.23)\quad I^\dagger(U^\dagger) := \int_{\Theta^\varepsilon} \left( |\nabla_y U^\dagger(y)|^2 - \Lambda^\dagger |U^\dagger(y)|^2 \right) \, dx > 0 \]

ensures that $\sigma^\varepsilon < \Lambda_1$, meaning that the discrete spectrum of $A^\varepsilon$ is nonempty and that $\lambda_1 = \sigma^\varepsilon$ is the smallest eigenvalue.

If $I^\dagger(U^\dagger) < 0$, then the variational method says nothing about the discrete spectrum, but if

\[(1.24)\quad I^\dagger(U^\dagger) = 0, \]

which is typical of curved screens of zero thickness, then we can still get information. As in [9], we modify the test function:

\[u^\varepsilon_\delta(x) = \exp(-\delta|z|)U^\dagger(y) + \sqrt{\delta}v(x);\]

here $v$ is an arbitrary smooth function with small support $\text{supp} \, v$ in a neighborhood of the screen $\Theta^\varepsilon$. Using (1.24) and (1.21), we reshape inequality (1.20) (which is true by assumption) as follows:

\[(1.25)\quad 2\sqrt{\delta}\Lambda^\dagger(U^\dagger, v)_{\Omega^\varepsilon} - c_v\delta \leq 2\sqrt{\delta}(\nabla_y U^\dagger, \nabla_y v)_{\Omega^\varepsilon} + c_v\delta. \]

Note that integration is over the compact set $\text{supp} \, v$, i.e., all integrals converge.

Now, recalling that $U^\dagger = u^\varepsilon_\delta|_{\delta=0} \in H^1(\omega; \partial\omega)$ solves problem (1.10), and applying the Green formula, we replace (1.25) with the inequality

\[\sqrt{\delta}(\partial_v U^\dagger, v)_{\partial\Theta^\varepsilon} \leq c_v\delta,\]

which can easily be made false for small $\delta > 0$ by choosing an appropriate function $v$, provided that the normal derivative of the “stationary” wave (1.17) does not vanish everywhere on $\theta^\varepsilon_{\pm}$, i.e., provided that

\[(1.26)\quad \partial_v U^\dagger \neq 0 \quad \text{on} \quad \theta^\varepsilon_{\pm} \cup \theta^\varepsilon_{\mp}. \]

The identity $\partial_v U^\dagger = 0$ a.e. on $\partial\Theta^\varepsilon$ is only possible if $\Theta^\varepsilon$ is a straight screen of zero thickness orthogonal to the $z$-axis or a union of such screens (cf. Subsection 1 in §4), i.e., if we rectify completely the screens in Figures 2b and 3b.

The asymptotic formulas of §2 will be checked against the two sufficient conditions (1.23) and (1.24), (1.26) for the discrete spectrum to be nonempty, obtained by the variational method.
3. Remarks on the asymptotic formulas for eigenvalues. The deduction of specific asymptotic formulas for the eigenvalues of a boundary value problem in a regularly or singularly perturbed domain depends heavily on the possibility of finding the exact solution of the arising limit problem. If we perturb a bounded domain, then the spectrum of the limit problem is discrete, the corresponding eigenvalues and eigenfunctions can be thought of as known, and we can try to find the asymptotic corrections via one or other method.

When we are dealing with boundary value problems in unbounded domains, the situation is different, because, as a rule, they have continuous spectrum, so that the limit problem may admit no exact solutions. Nevertheless, for some simple geometric shapes, we can find explicit solutions, which, though, are not eigenfunctions, because they do not decay properly at infinity. As two typical examples, we mention the cylinder $\Omega$ and the half-cylinder $\Omega^+ = \{ x \in \Omega : z > 0 \}$. In the first case the exact solutions have the form (1.17) and (1.18), while in the second they have the form (1.17) or (1.18) depending on what boundary conditions, Dirichlet or Neumann, are posed on the “end-wall” of the half-cylinder. These exact solutions were used repeatedly for finding asymptotic formulas for eigenvalues and trapped modes in the case of a regular or singular perturbation of the cylinder (see, e.g., [10, 11, 12, 13]), in the case where semistrips are connected by “opened windows” (see [14, 15, 16]), and also in singularly or regularly perturbed problems that describe the fall of a plane wave\(^1\) to a periodic surface or a chain of barriers (see, e.g., [17, 18, 19]).

The observation (discussed in Subsection 2 of §1) about the existence of two solutions of the limit problem in $\Omega \setminus \Theta^0$ (see formula (1.17) and Lemma 2.1 below) made it possible, in the present paper, to construct the asymptotic expressions for an eigenvalue and an eigenfunction generated by a thin screening barrier $\Theta^\varepsilon$ in a cylindrical waveguide. It should be emphasized that no formula is available for a solution that grows linearly at infinity, but the construction of asymptotic expressions does not require such an explicit formula.

The difference (already mentioned) between asymptotic representations of eigenvalues in bounded and unbounded domains can be illustrated by the example of the following mixed boundary value problem in the finite cylinder $\Omega_L = \omega \times (-L, L)$ with a cavity of the form (1.1):

$$
\begin{align*}
-\Delta_x v^\varepsilon(x) &= \kappa^\varepsilon v^\varepsilon(x), \quad x \in \Omega^\varepsilon_L = \Omega_L \setminus \Theta^\varepsilon, \\
v^\varepsilon(x) &= 0, \quad x \in \Gamma_L = \partial \omega \times (-L, L), \quad \partial_\nu v^\varepsilon(x) = 0, \quad x \in \partial \Omega \setminus \Gamma_L.
\end{align*}
$$

(1.27)

For clear reasons, the limit ($\varepsilon = 0$) problem (1.27) in the cylinder $\Omega^0_L = \Omega_L \setminus \Theta^0$ with cut has an eigenvalue $\kappa^0_1 = \Lambda_\dagger$, which gives rise to the eigenfunction

$$
v^0_1(x) = L^{-1/2} U_1(y)
$$

(1.28)

normalized in $L^2(\Omega^0_L)$.

Note that the function (1.28) is positive inside $\Omega^0_L$; hence, $\kappa^0_1$ is the first (smallest) eigenvalue, and it is simple (see, e.g., [2]).

By using the calculation in §2 and the asymptotic procedures presented in [7] Chapter 9 and §5.5, it is not hard to verify the following claims.

**Proposition 1.1.** The first eigenvalue $\kappa^\varepsilon_1$ of problem (1.27) admits the expansion

$$
\kappa^\varepsilon_1 = \Lambda_\dagger - \varepsilon L^{-1} \int_\Theta H(y) \left( |\nabla_y U_1(y)|^2 - \Lambda_1 |U_1(y)|^2 \right) dy + \tilde{\kappa}^\varepsilon_1.
$$

\(^1\)When quasiperiodicity conditions are posed (see, e.g., [4]), the Helmholtz equation in a half-plane reduces to the same equation in a half-strip.
If the integral occurring here vanishes, then this expansion can be specified as follows:

\[(1.30) \quad \kappa_1^\varepsilon = \Lambda_1^\varepsilon - \varepsilon^2 L^{-1} \int_{\Omega_L^0} \left( |\nabla x v'(x)|^2 - \Lambda_1^\varepsilon |v'(x)|^2 \right) \, dx + \tilde{\kappa}_1^\varepsilon,\]

where \(v'\) is a solution of the problem

\[-\Delta x v'(x) = \Lambda_1^\varepsilon v'(x), \quad x \in \Omega_L^0, \quad v'(x) = 0, \quad x \in \Gamma_L,\]

\[\pm \partial x v'(y, \pm L) = 0, \quad y \in \omega, \quad \mp \partial x v'(y, \pm 0) = -\nabla y H_\pm(y) \cdot \nabla y U_1(y), \quad y \in \theta.\]

The remainder terms in (1.29) and (1.30) satisfy, for instance, the estimates

\[|\kappa_1^\varepsilon| \leq c\varepsilon^{3/2}\]

and

\[|\tilde{\kappa}_1^\varepsilon| \leq c\varepsilon^{5/2}.\]

Remark 1.1. The quantity \(\Lambda_1\) serves as the first eigenvalue also for the mixed boundary-value problem in the entire cylinder \(\Omega_L^0\) (without cut). By the minimum principle (see, e.g., [3, Theorem 10.2.1]), we have

\[(1.31) \quad \kappa_1^\varepsilon = \inf_{v \in H^1(\Omega_L^0; \Gamma_L)} \frac{\|\nabla x v; L^2(\Omega_L^0)\|^2}{\|v; L^2(\Omega_L^0)\|^2}.\]

In the case of a screen of zero thickness, the space \(\tilde{H}^1(\Omega_L^0; \Gamma_L)\) is wider than \(\tilde{H}^1(\Omega_L; \Gamma_L)\) (jumps of functions on \(\Theta^\varepsilon\) are allowed), so that \(\kappa_1^\varepsilon < \Lambda_1\) by the minimum principle. This agrees with (1.30), because in Subsection 4 of §2 (see (2.39)) it will be shown that the integral in (1.30) is positive in this case.

In distinction to formulas (1.29) and (1.30), the asymptotic corrections for the eigenvalues of problem (1.5)–(1.7) in an infinite waveguide are of orders of \(\varepsilon^2\) and \(\varepsilon^4\), respectively (see Theorems 3.1 and 3.2), and cannot be obtained by the limit passage as \(L \to +\infty\). The ways of obtaining such corrections also differ. For a bounded domain, the correction formulas are deduced from the solvability conditions that serve problems for the lower order terms (see [6, 7], but in the case where the waveguide in question is unbounded, they are based on the natural condition of the trapped mode decay (see Subsection 3 of §2).

The justification of asymptotic formulas also requires a new approach, because the usual tool, the lemma about “near” eigenvalues and eigenfunctions [20], assumes that the problem operator is compact. By the present time, several approaches are developed to justification of asymptotic formulas (see, e.g., the papers [12]–[18] cited above); they invoke the Green function poles, the extended scattering matrix, and other tools. In this paper, the author prefers to employ the spectral theory techniques (see [3, Chapter 5 and 6]), because they are easy to use, do not require the compactness of the operator, and allow us to apply the same standard computations as when employing the classical lemma about “near eigenvalues.”

**§2. Formal asymptotic constructions**

1. Two solutions of the homogeneous limit problems at the threshold of the continuous spectrum. We want to make use of the results of the theory of elliptic boundary value problems in domains with cylinder-like outlets to infinity (see the key papers [21, 22, 23, 24] and also, e.g., the books [25, 26]). For this, we introduce the Sobolev space \(W^1_\beta(\Omega^0)\) with exponential weight as the completion of the linear set\(^2\)

The functions that are infinitely differentiable up to the boundary and have compact support in \(\overline{\Omega}^0\); jumps on the shores of cuts are allowed.
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see [27].

However, the passage to weak solutions meets no serious difficulties; moreover, it is known (see [21] and [25, Theorem 3.1.1]) that the operator of problem (2.2), viewed as a map from a space of functions that vanish on \( \Gamma = \partial \Omega \)

Having fixed the parameter \( \lambda \), we consider the nonhomogeneous problem (1.13), (1.14) stated as the integral identity

where (,) is the extension of the scalar product in \( L_2(\Omega^0) \) up to duality between the weighted Lebesgue spaces \( \text{W}^{0,\beta}(\Omega^0) \) and \( \text{W}^{-\beta}(\Omega^0) \) (note that \( \text{W}^{0,\beta}(\Omega^0) \subset \text{W}^{0}(\Omega^0) \) by (2.1)). In problem (2.2), given a linear functional \( f \in \text{W}^{1,\beta}(\Omega^0)^* \), we seek a function \( \text{W}^{1,\beta}(\Omega^0)^* \) that satisfies (2.2) for any test function \( w \in \text{W}^{1,\beta}(\Omega^0) \). If \( \beta = 0 \), then \( \text{W}^{1,0}(\Omega^0) = H^1(\Omega^0) \), and (2.2) becomes a usual variational problem. Then inequality (1.10) guarantees the unique solvability of this problem for \( \lambda < \Lambda_1 \). However, for \( \lambda \geq \Lambda_1 \) this property may fail; moreover, it is known (see [21] and [25, Theorem 3.1.1]) that the operator of problem (2.2), viewed as a map

(2.3)

\( \mathcal{A}^0_\beta : \text{W}^{1,0}(\Omega^0) \to \text{W}^{1,0}(\Omega^0)^* \),

even ceases to be Fredholm for \( \beta = 0 \). In spectral theory, this fact means precisely that \( \lambda \) belongs to the continuous spectrum of the operator \( \mathcal{A}^0 \); the Weyl singular sequence (see [31, §9.1]) can be constructed along the standard lines. For instance, for \( \lambda = \Lambda_1 \), the elements of such a sequence have the form \( N^{-1/2} X_2 N (z - 2N + 1) U_1(y) \), where \( N \in \mathbb{N} = \{1, 2, \ldots \} \), \( w^0 \) is the “stationary” wave (1.17), and \( X_R \) is a cutoff function with graph as in Figure 4 (the details can be found, e.g., in [27]).

The advantage of the general theory that we are going to apply is in the possibility to handle any weight indices \( \beta \) in formula (2.3). The operator \( \mathcal{A}^0_\beta \) turns out to be Fredholm for all \( \beta \in \mathbb{R} \) except for a countable collection of forbidden indices (among which we find \( \beta = 0 \) for \( \lambda \geq \Lambda_1 \)). In particular, \( \mathcal{A}^0_\beta \) is a Fredholm monomorphism for \( \beta \in (0, \beta^0) \) with a small \( \beta^0 > 0 \). We check that the kernel of \( \mathcal{A}^0_\beta \) is trivial (as to the Fredholm property itself, \( \mathcal{A}^0_\beta \) is Fredholm only if \( \beta \neq \pm \text{Re} \sqrt{\Lambda_p - \lambda} \), where \( p \in \mathbb{N} \) and \( \Lambda_1, \Lambda_2, \ldots \) are the eigenvalues of the Dirichlet problem (1.10) on the cross section \( \omega \); see [25, Chapters 2 and 4]).

As a rule, the theory of elliptic boundary value problems with cylindrical outlets to infinity deals with classically posed problems. However, the passage to weak solutions meets no serious difficulties; see [27].
The homogeneous \((f = 0)\) problem \((2.2)\) with \(\lambda = \Lambda_1\) cannot have a nontrivial solution \(w \in \mathring{W}_\beta^1(\Omega^0)\), i.e., \(A_\beta^0\) is a monomorphism for every \(\beta > 0\). Indeed, by \((1.16)\), for such a solution we have
\[
-\|\partial_z w; L_2(\Omega^0)\|^2 = \|\nabla_y w; L_2(\Omega^0)\|^2 - \Lambda_1 \|w; L_2(\Omega^0)\|^2 \geq 0,
\]
whence \(\partial_z w = 0\), and \(w = 0\) because of decay at infinity.

Since \(A_{-\beta}^0\) is the adjoint to \(A_\beta^0\), the operator \(A_\beta^0\) is an epimorphism for any \(\gamma < 0\). In other words, if \(\beta > 0\) and \(f \in \mathring{W}_\beta^1(\Omega^0)^*\), then problem \((2.2)\) admits at most one solution \(w \in \mathring{W}_\beta^1(\Omega^0)\) decaying exponentially at infinity, and if \(\gamma < 0\), then for any right-hand side \(f \in \mathring{W}_\gamma^1(\Omega^0)^*\) problem \((2.2)\) has a solution \(w \in \mathring{W}_\gamma^1(\Omega^0)\) that may have a certain exponential growth at infinity.

Now we apply the theorem on the index increment (see \([25]\) Theorem 4.3.3)), which shows that, in the case under consideration, for all small (hence, not forbidden) indices \(\beta > 0\) we have
\[
\text{Ind} A_{-\beta}^0 = \text{Ind} A_\beta^0 + N_\varkappa = \text{Ind} A_\beta^0 + 4,
\]
where \(N = 2\) is the number of exits to infinity \((z \to \pm \infty)\) for the domain \(\Omega^0\), and \(\varkappa = 2\) is the dimension of the subspace of the polynomial \((in z)\) solutions of the homogeneous Dirichlet problem in the cylinder \(\Omega = \omega \times \mathbb{R}\) for the Helmholtz operator \(-\Delta_x - \Lambda_1\) (it is easily seen that \((1.17)\) and \((1.18)\) are the only \textit{“polynomial”} solutions). We have
\[
\text{Ind} A_\beta^0 = \dim \ker A_\beta^0 - \dim \text{coker} A_\beta^0,
\]
where \(\ker A_\beta^0\) and \(\text{coker} A_\beta^0 = \ker A_{-\beta}^0\) are the kernel and the cokernel of \(A_\beta^0\) and, by the said above,
\[
\text{Ind} A_{-\beta}^0 = - \text{Ind} A_\beta^0, \quad \dim \ker A_{-\beta}^0 = \dim \text{coker} A_{-\beta}^0 = 0.
\]
Summarizing, we see that
\[
(2.4) \quad \dim \ker A_{-\beta}^0 = \text{Ind} A_{-\beta}^0 = 2.
\]

Clearly, \(w^0 = U_1 \in \mathring{W}_{-\beta}^1(\Omega^0)\), but \((2.4)\) implies that the homogeneous problem \((2.2)\) has yet another solution \(w^0\) linearly independent of \(w^0\) and belonging to the space \(\mathring{W}_{\gamma}^1(\Omega^0)\) for every negative weight index \(\gamma\). Using the theorem on asymptotic behavior from \([21]\) (see \([25]\) Theorem 3.1.4)) and recalling the said above about polynomial solutions of the Helmholtz equation in the cylinder \(\omega \times \mathbb{R}\), we deduce the representation
\[
(2.5) \quad w^0(x) = \sum_{\pm} (1 - \chi(z)) \left( c_{0}^+ + c_{1}^+ z \right) U_1(y) + \tilde{w}(x),
\]
where \(\chi \in C^\infty(\mathbb{R})\) is a cutoff function, \(\chi(z) = 0\) for \(z > 1\), \(\chi(z) = 1\) for \(z < 0\), the \(c_{i}^+\) are some coefficients, and \(\tilde{w} \in \mathring{W}_{\gamma}^1(\Omega^0)\) is an exponentially decaying remainder. To determine the coefficients \(c_{1}^+\), we apply the method of \([22]\) (see also \([25]\) §3.2)), substituting \(w^0\) and \(w^0\) in the Green formula on the set \(\Omega_R^0 = \{x \in \Omega^0 : |z| < R\}\), which is a long, but finite cylinder with screen:
\[
0 = \int_{\Omega_R^0} \left( w^0(x)(\Delta_x w^0(x) + \Lambda_1 w^0(x)) - w^0(x)(\Delta_x w'(x) + \Lambda_1 w'(x)) \right) dx
\]
\[
= \int_{\omega} \left( w^0(y,R)\partial_x w^0(y,R) - w^0(y,R)\partial_x w'(y,R) \right) dy
\]
\[
= \sum_{\pm} c_{1}^+ \int_{\omega} |U_1(y)|^2 dy + O(\exp(-R\beta)) = c_{1}^+ - c_{1}^+ + O(\exp(-R\beta)).
\]
Passing to the limit as $R \to +\infty$, we see that $c_1^- = c_1^+$. Now we show that the relation $c_1^+ = 0$ is impossible. Putting

$$w'(y, z) = W'(z)U_1(y) + w^\perp(y, z), \quad W'(z) = \int_\omega w'(y, z)U_1(y) \, dy,$$

we multiply $w'$ by the cutoff function

$$\chi_R(z) = \chi(R + z)\chi(R - z), \quad 0 \leq \chi_R \leq 1$$

(see its graph in Figure 5); here $\chi$ is the same cutoff function as in (2.5). We take the result $v = \chi_RW^0 \in \tilde{H}^1(\Omega^0, \Gamma)$ for the role of a test function in (2.2) with $f = 0$. Since formulas (1.11) and (2.7) show that

$$\int_\omega w^\perp(y, z)U_1(y) \, dy = 0 \quad \text{for a.e.} \quad z \in \mathbb{R}$$

and moreover,

$$(\chi_RW'\nabla_yU_1, \nabla_yw')_{\Omega^0} - \Lambda_1(\chi_RW'U_1, w')_{\Omega^0} = - (\chi_RW'(\Delta_yU_1 + \Lambda_1U_1), w')_{\Omega^0} = 0,$$

we have

$$0 = (\chi_R\nabla_xw', \nabla_xw')_{\Omega^0} - \Lambda_1(\chi_Rw', w')_{\Omega^0} + (\nabla_xw', \nabla_x\chi_Rw')_{\Omega^0}$$

$$= \int_{\Omega^0} \chi_R(z)|\partial_zW'(z)|^2|U_1(y)|^2 \, dx + \int_{\Omega^0} \chi_R(z)|\nabla_xw^\perp(x)|^2 \, dx$$

$$- \Lambda_1 \int_{\Omega^0} \chi_R(z)|w^\perp(x)|^2 \, dx + \int_{\Omega^0} w'(x)\partial_z\chi_R(z)\partial_zw'(x) \, dx.$$

Two facts should be taken into account. First, since it has been assumed that $c_1^+ = 0$, formula (2.5) shows that the derivative $\partial_z\chi_R(y, z)$ decays exponentially as $z \to \pm\infty$, and $\partial_z\chi_R(z) \neq 0$ only if $|z| \in [R - 1, R]$. Therefore,

$$\left| \int_{\Omega^0} w'(x)\partial_z\chi_R(z)\partial_zw'(x) \, dx \right| \leq c \exp(-\beta R).$$

Second, for the function $w^\perp$, which satisfies the orthogonality condition (2.9) on the cross section $\omega$, the Poincaré inequality is true:

$$\int_\omega |
abla_yw^\perp(y, z)|^2 \, dy \geq \Lambda_2 \int_\omega |w^\perp(y, z)|^2 \, dy \quad \text{for a.e.} \quad z \in \mathbb{R},$$

where $\Lambda_2 > \Lambda_1 = \Lambda_1$ is the second eigenvalue of problem (1.10). We multiply (2.11) by $\chi_R(z)$ and integrate over $z \in \mathbb{R}$ (the cut $\Theta^0$ occurring in $\Omega$ does not impede this), obtaining

$$\int_{\Omega^0} \chi_R(z)|\nabla_xw^\perp(y, z)|^2 \, dx \geq \Lambda_2 \int_{\Omega^0} \chi_R(z)|w^\perp(y, z)|^2 \, dx.$$

So, formula (2.10) implies the relation

$$0 \geq (\Lambda_2 - \Lambda_1)||\chi_R^{1/2}w^\perp; L_2(\Theta^0)||^2 + C \exp(-\beta R) \quad \text{as} \quad R \to +\infty,$$

whence $w^\perp = 0$. It remains to observe that the function $w'(y, z) = W(z)U_1(y)$ can solve problem (1.13) with $\lambda = \Lambda_1$ only if $W(z) = \text{const}$, but since the solution $w^\perp$ is linearly independent of $w^0$, it cannot be proportional to $w^0 = U_1$, so that the supposition $c_1^+ = 0$ is false. To normalize the second solution, we put

$$w^1(x) = (c_1^\pm)^{-1}\left( w'(x) - \frac{1}{2}(c_0^+ + c_0^-) \right).$$

**Lemma 2.1.** For small $\beta > 0$, every solution $w \in \tilde{W}^{1,\beta}(\Omega^0)$ of the homogeneous $(f = 0)$ problem (2.2) is a linear combination of the solutions (1.17) and (2.13).
Remark 2.1. The boundary of the domain $\Omega^0$ has irregularities only on the edge $\partial^0 = \{(y, z) : y \in \partial\Theta, z = 0\}$ of the screen $\Theta^0$, i.e., the solution $w^1$ is smooth everywhere except a neighborhood $\mathcal{V}$ of this edge. The weighted Hölder estimates (see [23] and also [25] §3.6) for solutions of elliptic boundary value problems in cylindrical domains show that the asymptotic representation (2.5) for the special solution (2.13) can be rewritten as follows:

$$\left|\nabla^k_x (w^1(x) - zU_1(y) \mp b)\right| \leq c_k(d) \exp(\mp z\sqrt{\Lambda_2 - \Lambda_1}) \text{ for } \pm z > d.$$ 

Here $k \in \mathbb{N}_0 = \{0, 1, 2, \ldots\}$, $d$ is an arbitrary positive number, and $b = \frac{1}{2}(c^0_1)^{-1}(c_0^1 - c_0^-)$ is a constant depending on the shape of the screen $\theta$ and the cross section $\omega$.

2. The main correction term in asymptotic formulas for eigenfunction. The set $\partial_0^\ast$ should be viewed as a regular perturbation of the $(n - 1)$-dimensional screen $\Theta^0$ (see [7] §5.5); therefore, it is reasonable to adopt the following asymptotic Ansatz:

$$u^\varepsilon(x) = w^0(x) + \varepsilon w'(x) + \cdots.$$ 

The role of the leading term of the asymptotic expansion for a possible eigenfunction $u^\varepsilon \in \tilde{H}^1(\Omega^\varepsilon; \Gamma)$ is played by the solution (1.17) of the limit problem (1.12), (1.14) with the “best” behavior at infinity (i.e., the bounded solution; note that the solution $w^1$ has linear growth). Nevertheless, the function $w^1$ will be employed in the next section for constructing the final form of the correction term $w'$. It should be emphasized that, in any case, the asymptotic Ansatz (2.15) will need substantial correction, because the eigenfunction (trapped mode) must belong to the Sobolev space, and hence, must decay exponentially at infinity.

The unit vector $\nu_\pm^\varepsilon(y)$ normal to the surfaces of the screen (1.4), outward relative to the domain $\Omega^\varepsilon = \Omega \setminus \Omega^0$, looks like this:

$$\nu_\pm^\varepsilon(y) = [1 + \varepsilon^2|\nabla y H_\pm(y)|^2]^{-1/2} (\varepsilon \nabla y H_\pm(y), \mp 1).$$ 

Hence, the operator of differentiation along the normal satisfies the relation

$$[1 + \varepsilon^2|\nabla y H_\pm(y)|^2]^{1/2} \partial_{\nu} = \mp \partial_2 + \varepsilon \nabla y H_\pm(y) \cdot \nabla_y.$$ 

Here and in the sequel, the dot means the scalar product in $\mathbb{R}^{n-1}$.

We substitute (2.15) in the boundary condition (1.7) on the surfaces (1.4). Besides the fact that the differential operator (2.17) depends on the parameter $\varepsilon$, we must take into account the deviation of the surface $\Theta_\pm^\varepsilon$ from the limit position $\Theta_\pm^0 = \Theta \times \{\pm 0\}$; hence, we must carry the data over to the rectified screen (this is easy at the first step of the algorithm, but in the sequel, in §4, we shall need the Taylor formula). Thus,

$$[1 + \varepsilon^2|\nabla y H_\pm(y)||^2]^{1/2} \partial_{\nu} u^\varepsilon(y, \pm \varepsilon H_\pm(y)) = \varepsilon(\mp \partial_2 w'(y, \pm 0) + \nabla y H_\pm(y) \cdot \nabla_y U_1(y)) + \cdots.$$ 

Equating the leading term of the discrepancy (2.18) to zero, we make the correction $w'$ subject to the following boundary conditions:

$$\mp \partial_2 w'(y, \pm 0) = -\nabla_y H_\pm(y) \cdot \nabla_y U_1(y), \quad y \in \theta.$$ 

Assuming that $\lambda^\varepsilon = \Lambda_1 + o(\varepsilon)$ (this assumption will be justified formally in the next section and completely in §3), we show that the differential equation (1.3) and the boundary condition (1.6) imply the relations

$$-\Delta_x w'(x) = \Lambda_1 w'(x), \quad x \in \Omega^0, \quad w'(x) = 0, \quad x \in \Gamma.$$ 

In accordance with what was said in the preceding section about the operator of problem (2.2) and the asymptotic representations of its solutions, problem (2.20), (2.19) (the statement of which as an integral identity is obvious) has a solution (2.5) of linear
growth at infinity, which is determined up to a linear combination $C_0'w^0 + C_1'w^1$. Using (1.17) and (2.14), we see that the coefficients of this linear combination can be chosen in such a way that

$$\begin{align*}
|\nabla_x^k(w'(x) \mp (b'_0 + b'_1 z)U_1(y))| &\leq c_{dk} \exp\left(\mp z\sqrt{\lambda_2 - \lambda_1}\right) \text{ for } \pm z > d,
\end{align*}$$

where $d > 0$ is an arbitrary number (see Remark 2.1). Indeed, in the formula $w' = w' + C_1'w + C_0'w^0$, where $w'$ is a particular solution, we can choose $C_1'$ so that the factors become equal as $\pm z \to +\infty$, and then $C_0'$ is chosen so that $w'(y, z) \mp b'_1 z \to \pm b'_0$ as $\pm z \to +\infty$.

The coefficient $b'_1$ that has emerged will be computed with the help of the method of [22] (cf. the calculations (2.6)):

$$
2b' = \lim_{R \to \infty} \sum_{\pm} \pm \int_\omega U_1(y) \partial_z w'(y, \pm R) \, dy
$$

$$
= \lim_{R \to \infty} \left( \int_{\Omega_R} U_1(y)(\Delta_x w'(x) + \Lambda_1 w'(x)) \, dx + \sum_{\pm} \pm \int_\theta U_1(y) \partial_z w'(y, \pm 0) \, dy \right)
$$

$$
= \sum_{\pm} \pm \int_\theta U_1(y) \nabla_y H_\pm(y) \cdot \nabla_y U_1(y) \, dy = \int_\theta U_1(y) \nabla_y H(y) \cdot \nabla_y U_1(y) \, dy
$$

$$
= - \int_\theta H(y)|\nabla_y U_1(y)|^2 \, dy - \int_\theta H(y)U_1(y)\Delta_y U_1(y) \, dy
$$

$$
= - \int_\theta H(y)(|\nabla_y U_1(y)|^2 - \Lambda_1|U_1(y)|^2) \, dy =: -J'_1(H).
$$

Here $H$ is the screen thickness function (1.2), and in the last transformations we have used (1.3) and the Helmholtz equation

$$
-\Delta_y U_1(y) - \Lambda_1 U_1(y) = 0, \quad y \in \omega,
$$

for the eigenfunction $U_1$ of problem (1.10).

**Remark 2.2.** The integral in the sufficient condition (1.23), obtained by the variational method [8, 9], is equal to

$$
I_1(\Theta^\varepsilon) = \varepsilon \int_\theta H(y)(|\nabla_y U_1(y)|^2 - \Lambda_1|U_1(y)|^2) \, dy + O(\varepsilon^2).
$$

A similar expression $J'_1(H)$ appeared in (2.22).

In the sequel we distinguish the situations where $J'_1(H) > 0$ and $J'_1(H) = 0$; in either case we shall find eigenvalues on the interval $(0, \Lambda_1)$; the situation with $J'_1(H) < 0$ is discussed in Remarks 2.3 and 3.3.

### 3. The main correction term in the asymptotic expansion for an eigenvalue.

Suppose that

$$
J'_1(H) = \int_\theta H(y)(|\nabla_y U_1(y)|^2 - \Lambda_1|U_1(y)|^2) \, dy > 0.
$$

Then we adopt the following asymptotic Ansatz for the eigenvalue $\lambda^\varepsilon \in (0, \Lambda_1)$ of problem (1.8):

$$
\lambda^\varepsilon = \Lambda_1 - \varepsilon^2 \mu + \cdots;
$$
We have applied the Taylor formula (2.33)

\[ J_4 \]

The degenerate case.

Suppose that \( s \) solves the problem (2.20), (2.21) with \( \mu \) here

\[ T \]

for our asymptotic analysis. By (1.17) and (2.21), we can write

\[ w^0 + \varepsilon w' = U_1(y) \left( 1 \pm \varepsilon (b'_1 z + b'_0) + O(\exp(-|z|\sqrt{\Lambda_2 - \Lambda_1})) \right), \]

\( z \to \pm \infty \).

Consequently, putting

\[ c^0_\pm = 1, \quad c'_\pm = \pm b'_0, \]

\[ \sqrt{\mu'} = -b'_1 \quad \Rightarrow \quad \mu' = (b'_1)^2 = \frac{1}{4} J'_1(H)^2, \]

we make the leading terms in (2.26) and (2.27) identical. Thus, we have found (so far formally) the correction to the representation (2.25) of the eigenvalue \( \lambda^c \).

Remark 2.3. The conclusion (2.29) is possible only if \( b'_1 < 0 \), which is ensured by the calculation (2.22) and the assumption (2.23). If the inequality opposite to (2.24) is fulfilled, and hence \( b'_1 > 0 \), then repetition of calculations gives nothing valuable, because \( \sqrt{\mu'} \) becomes negative and formula (2.26) turns out to be meaningless.

4. The degenerate case. Suppose that

\[ J'_1(H) = \int_H H(y) \left( |\nabla_y U_1(y)|^2 - \Lambda_1 |U_1(y)|^2 \right) dy = 0. \]

Then, formulas (2.24) and (2.22) show that problem (2.20), (2.21) has a bounded solution and, moreover, in (2.25) we have \( \mu' = 0 \), so that we cannot ensure (even formally) that \( \lambda^c \in (0, \Lambda_1) \).

We modify the asymptotic formulas (2.15) and (2.25):

\[ u^c(x) = w^0(x) + \varepsilon w'(x) + \varepsilon^2 w''(x) + \cdots, \]

\[ \lambda^c = \Lambda_1 - \varepsilon^4 \mu'' + \cdots. \]

Using (2.16) and (2.17), we refine relation (2.18) as follows:

\[ \left[ 1 + \varepsilon^2 |\nabla_y H_\pm(y)|^2 \right]^{1/2} \partial_y u^c(y, \pm \varepsilon H_\pm(y)) \]

\[ = \varepsilon \left( \partial_z w'(y, \pm 0) + \nabla_y H_\pm(y) \cdot \nabla_y U_1(y) + \varepsilon^2 \left( \partial_z w''(y, \pm 0) + \nabla_y H_\pm(y) \partial_y w'(y, \pm 0) - H_\pm(y) \partial_z^2 w'(y, \pm 0) \right) \right) + \cdots. \]

We have applied the Taylor formula

\[ \partial_z w'(y, \pm H_\pm(y)) = \partial_z w'(y, \pm 0) + \varepsilon H_\pm(y) \partial_z^2 w'(y, \pm 0) + \cdots. \]

The first term on the right in (2.33) was already taken into account in the boundary condition (2.19). The second term (the coefficient of \( \varepsilon^2 \)) vanishes if the function \( w'' \) solves the problem

\[ -\Delta_x w''(x) = \Lambda_1 w''(x), \quad x \in \Omega^0, \quad w''(x) = 0, \quad x \in \Gamma, \]

\[ \pm \partial_z w''(y, \pm 0) = -\nabla_y H_\pm(y) \cdot \nabla_y w'(y, \pm 0) + H_\pm(y) \partial_z^2 w'(y, \pm 0), \quad y \in \theta. \]
Assume (see the end of the section) that the right-hand sides of the boundary conditions (2.35) give rise to a continuous functional belonging to $\tilde{H}^1(\Omega_0^0; \Gamma)^*$,

$$\tilde{H}^1(\Omega_0^0; \Gamma) \ni v \mapsto \sum_{\pm} \int_{\gamma} v(y, \pm 0)(\nabla_y H_\pm(y) \cdot \nabla_y w'(y, \pm 0) - H_\pm(y)\partial_z^2 w'(y, \pm 0)) \, dy.$$  

Then, for the same reasons as in the preceding sections, problem (2.34), (2.35) admits a solution with linear growth at infinity, and we have inequalities similar to (2.21):

\begin{equation}
|\nabla_z^k w''(x)| \leq (b''_0 + b''_1 |z|)U_1(y) \leq c_{d_k} \exp\left(\mp z\sqrt{\Lambda_2 - \Lambda_1}\right) \quad \text{for } \pm z > d
\end{equation}

(cf. the text after (2.21)). Repeating the calculations (2.22), we find

\begin{equation}
2b'' = \sum_{\pm} \int_{\gamma} U_1(y) \left(\nabla_y H_\pm(y) \cdot \nabla_y w'(y, \pm 0) - H_\pm(y)\partial_z^2 w'(y, \pm 0)\right) \, dy.
\end{equation}

We transform the right-hand side:

\begin{align*}
2b' &= \sum_{\pm} \int_{\gamma} U_1(y) \left(\nabla_y H_\pm(y) \cdot \nabla_y w'(y, \pm 0) + H_\pm(y)(\Delta_y w'(y, \pm 0) + \Lambda_1 w'(y, \pm 0))\right) \, dy \\
&= \sum_{\pm} \int_{\gamma} w'(y, \pm 0) \left[H_\pm(y)(\Delta_y U_1(y) + \Lambda_1 U_1(y)) + \nabla_y H_\pm(y) \cdot \nabla_y U_1(y)\right] \, dy \\
&= \sum_{\pm} \int_{\gamma} w'(y, \pm 0) \partial_z w'(y, \pm 0) \, dy \\
&= -\int_{\Omega_0^0} \left(|\nabla_z w'(x)|^2 - \Lambda_1 |w'(x)|^2\right) \, dx + o(1), \quad R \to +\infty.
\end{align*}

As an explanation, we note that in the second line we used the integration by parts formula on the $(n - 1)$-dimensional domain $\gamma$, and the requirement (1.3) ensured the vanishing of the boundary integrals over $\partial \gamma$, while in the third and fourth lines we employed the Helmholtz equation (2.23) and the boundary condition (2.19). In the final lines, we integrated by parts once again, now in the finite cylinder $\omega \times (-R, R)$ with screen $\Theta^0$, and invoked the asymptotic formula (2.21) with $b'_1 = 0$ and with an exponentially decaying remainder term.

In the last integral in (2.38), we apply the expansion (2.1); by the orthogonality condition (2.9) and inequality (2.12), we have

\begin{align*}
\int_{\Omega_R^0} \left(|\nabla_z w'(x)|^2 - \Lambda_1 |w'(x)|^2\right) \, dx \\
&= \int_{\Omega_R^0} |\partial_z W'(z)|^2 |U_1(y)|^2 \, dx + \int_{\Omega_R^0} \left(|\nabla_z w'(x)|^2 - \Lambda_1 |w'(x)|^2\right) \, dx \\
&\geq \int_{-R}^R |\partial_z W'(z)|^2 \, dz + (\Lambda_2 - \Lambda_1) \int_{\Omega_R^0} |w'(x)|^2 \, dx.
\end{align*}

The last sum of integrals can be zero only if $W'(z) = c'$ and $w' = 0$, i.e., if $w' = c'w^0$, which is impossible. Thus, passing to the limit as $R \to +\infty$ (we can do this due to
Comparing this with the expansion (2.40), we did not pay due attention to the convergence of the integrals over the slice $\vartheta^0$ and (2.38) we did not pay due attention to the convergence of the integrals over the slice $\vartheta^0$. This convergence is ensured by the assumption (1.3) and the next claim, which is implied by the results of [28, 29, 30] (see also [25, Chapter 8 and 9]) and extends Remark 2.1.

**Lemma 2.2.** In a neighborhood $V$ of the edge $\vartheta^0$ of the screen $\Theta^0$, the solutions $w'$ and $w''$ of problems (2.20), (2.21) and (2.23) satisfy the estimates

$$|w''(x)| \leq c_0, \quad |\nabla^k w''(x)| \leq c_{k, \delta} \rho(x)^{-\delta-k+1/2}, \quad k \in \mathbb{N},$$

where $\rho(x) = \text{dist}(x, \partial \vartheta^0)$, and $\delta$ is an arbitrary positive number; generally speaking, for $w''$ we have $c_{k, \delta} \to +\infty$ as $\delta \to +0$.

Estimates (2.43) show that the integrand $U_1(y) \partial_x w'(y, \pm 0)$ in (2.22) has a singularity $O(\rho^{-\delta-1/2})$, so that all the integrals converge. Moreover, since

$$|\nabla_y H_{\pm}(y) \cdot \nabla w'(y, \pm 0)| + |w'(y, \pm 0) \partial_x w'(y, \pm 0)| \leq c \rho(y, 0)^{-\delta-1/2},$$

$$|H_{\pm}(y) \nabla^2 w'(y, \pm 0)| \leq c \rho(y, 0)^{-\delta-3/2} = c \rho(y, 0)^{-\delta-1/2},$$

no convergence problems arise also in (2.38).

§3. Justification of asymptotic formulas

1. The global asymptotic construction. Now we try to justify the formal asymptotic analysis presented in Subsections 2 and 3 of §2. As an approximation to the eigenvalue we take the difference

$$\mathcal{L}^\varepsilon \frac{\varepsilon}{\Lambda_1} = \Lambda_1 - \varepsilon^2 \mu' \in (0, \Lambda_1),$$
where $\mu'$ is the positive correction (2.29). The global approximation to the eigenfunction looks like this:

$$U^\varepsilon_1(y) = X_{1/\varepsilon}(y)(w^0(y) + \varepsilon w'(y)) + \sum \chi_\pm(z)(c^0_\pm + \varepsilon c'_\pm) \exp(\mp \varepsilon z \sqrt{\mu'}) U_1(y)$$

$$(3.2)$$

$$- \sum \chi_\pm(z) X_{1/\varepsilon}(z)(c^0_\pm + \varepsilon (c'_\pm \mp c^0_\pm z \sqrt{\mu'})) U_1(y).$$

We have applied an asymptotic construction with overlapping cutoff functions (see [31] and also [7, §2.1] and [32]). The graphs of the cutoff functions

$$(3.3)$$

$$\chi_\pm(z) = \chi(z - 1), \quad X_{1/\varepsilon}(z) = \chi(z + 1/\varepsilon)$$

are depicted in Figures 5 and 4, where we should put $R = 1/\varepsilon$, and $\chi$ is the standard cutoff function introduced after (2.5). The coefficients $c^0_\pm$ are given by identities (2.28), which ensure the correlation of (2.26) and (2.27). In the subtrahend (the last sum in (3.2)) we have collected all terms involved in correlation; in what follows, when we commute differential operators and the cutoff functions $\chi_\pm$ or $X_{1/\varepsilon}$, this subtrahend will be absorbed (accordingly) by the first or the second term on the right in (3.2), which will ensure the discrepancies being small.

Remark 3.1. If $H_\pm > 0$ (see Figure 1a), then the function $w'$, given initially on $\Omega^0$, is defined also on the perturbed domain $\Omega^\varepsilon \subset \Omega^0$, but if the profile functions $H_\pm$ are arbitrary, then the inclusion $\Omega^\varepsilon \subset \Omega^0$ may fail (cf. Figure 1b), and the summation $w'(x)$ needs interpretation. By Lemma 2.2, the solution $w'$ of problem (2.20), (2.19) admits extension through the surfaces $\Theta^\varepsilon_\pm$ of the screen $\Theta^0$ to the lenses $\Theta^\varepsilon_\pm = \{x \in \Theta^\varepsilon : \mp z > 0\}$; the parameter $h_\Theta > 0$ can be chosen so that the biconvex lens $\Theta^\varepsilon = \{x \in \Omega^0 : \rho(x) < c_0 \varepsilon\}$ includes the screen $\Theta^\varepsilon$. In the middle zone of the screen $\Theta^0$ we can do extensions, e.g., with the help of the Taylor formula, i.e.,

$$\hat{w}'(y, z) = \sum_{j=0}^N \frac{z^j}{j!} \frac{\partial^j w'}{\partial z^j}(y, \mp 0), \quad (y, z) \in \Theta^\varepsilon_\pm \setminus \mathcal{V}.$$  

Near the edge $\theta^0$, a similar Taylor formula is applied relative to the angle variable $\varphi \in (-\pi, \pi)$, where $(\rho, \varphi)$ is the system of polar coordinates on the planes orthogonal to the edge. Thus, using a cutoff functions $\chi_\Theta \in C^\infty(\theta)$ that is equal to 1 near $\partial \Theta$ and provides, together with $1 - \chi_\Theta$, a partition of unity on $\theta^0$, we obtain

$$(3.4)$$

$$\hat{w}'(y, z) = (1 - \chi_\Theta(y)) \sum_{j=0}^N \frac{z^j}{j!} \frac{\partial^j w'}{\partial z^j}(y, \mp 0) + \sum_{j=0}^N \left. \frac{(\phi \mp \pi)^j}{j!} \frac{\partial^j (\chi_\Theta w')}{\partial \phi^j}(y, z) \right|_{\phi = \mp \pi}.$$  

It should be emphasized that we extend not to the cylinder $\Omega$ itself, but to some set not embedded in $\mathbb{R}^n$ (cf. Figure 6). For any shape of $\Theta^\varepsilon_\pm$, the extension $\hat{w}'$ is defined in the domain $\Omega^\varepsilon$; it is smooth outside the neighborhood $\mathcal{V}$ of the edge $\theta^\varepsilon = \theta^0$, and inside

![Figure 5. The cutoff functions $\chi_{\pm}(z)$](attachment://figure5.png)
ASYMPTOTIC FORMULAS FOR TRAPPED MODES AND FOR EIGENVALUES

Figure 6. Extension (c) from the left half (a) of the waveguide in Figure 1a; for the right half (b) no extension is needed.

\[ V \text{ it still admits estimates like (2.43). Finally, by enlarging the number } N \in \mathbb{N} \text{ in the definition (3.4), we can arrange that equation (2.20) be preserved on each of the two lenses with an accuracy prescribed in advance:} \]

\[ |\Delta_x w'(x) + \Lambda^\top w'(x)| \leq c\varepsilon^{N-2}\rho(x)^{-\delta-3/2}. \]

2. Discrepancy estimate in the spectral problem. We want to estimate the discrepancy of the asymptotic approximations (3.2) and (3.1) in the variational problem (1.8):

\[ \delta = \sup |(\nabla_x U^\varepsilon_1, \nabla_x v^\varepsilon_1)_{\Omega^\varepsilon} - L^\varepsilon_1(U^\varepsilon_1, v^\varepsilon_1)_{\Omega^\varepsilon}| \]

\[ = \sup |(\Delta_x U^\varepsilon_1 + L^\varepsilon_1(U^\varepsilon_1, v^\varepsilon_1)_{\Omega^\varepsilon} - \sum_\pm (\partial_{\nu} U^\varepsilon_1, v^\varepsilon_1)_{\theta^\varepsilon_\pm}|. \]

The supremum is taken over all \( \varepsilon \in \dot{H}^1(\Omega^\varepsilon; \Gamma) \) such that \( \|
abla_x v^\varepsilon; L_2(\Omega^\varepsilon)\| = 1 \).

Remark 3.2. By (1.12), we have

\[ \|v^\varepsilon; L_2(\Omega^\varepsilon)\| + \sum_\pm \|v^\varepsilon; L_2(\theta^\varepsilon_\pm)\| \leq C\|
abla_x v^\varepsilon; L_2(\Omega^\varepsilon)\| = C. \]

As before, the constant \( C \) depends neither on \( v^\varepsilon \in \dot{H}^1(\Omega^\varepsilon; \Gamma) \), nor on \( \varepsilon \in (0, 1] \). The verification of (1.15) is standard. By the Friedrichs inequality (1.15) and a similar inequality on the domain \( \omega \setminus \theta \), integrated additionally over the variable \( z \), the quantity \( c\|
abla_x v^\varepsilon; L_2(\Omega^\varepsilon)\|^2 \) dominates the \( L_2 \)-norm of \( v^\varepsilon \) on the union of the sets \( \omega \times (-\infty, -R), \omega \times (R, +\infty), \) and \( (\omega \setminus \theta) \times (-R, R) \). Observe the simple one-dimensional inequality

\[ |v^\varepsilon(y, \varepsilon H_+(y))|^2 + \int_{\varepsilon H_+(y)}^R |v^\varepsilon(y, z)|^2 \, dz \leq c\left( \int_{\varepsilon H_+(y)}^R \left| \frac{\partial v^\varepsilon}{\partial z}(y, z) \right|^2 \, dz + \int_{-R}^{R} |v^\varepsilon(y, z)|^2 \, dz \right) \]

with constant \( c \) independent of \( \varepsilon \leq 1 \); after integration over \( \omega \setminus \theta \supset y \), it extends the \( L_2 \)-estimate to the set \( \{(y, z) : y \in \theta, \varepsilon H_+(y) < z < R\} \) and, at the same time, provides the majorant in (3.7) for the norm \( \|v^\varepsilon; L_2(\theta^\varepsilon_+)\| \), because on the surface \( \theta^\varepsilon_+ \) the Jacobian indicated in (2.16) is bounded uniformly in \( \varepsilon \leq 1 \). It remains to repeat the last phrases for \( H_- \) in place of \( H_+ \).
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We return to the discrepancy (3.6). We have
\[
\Delta_x U_1^i(x) + \mathcal{L}_i^0 U_1^i(x) = X_{1/\varepsilon}(z) \left( \Delta_x w^0(x) + \Lambda_1 w^0(x) + \varepsilon \left( \Delta_x w'(x) + \Lambda_1 w'(x) \right) \right) \\
+ \varepsilon^2 \mu X_{1/\varepsilon}(z) \left( w^0(x) + \varepsilon w'(x) - \sum \chi_{\pm}(\varepsilon c_{\pm} + \varepsilon c_{\pm}^0 z \sqrt{\mu'} \right) \right) U_1(y) \\
+ \sum \pm \chi_{\pm}(\varepsilon c_{\pm} + \varepsilon c_{\pm}^1) \left( \Delta_x + \Lambda_1 - \varepsilon^2 \mu' \right) \left( \exp(\varepsilon z \sqrt{\mu'}) U_1(y) \right) \\
+ \left[ \Delta_x, X_{1/\varepsilon}(z) \right] \left( w^0(x) + \varepsilon w'(x) - \left( c_{\pm}^0 + \varepsilon (c_{\pm}^0 \mp c_{\pm}^0 z \sqrt{\mu'}) U_1(y) \right) \\
+ \sum \left[ \Delta_x, \chi_{\pm}(z) \right] \left( c_{\pm}^0 + \varepsilon c_{\pm}^1 \exp(\varepsilon z \sqrt{\mu'}) \right) \right) U_1(y) \\
=: I_1(x) + I_2(x) + I_3(x) + I_4(x) + I_5(x).
\]

Here $[\Delta_x, X_{1/\varepsilon}]$ and $[\Delta_x, \chi_{\pm}]$ are the commutators of the Laplace operator with cutoff functions, e.g.,
\[
(3.8) \quad [\Delta_x, \chi_{\pm}] f(x) = 2 \partial_x f(x) \partial_x \chi_{\pm}(z) + f(x) \partial^2_x \chi_{\pm}(z).
\]

We start with terms that involve commutators. By (3.3) and (3.8), the quantity $I_4(x)$ vanishes if $|z| \notin [\varepsilon^{-1} - 1, \varepsilon^{-1}]$. Relations (2.28), (2.29), (1.17), and (2.21) imply that $I_4$ decays exponentially, i.e., for some positive $\gamma$ and $c$ we have
\[
(3.9) \quad |(I_4, v^x)_{1/\varepsilon}| \leq c \exp(-\gamma/\varepsilon) \|v^x; L_2(\Omega^\varepsilon)\|.
\]

Also, $I_5(x) = 0$ for $|z| \geq 2$; consequently, by the Taylor formula for the exponential function, we get
\[
(3.10) \quad |(I_5, v^x)_{1/\varepsilon}| \leq c \exp(-\gamma/\varepsilon) \|v^x; L_2(\Omega^\varepsilon)\|.
\]

Differentiation shows that the braced factor in $I_3$ vanishes. Since, in $I_2$, from the sum $w^0(x) + \varepsilon w'(x)$ we subtracted the linear terms of the asymptotic expansion as $z \to \pm \infty$ (again, see (1.17), (2.21) and (2.28), (2.29)), we have
\[
(3.11) \quad |(I_2, v^x)_{1/\varepsilon}| \leq c \exp(-\gamma/\varepsilon) \|v^x; L_2(\Omega^\varepsilon)\|.
\]

Finally, in $I_1$ the first braced sum is always zero, but the second vanishes only if $H_{\pm} \geq 0$, when the function $w^0$ needs no extension. If the inclusion $\Omega^\varepsilon \subset \Omega^0$ fails, then, by (3.5), we have
\[
|(I_1, v^x)_{1/\varepsilon}| \leq c \varepsilon^{N-2} \left( \int_{\Theta^\varepsilon} \rho(x)^{25-\delta} dx \right)^{1/2} \|v^x; L_2(\Omega^\varepsilon \cap \Theta)\| \|\nabla v^x; L_2(\Omega^\varepsilon)\|.
\]

The integral over the biconvex lens $\Theta$ converges because this lens is tapered angularly near the edge $\Theta^\varepsilon$ (see the definition in Remark 3.1), and the (employed) estimate
\[
\|\rho^{-1}(1 + |\ln \rho|)^{-1} v^x; L_2(\Omega^\varepsilon)\| \leq c \|v^x; H^1(\Omega^\varepsilon)\|
\]
for the weighted $L_2$-norm of the test function for $\delta < 1/2$ is ensured by the well-known 1-dimensional Hardy inequality “with logarithm”:
\[
\int_{0}^{1} \rho^{-1} |\ln \rho|^{-1} |V(\rho)|^2 d\rho \leq 4 \left[ \int_{0}^{1} \left( |dV/\rho(\rho)|^2 \right) d\rho \right] V \in C_c^1[0, 1).
\]

Now we treat the last scalar products in (3.6). Recalling (2.17) and observing that $U_1^i = w^0 + \varepsilon w'$ in a neighborhood of the screen $\Theta^\varepsilon$ (because $\chi_{\pm}(z) = 0$ for $|z| \leq 1$), we obtain
\[
\partial_\nu U_1^i(y, \pm \varepsilon H_{\pm}(y)) = [1 + \varepsilon^2 |\nabla \nu H_{\pm}(y)|^2]^{-1/2} (\nabla \nu H_{\pm}(y) \cdot \nabla y w^0(y) + \nabla y H_{\pm}(y) \cdot \nabla y w'(y, \pm \varepsilon H_{\pm}(y)).
\]
Consequently, we can use (3.19) and (2.44) to get

\[(3.12) \quad |(\partial_x U_1^\varepsilon, \varphi)| \leq c\varepsilon^2 \left( \int_{\partial^+} \rho(x)^{-\delta+1/2} \, ds_x \right)^{1/2} \|v^\varepsilon; L_2(\theta_+^\varepsilon)\| \leq c\varepsilon^2.
\]

We have also used estimate (3.7) for the test function \(v^\varepsilon\) and the convergence of integrals over the surfaces \(\theta_\pm^\varepsilon\).

Summarizing, we collect the inequalities (3.9)–(3.12) obtained for the components on the right-hand side of (3.6); this yields the following estimate:

\[(3.13) \quad \delta \leq c_5\varepsilon^2.
\]

The “worst” majorants occurred in (3.10), (3.11), and (3.12). At first glance, it seems that relation (3.13) does not suffice for justifying the asymptotic formulas for eigenvalues, constructed with the same accuracy \(O(\varepsilon^2)\). Below it will be shown that this impression is wrong.

3. Spectral measure expansion. By the spectral theorem (see [3, Theorem 6.1.1]), the selfadjoint operator \(A^\varepsilon\) in \(L_2(\Omega^\varepsilon)\) introduced in Subsection 2 of §2.1 generates a spectral measure \(E_{A^\varepsilon}\) in \(L_2(\Omega^\varepsilon)\), which, in its turn, assigns the complex measure \(\mu_{u,v} = (E_{A^\varepsilon}/u,v)_{\Omega^\varepsilon}\) on \(\mathbb{R}\) to each pair of elements \(u,v \in L_2(\Omega^\varepsilon)\). Below we shall need some simple formulas (see, e.g., the proof of Theorem 6.1.3 in [3]), namely,

\[(3.14) \quad (u,v)_{\Omega^\varepsilon} = \int_{\mathbb{R}} d\mu_{u,v}(t)
\]

and, for \(\lambda \in \mathbb{C}\) and \(u\) in the domain \(D(A^\varepsilon)\) of the operator \(A^\varepsilon\),

\[(3.15) \quad \|A^\varepsilon u - \lambda u; L_2(\Omega^\varepsilon)\|^2 = \int_{\mathbb{R}} (t - \lambda)^2 \, d\mu_{u,u}(t).
\]

Assume that, for some \(\ell\) and \(\alpha\) (generally speaking, large and small, respectively), the interval

\[(3.16) \quad \Upsilon = (\Lambda_\ell - \varepsilon^2 \mu' - \ell\varepsilon^{2+\alpha}, \Lambda_\ell + \varepsilon^2 \mu' + \ell\varepsilon^{2+\alpha})
\]

is free of the spectrum of \((A^\varepsilon)\) and that we have found an element \(u \in D(A^\varepsilon)\) such that

\[(3.17) \quad \|u; L_2(\Omega^\varepsilon)\| = 1, \quad \|A^\varepsilon u - (\Lambda_\ell + \varepsilon \mu') u; L_2(\Omega^\varepsilon)\| =: \delta.
\]

Then relations (3.14) and (3.15) will imply

\[(3.18) \quad \delta^2 = \|A^\varepsilon u - (\Lambda_\ell + \varepsilon \mu') u; L_2(\Omega^\varepsilon)\|^2 = \int_{\mathbb{R}} (t - \Lambda_\ell + \varepsilon \mu')^2 \, d\mu_{u,u}(t)
\]

Recalling estimate (3.13), we put

\[(3.19) \quad u(x) = \|U_1^\varepsilon; L_2(\Omega^\varepsilon)\|^{-1} U_1^\varepsilon(x), \quad \delta = \|U_1^\varepsilon; L_2(\Omega^\varepsilon)\|^{-1} \delta \leq c_5\varepsilon^2 \|U_1^\varepsilon; L_2(\Omega^\varepsilon)\|^{-1}.
\]

then the first condition in (3.17) is satisfied. We compute the \(L_2\)-norm of the global asymptotic approximation (3.2) and observe the inequality

\[(3.20) \quad \|U_1^\varepsilon; L_2(\Omega^\varepsilon)\|^2 \geq c_\delta \varepsilon^{-1}, \quad c_\delta > 0,
\]

The last two formulas show that \(\delta \leq c_\delta \varepsilon^{5/2}\), so that (3.18) is absurd for \(\alpha = 1/2\) and sufficiently small \(\ell > 0\) and \(\varepsilon > 0\). Hence, our assumption that the interval (3.10) is free of the spectrum of \(A^\varepsilon\) cannot be true: this interval \(\Upsilon\), located below the continuous
spectrum, must contain an eigenvalue. So, we have drawn the required conclusion; it remains to explain inequality (3.20).

Regrouping the terms in (3.22), we write the global asymptotic approximation in the form

$$U_t^\varepsilon = \varepsilon X_{1/\varepsilon} \left( w^1 \pm \sum_{\pm} \chi_\pm (b_0^1 + b_0^2) u_\perp + \sum_{\pm} \chi_\pm (1 \pm \varepsilon b_0^1) \exp(\mp \varepsilon z \sqrt{\mu'}) \right) U_t.$$

Since the coefficient of $X_{1/\varepsilon}$ decays exponentially at infinity, its Lebesgue norm is $O(1)$ as $\varepsilon \to +0$. We have

$$\int_0^\infty \exp(-2\varepsilon z \sqrt{\mu'}) \, dz = \frac{1}{2\varepsilon \sqrt{\mu'}} \exp(-4\varepsilon \sqrt{\mu'}),$$

and inequality (3.20) with a positive constant $c_\varepsilon$ becomes evident.

4. Eigenvalues below the continuous spectrum: asymptotic expansion and uniqueness. We start with the following simple statement.

**Proposition 3.1.** For small $\varepsilon > 0$, the interval $(0, \Lambda_\dagger)$ can contain at most one eigenvalue of the operator $A^\varepsilon$ (of problem (1.8)).

**Proof.** Turning once again to problem (1.27) in the finite cylinder $\Omega_0^\varepsilon$ with a cavity (1.1), we note that the first eigenvalue $\tau_1^0 = \Lambda_\dagger$ of the limit problem in $\Omega_0^\varepsilon$ is simple (see, e.g., [2]), i.e., for the second eigenvalue we have $\tau_2^0 > \Lambda_\dagger$. Since the eigenvalues of the perturbed problem satisfy $\tau_2^\varepsilon = \tau_2^0 + O(\varepsilon)$ (cf. Proposition 1.1 and also the asymptotic formula in [7, Chapter 9 and 9.5]), for small $\varepsilon > 0$ we have the inequality

$$\tau_2^\varepsilon \geq \tau_2^0 - \frac{1}{2}(\tau_2^0 - \Lambda_\dagger) = \frac{1}{2}(\tau_2^0 + \Lambda_\dagger) > \Lambda_\dagger.$$

Consequently, if a function $u^\varepsilon \in \dot{H}^1(\Omega^\varepsilon; \Gamma)$ is subject to the orthogonality condition

$$(u^\varepsilon, v_1^\varepsilon)_{\Omega_0^\varepsilon} = 0,$$

where $v_1^\varepsilon$ is the first eigenfunction of problem (1.27), then

$$\Lambda_\dagger \| u^\varepsilon; L_2(\Omega_0^\varepsilon) \|^2 \leq \tau_2^\varepsilon \| u^\varepsilon; L_2(\Omega_0^\varepsilon) \|^2 \leq \| \nabla_x u^\varepsilon; L_2(\Omega_0^\varepsilon) \|^2.$$

Now suppose that there are two discrete spectrum points on $(0, \Lambda_\dagger)$. By the maximin principle (see, e.g., [3, Theorem 10.2.2]), the second eigenvalue $\lambda_2^\varepsilon$ is given by the formula

$$\lambda_2^\varepsilon = \max_{E_1} \inf_{u^\varepsilon \in E_1 \setminus \{0\}} \frac{\| \nabla_x u^\varepsilon; L_2(\Omega^\varepsilon) \|^2}{\| u^\varepsilon; L_2(\Omega^\varepsilon) \|^2}.$$

Here $E_1 \subset \dot{H}^1(\Omega^\varepsilon; \Gamma)$ is an arbitrary subspace of codimension 1. For the role of $E_1$ we take the subspace $E_1^\varepsilon$ distinguished by (3.21). To inequality (3.22) (without its middle part), we add the relation obtained by integration over $z \in (-\infty, -L) \cup (L, +\infty)$ of the Friedrichs inequality (1.15); this yields

$$\Lambda_\dagger \| u^\varepsilon; L_2(\Omega^\varepsilon) \|^2 \leq \| \nabla_x u^\varepsilon; L_2(\Omega^\varepsilon) \|^2, \quad u^\varepsilon \in E_1^\varepsilon.$$

Thus, the Rayleigh ratio under the infimum sign in (3.23) is at least $\Lambda_\dagger$, whence $\lambda_2^\varepsilon \geq \Lambda_\dagger$, which is impossible. This contradiction completes the proof. \(\square\)

**Remark 3.3.** In the case where $J_0^\varepsilon(H) < 0$ (cf. formulas (2.24) and (2.30)), the asymptotic representation (1.29) of the first eigenvalue of problem (1.27) shows that $\tau_1^\varepsilon > \Lambda_\dagger$ provided $\varepsilon > 0$ is small. Consequently, using the minimum (rather than max-min) principle (cf. formulas (1.31) and (3.23)) and repeating the proof of Proposition 3.1 with minor modifications, we see that if $J_0^\varepsilon(H) < 0$ and $\varepsilon > 0$ is small, then the discrete spectrum of the variational problem (1.8) (or the boundary value problem (1.3)–(1.7)) is empty.
By Proposition 3.1, the eigenvalue of problem (1.8) found in the preceding section is the only point of the discrete spectrum of the operator $A^\varepsilon$.

Now we turn to the justification of the asymptotic expansions deduced in Subsections 2 and 3, §3.

**Theorem 3.1.** Under condition (2.24), there exist positive quantities $\varepsilon_1$ and $c_1, C_1$ such that for any $\varepsilon \in (0, \varepsilon_1)$ the discrete spectrum of the variational spectral problem (1.8) (or (1.5)–(1.7) in the differential form) has a unique point, namely, the eigenvalue $\lambda^\varepsilon_1$ satisfying the inequality

$$\lambda^\varepsilon_1 - \frac{\varepsilon^2}{4} \left( \int_\Omega H(y) \left( |\nabla x U^\varepsilon_1(y)|^2 - \Lambda_1 |U^\varepsilon_1(y)|^2 \right) dy \right) \leq c_1\varepsilon^{5/2}. \tag{3.24}$$

The corresponding eigenfunction $u^\varepsilon_1 \in H^1(\Omega^\varepsilon; \Gamma)$ normalized in $L_2(\Omega^\varepsilon)$ (a trapped mode) satisfies

$$\|u^\varepsilon_1 - \varepsilon^{1/2}(\mu')^{1/4} \exp(-\varepsilon |z|\sqrt{\mu'})U_1; H^1(\Omega^\varepsilon)\| \leq C_1\varepsilon^{1/2}, \tag{3.25}$$

where $\mu'$ is the quantity (2.29) (see also (2.24) and the subtrahend in (3.24)), and $\{\Lambda_1, U_1\}$ is the first eigenpair for problem (1.10) on the cross section $\omega$, and the normalization condition (1.11) is fulfilled.

**Proof.** It remains to check the claim concerning the eigenfunction. We return to the notation of formulas (3.17). Let $v \in L_2(\Omega^\varepsilon)$. We already know that on the ray $(-\infty, \Lambda_1)$ the measure $\mu^\varepsilon_{u,v}$ is concentrated at the point $\lambda^\varepsilon_1 \in (0, \Lambda_1)$ and

$$\int_{-\infty}^{\Lambda_1} d\mu^\varepsilon_{u,v}(t) = (P^\varepsilon_1 u, v)_{\Omega^\varepsilon},$$

where $P^\varepsilon_1$ is the orthogonal projection onto the subspace spanned by the eigenfunction $u^\varepsilon_1$. We have

$$\|u - P^\varepsilon_1 u; L_2(\Omega^\varepsilon)\| = \sup \|u - P^\varepsilon_1 u; v\|_{\Omega^\varepsilon} = \sup \left| \int_{\Lambda_1}^{+\infty} d\mu^\varepsilon_{u,v}(t) \right|$$

$$\leq C \varepsilon^2 \sup \left| \int_{-\infty}^{\Lambda_1} (t - \Lambda_1 + \varepsilon^2 \mu') d\mu^\varepsilon_{u,v}(t) \right|$$

$$\leq C \varepsilon^2 \sup \left( \int_{\mathbb{R}} (t - \Lambda_1 + \varepsilon^2 \mu')^2 d\mu^\varepsilon_{u,u}(t) \right)^{1/2} \left( \int_{\mathbb{R}} d\mu^\varepsilon_{v,v}(t) \right)^{1/2}$$

$$\leq C \varepsilon^{-2+2(2+\alpha)} = C \varepsilon^\alpha. \tag{3.26}$$

Here the supremum is taken over all $v \in L_2(\Omega^\varepsilon)$ such that $\|v; L_2(\Omega^\varepsilon)\| = 1$.

Let $P^\varepsilon_1 u = c_1^\varepsilon u^\varepsilon_1$. Using (3.26), we see that $|c_1^\varepsilon - 1| \leq C \varepsilon^{1/2}$, because the two functions involved are normalized. Hence, $\|u - u^\varepsilon_1; L_2(\Omega^\varepsilon)\| \leq C \varepsilon^\alpha$.

Now we pass to the notation of (3.19) and recall that $\alpha = 1/2$ and (3.20) holds true. As a result, we obtain

$$\|\mathcal{N}^\varepsilon_1 - u^\varepsilon_1; L_2(\Omega^\varepsilon)\| \leq C \varepsilon^{1/2}, \quad \mathcal{N}^\varepsilon_1 = u^\varepsilon_1; L_2(\Omega^\varepsilon)\|.$$
The behavior of the functions (3.27) such that for any 
\( \varepsilon \) bounded solution 
where \( \mu \) is the quantity that can be found by formulas (3.2) for the global asymptotic approximation as follows:

\[
U_1(x) = \exp(-\varepsilon|z|\sqrt{\mu})U_1(y) \\
= (1 - \chi_+(z) - \chi_-(z))(1 - \exp(-\varepsilon|z|\sqrt{\mu})U_1(y) \\
+ \varepsilon X_{1/\varepsilon}(z)\left( w'(x) + \sum_{\pm} \mp \chi_\pm(z)(b_0^\pm + b_1^\pm z)U_1(y) \right) \\
+ \varepsilon \sum_{\pm} \chi_\pm(z)c_\pm \exp(-\varepsilon|z|\sqrt{\mu})U_1(y).
\]

Analyzing each group of terms on the right-hand side, we see that their norms in \( H^1(\Omega^\varepsilon) \) do not exceed \( c\varepsilon^{1/2} \). Finally, we have the obvious relation

\[
\| \exp(-\varepsilon|z|\sqrt{\mu})U_1; L_2(\Omega^\varepsilon) \| = \varepsilon^{-1/2}(\mu')^{-1/4} + O(\varepsilon^{1/2}),
\]

completing the verification of estimate (3.25).

In the situation of (2.30), the justification of asymptotic formulas follows the same lines. Nevertheless, now the terms of the Ansatz (2.31) found in Subsection 4 of §2 do not suffice: we need to know the term \( \varepsilon^3w'''(x) \). Due to the assumption (2.32) about the eigenvalue \( \lambda^\varepsilon \), the function \( w''' \) still satisfies the Helmholtz equation and the Dirichlet boundary conditions on \( \Gamma \) (see (2.31)), and the Neumann boundary conditions (2.35) for \( w''' \) are found with the help of calculations similar to (2.36), but taking the \( O(\varepsilon^3) \) terms into account. These conditions look like this:

\[
\mp \partial_x w'''(y, \pm 0) = g'''(y) := -\nabla_y H_+(y) \cdot \nabla_y w''(y, \pm 0) \pm H_+(y) \partial_x w'(y, \pm 0) \\
- H_+(y) \left( \partial_y^2 w''(y, \pm 0) \pm \frac{1}{2} H_+(y) \partial_y^2 w'(y, \pm 0) \right), \quad y \in \theta.
\]

The behavior of the functions \( g''' \) as \( y \to \partial \theta \), as guaranteed by Lemma 2.2, allows us to find a unique solution \( w''' \in H^1_{\text{loc}}(\Omega^\varepsilon) \) for which formula (2.36) is valid with the new coefficient \( b_0^\varepsilon \) and \( b_1^\varepsilon \) (see the next section). The asymptotic approximation is constructed with regard to the term \( \varepsilon^3w'''(x) \), but no new arguments are required. The same can be said about the asymptotic justification procedure. We state the result.

Theorem 3.2. Under condition (2.30), there exist positive quantities \( \varepsilon_1 \) and \( C_1 \) such that for any \( \varepsilon \in (0, \varepsilon_1) \) the discrete spectrum of the variational spectral problem (1.8) (or (1.5), (1.7) in the differential form) has a unique point (namely, the eigenvalue \( \lambda_1^\varepsilon \)) satisfying the inequality

\[
|\lambda_1^\varepsilon - \Lambda_1 + \varepsilon^4 \mu''| \leq C_1 \varepsilon^5,
\]

where \( \mu'' \) is the quantity that can be found by formulas (2.42), (2.40) starting with the bounded solution \( w' \) of problem (2.20), (2.19). The eigenfunction \( u_1^\varepsilon \in H^1(\Omega^\varepsilon; \Gamma) \) corresponding to \( \lambda_1^\varepsilon \), normalized in \( L_2(\Omega^\varepsilon) \) and representing a trapped mode, satisfies the inequality

\[
\| u_1^\varepsilon - \varepsilon(\mu'')^{1/4} \exp(-\varepsilon^2|z|\sqrt{\mu''})U_1; H^1(\Omega^\varepsilon) \| \leq C_1 \varepsilon^{1/2},
\]

where \( \{\Lambda_1, U_1\} \) is the first eigenpair for problem (1.10) on the cross section \( \omega \), and the normalization condition (1.11) is fulfilled.

5. Remarks on lower order asymptotic terms. The method of compound asymptotic expansions allows one to have no serious difficulties in finding the full asymptotic expansions of eigenvalues and eigenfunctions (to a certain extent, this was demonstrated in Subsections 4 of §§2 and §§3). The long computations (2.22) and (2.38), (2.39) were caused only by the necessity to find the sign of the eigenvalue increment and the desire to get more or less explicit formulas. Together with this, the Ansätze (2.15) and (2.31)
have required additional work because their components do not decay (see Subsection 3 of §2). Now we discuss two technical tricks that can help to construct lower order terms of the asymptotic expression.

In the case of (2.31), when the Ansatz (2.31) is completed with the term \(\varepsilon^3 w'''(x)\), we get the formula

\[
w^0(x) + \varepsilon w'(x) + \varepsilon^2 w''(x) + \varepsilon^3 w'''(x) = U_1(y) \left(1 \pm \varepsilon b_0' z \pm \varepsilon^2 (b_0'' + b_1' z) \pm \varepsilon^3(b_0''' + b_1'' z)\right) + \cdots.
\]

Next, taking the elongated Ansatz \(\lambda^\varepsilon = \Lambda_1 - \varepsilon^4 \mu''' - \varepsilon^5 \mu'''' + \cdots\) into account, we obtain

\[
c_\pm^\varepsilon U_1(y) \exp\left(-|z|\sqrt{\Lambda_1 - \lambda^\varepsilon}\right)
= (c_\pm^0 + \varepsilon c_\pm' + \varepsilon^2 c_\pm'' + \varepsilon^3 c_\pm''') U_1(y) \exp\left(-|z|\sqrt{\varepsilon^4 \mu''' + \varepsilon^5 \mu'''' + \cdots}\right)
= U_1(y) \left(c_\pm^0 + \varepsilon c_\pm' + \varepsilon^2 \left(c_\pm'' - |z|\sqrt{\mu'''} + \varepsilon^3 \left(c_\pm''' - |z|\mu'''\right)\right)\right) + \cdots.
\]

These expansions can be correlated easily; as a result, in addition to (2.41) and (2.42), we find

\[
c_\pm''' = \pm b_1''', \quad b_1'' = -\frac{1}{2} \frac{\mu'''}{\mu} \quad \Rightarrow \quad \mu''' = -2\mu'' b_1'''.
\]

In other words, the linear growth at infinity, which may potentially occur for the solution \(w'''\) of problem (2.31), (3.27), is compensated by the next term \(\varepsilon^5 \mu'''\) of the Ansatz (2.32).

Now we describe how the term \(-\varepsilon^5 \mu''''\) of the Ansatz (2.25) can be taken into account, under the requirement (2.24). Because of the main correction \(-\varepsilon^2 \mu''\), the next term \(\varepsilon^2 w''(x)\) of (2.25) must satisfy the nonhomogeneous Helmholtz equation

\[
(3.28) \quad -\Delta_x w''(x) + \Lambda_1 w''(x) = -\mu' w^0(y), \quad x \in \Omega_0.
\]

In (3.28), we collected and equated to zero the coefficients of \(\varepsilon^2\) that arise when we plug the expansions \(u^\varepsilon = w^0 + \varepsilon w' + \varepsilon^2 w'' + \cdots\) and \(\lambda^\varepsilon = \Lambda_1 - \varepsilon^4 \mu''' - \varepsilon^3 \mu'''' + \cdots\) into equation (1.15). The nonhomogeneity \(-\mu' w^0(x) = -\mu' U_1(y)\) is compensated by the quadratic function

\[
\frac{1}{2} z^2 \mu' U_1(y),
\]

which, luckily, satisfies the homogeneous Neumann conditions on the surfaces \(\theta_\pm^0\). Thus, we have

\[
w^0(x) + \varepsilon w'(x) + \varepsilon^2 w''(x) = U_1(y) \left(1 \pm \varepsilon (b_0' + b_1') z \pm \varepsilon^2 \left(b_0'' + b_1'' z\right)\right) + \cdots,
\]

\[
c_\pm^\varepsilon U_1(y) \exp\left(-|z|\sqrt{\Lambda_1 - \lambda^\varepsilon}\right)
= (c_\pm^0 + \varepsilon c_\pm' + \varepsilon^2 c_\pm'' + \cdots) U_1(y) \exp\left(-|z|\sqrt{\varepsilon^2 \mu' + \varepsilon^3 \mu'' + \cdots}\right)
= U_1(y) \left(c_\pm^0 + \varepsilon \left(c_\pm' - |z|\sqrt{\mu'}\right) + \varepsilon^2 \left(c_\pm'' - |z|\mu'\right) + \frac{1}{2} \mu' |z|^2\right) + \cdots.
\]

As a result, comparing the expansions indicated, in addition to (2.25) and (2.28) we get the formulas

\[
c_\pm'' = \pm b_0'', \quad b_1'' = -\frac{1}{2} \frac{\mu''}{\mu} \quad \Rightarrow \quad \mu'' = -2\mu' b_1''.
\]

Equally easy arguments allow us to construct the full asymptotic expansions for the eigenvalue and the eigenfunction. The justification of asymptotic formulas is done along the same lines as before.
§4. Other geometric shapes

1. Several screens. Quite obviously, the results obtained above generalize to the case of a disconnected open set $\theta$ (several screens; see Figure 3), and all asymptotic formulas need no substantial changes if we keep relations (1.3) on the entire smooth boundary $\partial \omega$.

2. A penny-shaped screen. For the screen

(4.1) $\Theta^\epsilon = \{(y, z) : y \in \tilde{\theta} \subset \mathbb{R}^2, |z| \leq \epsilon/2\} \subset \mathbb{R}^3$

(see Figure 7a), both profile functions $H_{\pm}$ are constants, and the right-hand sides of the boundary condition (2.19) are zero. Therefore, at first glance, formula (2.29) for $\mu'$ seems to become wrong. This impression is false. The point is that, because of the violation of condition (1.3), the boundary layer phenomenon arises near the edge of the coin, described via the solutions of the Neumann problem on the plane with the cut half-strip $\Pi = \{\xi = (\xi_1, \xi_2) : \xi_1 \geq 0, |\xi_2| \leq 1/2\}$ (Figure 8a), namely,

(4.2) $-\Delta_\xi Z(\xi) = F(\xi), \quad \xi \in \Xi = \mathbb{R}^2 \setminus \Pi,$

(4.3) $\partial_\nu Z(\xi) = G(\xi), \quad \xi \in \partial \Xi.$

The domain $\Xi$ is obtained as a result of the variable change

(4.4) $x \mapsto (\tau, \varsigma, z) \mapsto (\tau, \xi), \quad \xi = (\epsilon^{-\alpha} \varsigma, \epsilon^{-\alpha} z),$

where $\alpha = 1$, $(\tau, \varsigma)$ is a curvilinear coordinate system near the contour $\partial \theta \subset \mathbb{R}^2$, $\tau$ is the arclength on the contour, and $\varsigma$ is the oriented distance to that contour, $\varsigma < 0$ outside $\theta$. Note that $\Delta_\tau + \Delta_{\varsigma} = \epsilon^{-2} \Delta_\xi + \cdots$, so that equation (4.2) and the boundary condition (4.3) are inherited from the initial relations (1.5) and (1.7).

As was already mentioned repeatedly, the function (1.17) satisfies the homogeneous Neumann conditions on the planes orthogonal to the $z$-axis; however, in the case under consideration, this function leaves the discrepancy $\partial_\varsigma U^\tau(y)$ on the edge of the coin $\{x : y \in \partial \theta, |z| < \epsilon/2\}$, that should be compensated for with the help of the solution of the problem with the right-hand sides $F = 0$ and $G(\xi_2) = -\partial_\varsigma U^\tau(\tau, 0)$ (we have put $\varsigma = 0$ and $\xi_2 = 0$, but still view $\tau \in \partial \theta$ as a parameter; the smoothness of the boundary $\partial \theta$, i.e., smoothness relative to $\tau$, is required). No solution of the Neumann problem (4.2), (4.3) with such data possesses the inherent feature of a boundary layer, namely, the decay at infinity. There is a solution with the following behavior at infinity (see, e.g., the introductory chapter in [25]):

(4.5) $Z(\xi; \tau) = \frac{1}{2\pi} \partial_\varsigma U^\tau(\tau, 0) \ln |\xi| + O(|\xi|^{-1}), \quad |\xi| \to \infty.$

To avoid this contradiction, we allow for a logarithmic growth of the solution of equation (2.20) with the homogeneous boundary conditions (2.19) on the edge of the screen $\Theta^0$:

(4.6) $w'(x) = \frac{1}{2\pi} \partial_\varsigma U^\tau(\tau, 0) \ln g(x) + O(1), \quad x \to \vartheta^0;$

here $g(x) = \text{dist}(x, \vartheta^0)$. In the framework of the compound expansions method [7], the singular solution $w'$ in the Ansatz (2.15) should be multiplied by a cutoff function equal to zero in a $h$-neighborhood of the edge $\vartheta^0$ and to 1 outside the $2h$-neighborhood of $\vartheta^0$. The extra discrepancy arising on the right in (4.2) due to commutation with the cutoff function, already taken into account when forming the function $F$, will ensure a power-like decay of the solution $Z$. It should be mentioned that in the alternative method, that of matching expansions [33], the solution (4.5) itself serves as a term of the inner expansion, but in no way is it a boundary layer.

The singular solutions of such kind were studied in detail (see, e.g., [34, 35] and [25, Chapter 1]), and the homogeneous problem (2.20), (2.19) has a unique solution.
satisfying (4.6) and (2.21). The coefficient \( b'_1 \) of the linear term is still calculated via the method of [22], but now the Green formula should be applied in the domain \( \{ x \in \Omega^0 : |z| < R, \theta(x) > 1/R \} \), and then we must pass to the limit as \( R \to +\infty \). As a result, we obtain the identity

\[
b'_1 = - \int_{\partial \Omega} U_\dagger(y) \partial_z U_\dagger(y) d\tau = - \int_{\partial \Omega} (|\nabla_y U_\dagger(y)|^2 - \Lambda_\dagger |U_\dagger(y)|^2) dy,
\]
which does not differ from (2.22), because \( H = 1 \) for the screen (4.1).

3. Screen with a smoothed edge. Let \( n = 2 \), let \( \Omega = \mathbb{R} \times (-1/2, 1/2) \), and let \( \Theta^\varepsilon \) be a thin ellipse,

\[
(4.7) \quad \Theta^\varepsilon = \{ (y,z) : \varepsilon^{-2} z^2 + R^{-2}(y-L)^2 \leq 1 \},
\]
such that \(-1/2 < L - R < L + R < 1/2\). Conditions (1.2) and (1.3) are fulfilled, but the profile functions \( H_\pm \) (cf. formulas (4.7) and (1.1)) become, first, smoothly dependent on the small parameter \( \varepsilon \), and second, they lose smoothness near the points \( Y_\pm = L \pm R \): their derivatives become singular. The first fact, in essence, does not influence the construction of asymptotic formulas: after application of the Taylor formula relative to \( \varepsilon \), only simple modifications of the above calculations are required, but the second leads to substantial changes in asymptotic procedures, because the boundary layer phenomenon arises near the ends of the screen (cf. Subsection 2, §4).

In a neighborhood of the point \( (Y_-,0) \), we make a change of variables similar to (4.4):

\[
(4.8) \quad (y,z) \mapsto \xi = (\xi_1, \xi_2) = (\varepsilon^{-\alpha}(y-L + R), \varepsilon^{-\alpha} z).
\]
Next, we rewrite the equation of the ellipse as follows:

\[
(4.9) \quad \varepsilon^{2\alpha} \xi_2^2 = z^2 = \varepsilon^2(1 - R^{-2}(y-L)^2) = \varepsilon^2 R^{-2}(R^2 - (\varepsilon^{\alpha} \xi_1 - R)^2) = 2\varepsilon^{2+\alpha} R^{-1} \xi_1 - \varepsilon^{2+2\alpha} R^{-2} \xi_1^2.
\]
We discard the last summand (which is small for large \( R \) and bounded \( \xi_1 \)) and observe that, for \( \alpha = 2 \), the small factor \( \varepsilon^4 \) in the two parts of (1.9) cancels; this leads to the
following equation for the parabola II:
\[ \xi_2 = 2R^{-1}\xi_1. \]

We see that the boundary layer has a narrower action domain, compared to the case of a “coin” (in Subsection 2 of §4 the dilation coefficient was equal to \( \varepsilon^{-1} \) rather than to \( \varepsilon^{-2} \)), and is described with the help of solutions of problem (4.2), (4.3) on the plane from which the interior domain of a parabola is removed (Figure 8b).

For the first time, the above observations were made in the paper [30], where the matching expansions method was applied to construct the asymptotic formulas for the solution of the Dirichlet problem for the second order elliptic equation in a domain with a thin ellipse slit (see [33], and also §5.5 in the book [7], where more general boundary value problems for elliptic systems were treated). Nothing new arises when we pass to spectral problems with Neumann boundary conditions. Therefore, we restrict ourselves to saying that the claim similar to Theorem 3.1 is valid. Observe that, first, the restriction (2.24) is fulfilled, and second, the right-hand sides of the boundary condition in problem (2.20), (3.27) for \( w'' \) have singularities \( O(\rho(x)^{-1}) \) at the ends of the segment \( \theta = (L - R, L + R) \), i.e., the solution \( w'' \) can acquire logarithmic singularities (cf. (1.6)). Simple calculations (see, e.g., the introductory chapters in [7, 25]) show that in the case of the ellipse (4.7) the solution remains bounded near the screen \( \Theta \) (see, e.g., the introductory chapters in [7, 25]) show that in the case of the ellipse (4.7) the solution remains bounded near the screen \( \Theta = \{(y, z) : y \in [L - R, L + R], z = 0 \} \), but does not fall into the space \( H^1_{loc}(\Omega^0) \), i.e., the Dirichlet integral diverges. In the case of the half-ellipse \( \Theta = \{(y, z) : \varepsilon^{-2}z^2 + R^{-2}(y - L)^2 \leq 1, z \geq 0 \} \), the solution \( w'' \) has a singularity \( O(\ln \rho^2) \). However, all disorders disappear after the boundary layer is studied.

Note that if \( m \in \mathbb{N} \) is even, then the boundary of the screen
\[ \Theta^\varepsilon = \{(y, z) : \varepsilon^{-2m}z^{2m} + R^{-2m}(y - L)^{2m} \leq 1 \} \]
is smooth as before, and the boundary layer is described in the dilated coordinates \( \xi \) from formula (4.8) with the exponent \( \alpha = 2\frac{m}{m+1} \). It is not hard to find geometric conditions under which all tricks mentioned above work also for many-dimensional waveguides \( \Omega^\varepsilon \).

4. A rotated rectilinear screen. The simplest way to perturb a rectilinear screen \( \Theta^0 \) of zero thickness is to rotate it by a small angle. Consider the corresponding 2-dimensional problem (1.6)–(1.7), i.e., let \( n = 2 \), let \( \omega = (-1/2, 1/2) \), and let \( \Omega = \mathbb{R} \times (-1/2, 1/2) \) be a strip of unit width (scaling has been applied). Also, let
\[ \Theta^0 = \{x = (y, z) : y \in [-L_-, L_+], z = 0 \}, \quad -1/2 < -L_- < L_+ < 1/2, \]
\[ \Theta^\varepsilon = \{(y, z) : y \in [-L_-, -L_- + (1 + \varepsilon^2)^{-1/2}L], z = \varepsilon(y + L_-) \}. \]

It should be noted that the lengths of the segments (4.10) are equal to \( L = L_- + L_+ > 0 \), and \( H_\pm(y) = \pm(y + L_-) \), but the projection of \( \Theta^\varepsilon \) to the y-axis is of length \( (1 + \varepsilon^2)^{-1/2}L = L/(1 + O(\varepsilon^2)) \).

The increment of the projection length by the quantity \( O(\varepsilon^2) \) does not affect the terms written in (2.31), in particular, does not affect \( w'' \), because \( w^0 = U_\top \) is the solution of problem (1.13), (1.14) whatever be the length of the rectilinear screen orthogonal to the z-axis.

Observe that
\[ U_\top(y) = \sqrt{2}\sin(\pi(y + 1/2)), \quad \Lambda_1 = \pi^2. \]
The right-hand side of the boundary condition (2.19) is equal to \( -\pi\sqrt{2}\cos(\pi(y + 1/2)) \), which is a smooth function on the segment \( [-L_-, L_+] \). Therefore, the solution \( w' \in H^1_{loc}(\Omega^0) \) admits the representation
\[ w'(x) = \chi_+(x)Kr_+^{1/2}\sin(\varphi + 2) + \hat{w}'(x), \quad \hat{w}' \in H^2_{loc}(\Omega^0) \]
(see, e.g., Chapter 2 in [25]); here \( K \) is some coefficient, \( (r_+, \varphi_+) \) is the polar coordinate system centered at the point \((L_+, 0)\), \( \varphi \in (-\pi, \pi) \), and \( \chi_+ \) is a smooth cutoff function with small support and equal to 1 near this point. Because of the singularity \( O(r_+^{-3/2}) \) of \( \partial^2 w' \), problem (2.33), (2.35) has no solution \( w'' \) of class \( H^1_{\text{loc}}(\Omega^0) \). However, the results of [25, Chapter 2] show again that there is a solution looking like this:

\[
(4.12) \quad w''(x) = \chi_+(x) \frac{L}{2} K r_+^{-1/2} \cos \frac{\varphi_+}{2} + \hat{w}''(x), \quad \hat{w}'' \in H^1_{\text{loc}}(\Omega^0),
\]

and the first term is \( O(r_+^{-1/2}) \), compensating for the singularity \( O(r_+^{-3/2}) \) of the right-hand side. As before, this solution satisfies (2.36) for any \( d > 0 \). The coefficient \( b' \) can be found via the method of [22], but unlike the computations in (2.22) and (2.37), the Green formula is applied in the domain \( \{ x \in \Omega^0 : |z| < R, r_+ > \varrho \} \); this is a rectangle of size \( 1 \times 2R \) from which a disk of a small radius \( \varrho \), centered at \((L_+, 0)\), is cut off.

By (4.12), the extra integral

\[
\int_{\{ x : r_+ = \varrho \}} \left( U_1 \frac{\partial w''}{\partial r_+} - w'' \frac{\partial U_1}{\partial r_+} \right) ds = -U_1(L_+) \frac{L}{4} K \varrho^{-3/2} \varrho \int_{-\pi}^{\pi} \cos \frac{\varphi_+}{2} d\varphi_+ + O(\varrho^{1/2})
\]

has no limit as \( \varrho \to +0 \). A similar growing summand (but with the plus sign) arises when we integrate by parts along the sides of the screen (cf. the first identity in (2.38)), namely,

\[
\sum_{\pm} \pm \int_{-L_-}^{L_+-\varrho} U_1(y) \left( \partial_+ w'(y, \pm 0) + (y + L_-)(\partial^2 w'(y, \pm 0) + \Lambda w'(y, \pm 0)) \right) dy
\]

\[
= \sum_{\pm} \pm \int_{-L_-}^{L_+-\varrho} \left( (y + L_-)(\partial^2 w U_1(y) + \Lambda U_1(y)) + \partial_y U_1(y) \right) dy
\]

\[
+ \sum_{\pm} \pm \int_{-L_-}^{L_+-\varrho} \partial_y U_1(y) \partial_y w'(y, \pm 0) \bigg|_{-L_-}^{L_+}
\]

\[
= \sum_{\pm} \pm \int_{-L_-}^{L_+-\varrho} \partial_y U_1(y) \partial_y w'(y, \pm 0) dy + U_1(L_+) L K \varrho^{-1/2} + O(\varrho^{1/2}).
\]

Thus, the growing terms mutually cancel, and after the limit passage as \( \varrho \to +0 \) and \( R \to +\infty \), we can continue the calculations (2.38), obtaining the same formula

\[
(4.13) \quad b' = -\frac{1}{2} J''(2(y + L_-))
\]

\[
:= -\frac{1}{2} \int_{-1/2}^{+1/2} \int_{-\infty}^{+\infty} \left( |\partial_y w'(y, z)|^2 + |\partial_z w'(y, z)|^2 - \Lambda_1 |w'(y, z)|^2 \right) dy dz < 0,
\]

as in Subsection 4 of §2. So, relations (2.32) and (2.42) survive completely.

The asymptotic justification process complicates somewhat because the term \( w''(y, z) \) of the \textit{Ansatz} (2.31) acquires the singularity \( O(r_+^{-1/2}) \). This singularity is due to the shift of the screen vertex by the rule

\[
(-L_- + (1 + \varepsilon^2)^{-1/2} L, \varepsilon(1 + \varepsilon^2)^{-1/2} L) \mapsto (L_+, 0),
\]

when we pass to \( \varepsilon = 0 \). Such “step” perturbations of domains are studied in detail: in [37] [38] [39] the necessary modifications of the global asymptotic approximation can be found, which makes it possible to eliminate the singularity in question. Otherwise, the
justification procedure remains as in §3. Another approach to constructing and justifying asymptotic formulas is related to the initial coordinate change
\[
(y, z) \mapsto (\eta, \zeta),
\]
(4.14) where
\[
\eta = (1 - X_\Theta(y, z))y + X_\Theta(y, z)(-L_+ + (1 + \varepsilon^2)^{1/2}(y + L_-)),
\]
\[
\zeta = (1 - X_\Theta(y, z))z + X_\Theta(y, z)(z - \varepsilon(1 + \varepsilon^2)^{-1/2}Ly),
\]
which takes the waveguide $\Theta^\varepsilon$ with inclined screen to the waveguide with screen orthogonal to the z-axis; in (4.14), $X_\Theta$ is a cutoff function supported on some neighborhood of the set $\Theta^\varepsilon \cup \Theta^0$ and equal to 1 in some smaller neighborhood. Since the map $(y, z) \mapsto (\eta, \zeta)$ differs little from the identity, the boundary value problem obtained from (1.5)–(1.7) turns out to be a small regular perturbation of the limit problem (1.13), (1.14), i.e., the formal construction of the asymptotic expression can be done along the classical lines. However, the verification of inequality (4.13) becomes technically difficult and intricate: the differential operators $\mathcal{L}_1$ and $\mathcal{L}_2$ in the expansion
\[
\Delta(y, z) = \Delta(\eta, \zeta) + \varepsilon \mathcal{L}_1(\eta, \zeta, \nabla(\eta, \zeta)) + \varepsilon^2 \mathcal{L}_2(\eta, \zeta, \nabla(\eta, \zeta)) + \cdots
\]
have variable compactly supported coefficients and are not formally selfadjoint.

5. A screen touching the boundary. For a planar waveguide with a screening obstacle attached to the boundary of the half-strip (Figure 7d), the asymptotic formulas for eigenvalues and eigenfunctions can be found as this was done in §32 and 3 (see also Subsection 4, §5), because, as before, the boundaries of domains have only corner points. Moreover, some of the phenomena discussed above disappear. For instance, unlike the “coin” in Figure 7a, the “tooth” in Figure 7d does not require consideration of boundary layers, despite the fact that condition (1.3) is violated. We consider this in more detail.

Let $\Omega = (-1/2, 1/2) \times \mathbb{R}$ be a strip of unit width, and let the screen be given by the formula
\[
\Theta^\varepsilon = \{(y, z) : y \in [l, 1/2], -\varepsilon h_-(y - l) \leq z \leq \varepsilon h_+(y - l)\},
\]
where $-1/2 < l < 1/2$ and $h = h_- + h_+ \geq 0$. If $h > 0$, so that the asymptotic Ansätze (2.15) and (2.25) can be taken, relation (2.22) remains the same: the calculations retain their validity, though for another reason, as compared to Subsection 2 of §2: when integrating by parts, the term $U_\bar{\Gamma}(y) H(y) \partial_y U_\bar{\Gamma}(y) \bigg|_{l}^{1/2}$ vanishes because $H(y) = h(y - l)$ and $U_\bar{\Gamma}(\pm l/2) = 0$. Also, condition (2.24) takes the form
\[
J_\Gamma(H) = \frac{h}{4} (1 + \cos(2\pi l)) > 0,
\]
and is fulfilled for all $l \in (-1/2, 1/2)$ by (4.11), i.e., formulas (2.25) and (2.29) are true.

But if $h = 0$ and $h_+ = -h_- \neq 0$ (the “tooth” becomes one-dimensional), then, as in Subsection 4 of §4, the third term $w''(y, z)$ in (2.31) does not belong to $H^2_{\text{loc}}(\Omega^0)$. The point is that the second term $w'$ is a solution of the Helmholtz equation with the boundary conditions
\[
w'(\pm l/2, z) = 0,
\]
$z \in \mathbb{R}$, $\mp \partial_z w'(y, \pm 0) = \pm h_+ \partial_y U_\bar{\Gamma}(y)$, $y \in (l, 1/2)$.

At the corner point $(1/2, \pm 0)$ the type of the boundary condition changes, and $w'$ satisfies the equation
\[
w'(y, z) = \chi^+_+(x) \sqrt{8} h_{\pm r_+} (\ln r_+ \cos \varphi_+ + (\varphi_+ \mp \pi/2) \sin \varphi_+) + \hat{w}'(x)
\]
with a remainder term $\hat{w}'$ of class $H^2_{\text{loc}}(\Omega^0)$. The factor on the right-hand side of (4.15) is found with the help of (4.11), and the form of the angular part is a consequence
of a standard procedure (see, e.g., [25, Chapter 2]) that employs the polar coordinates centered at $(1/2, 0)$. As a result, the right-hand side of the boundary condition (2.35) acquires a singularity of class $O(r^{-1})$, which expels the solution from $H^1_{\text{loc}}(\Omega^0)$. The same tricks as in Subsection 4 of §4 allow us to fix the situation and to arrive at the usual relations (2.32) and (2.42). It should be mentioned that, under the singular perturbations of angles in boundary value problems for fourth order equations and systems, some logarithmic singularities of solutions, similar to those in (4.15), result in unexpected effects called paradoxes in mechanics (cf. [40, 41]), but no such effects are observed for the Helmholtz equation.

Generalization to many dimensions meets no difficulties only if the set $\Theta^0$ touches the surface along the entire set $\partial \Theta \times \{0\}$ (Figure 9a). However, in the case of a half-closed cushion (Figure 9b) some new problems arise concerning the solutions’ singularities at the points of the type of polytope vertices. Nevertheless, the exponents of such singularities are known (see [42, §3.8] and the references therein), so that the asymptotic formulas can be found as before. Finally, we note that, in accordance with the sufficient condition (1.24), (1.26) for the discrete spectrum to be nonempty for any nontrivial perturbation of the screens depicted in Figure 9 (see Subsection 2 of §1), if thickness is kept to be zero, then the discrete spectrum contains an eigenvalue $\lambda_1 \in (0, \Lambda_1)$, and this eigenvalue is unique by Proposition 5.1.
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