WEYL ASYMPTOTICS FOR THE SPECTRUM OF THE MAXWELL OPERATOR IN LIPSCHITZ DOMAINS OF ARBITRARY DIMENSION

N. FILONOV

To the memory of M. Sh. Birman

Abstract. The eigenvalues of the multidimensional Maxwell operator in a domain in the Euclidean space are shown to obey the Weyl asymptotics.

Introduction

0.1. Maxwell operator. It is well known that many differential operators in bounded domains possess a power-type spectral asymptotics. For instance, this is so for the problem of electro-magnetic oscillations of a resonator $\Omega \subset \mathbb{R}^3$ with ideally conducting boundary. The relevant frequencies correspond to the spectrum of the Maxwell operator in $\Omega$. This operator acts by the formula

\[
\mathcal{M} \begin{pmatrix} E \\ H \end{pmatrix} = \begin{pmatrix} i\varepsilon^{-1} \text{curl } H \\ -i\mu^{-1} \text{curl } E \end{pmatrix},
\]

where $E$ and $H$ are the electric and magnetic components of the field that are solenoidal:

\[
\text{div}(\varepsilon E) = \text{div}(\mu H) = 0
\]

and obey the conditions of ideal conductivity on the boundary:

\[
E_\tau \big|_{\partial \Omega} = 0, \quad (\mu H)_\nu \big|_{\partial \Omega} = 0.
\]

Here $\varepsilon(x)$ and $\mu(x)$ are positive definite matrix-valued functions describing the dielectric and the magnetic permeability of the medium filling $\Omega$; the index $\tau$ means the tangential component of a vector on the boundary, and the index $\nu$ means the normal component.

In 1952, H. Weyl defined a Maxwell operator (with constant coefficients) in a domain in the Euclidean $n$-space with arbitrary $n$, by using the language of differential forms. However, he did not pose the question about spectral asymptotics. An equivalent version of Weyl’s definition looks like this:

\[
\mathcal{M} \begin{pmatrix} \omega \\ \theta \end{pmatrix} = \begin{pmatrix} (-1)^{k+1} \star d\theta \\ \star d\omega \end{pmatrix}
\]

under the conditions

\[
d(\star \omega) = 0, \quad d(\star \theta) = 0, \quad j^* \omega = 0, \quad j^*(\star \theta) = 0.
\]

Here $\omega$ is a $k$-form, $\theta$ is an $(n-k-1)$-form, $d$ is the operator of exterior differentiation, $\star$ is the Hodge operator, and $j$ is the embedding of $\partial \Omega$ into $\Omega$, so that $j^* \omega$ is the restriction of $\omega$ to the boundary in the sense of forms.
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If the boundary $\partial \Omega$ and the coefficients $\varepsilon$ and $\mu$ are sufficiently smooth, then the operator (0.1)–(0.3) is well defined on the fields in the Sobolev space $W_{2,1}(\Omega, \mathbb{C}^3)$ and is selfadjoint. But if, for instance, $\partial \Omega$ contains incoming edges, then, even for $\varepsilon = \mu = 1$ (an empty resonator), the Maxwell operator, if defined only on the fields in $W_{2,1}$, fails to be selfadjoint (it is symmetric with infinite defect indices). A detailed discussion of difficulties that arise in the work with the Maxwell system in the nonsmooth three-dimensional case can be found in [22] and [11]. N. Weck (see [30]) carried Weyl’s definition over to the case of a Riemannian manifold with possibly nonsmooth boundary. Thus, the Maxwell operator can be studied in at least three cases: in a three-dimensional domain, in a multidimensional domain, and on a manifold (of arbitrary dimension). In the present paper we treat the second case.

**0.2. The domain of the Maxwell operator.** A key role in the theory of the Maxwell operator is played by the space of differential forms

\[(0.6) \quad F_{el}^k = \{ \omega \in L^k_2 : \| \omega \|_{F^k} < \infty, \ j^* \omega = 0 \} \]

(see §2 below). Here $k$ is the valency of the form $\omega$, $L^k_2$ is the space of square-integrable $k$-forms $\Omega$ (see (1.3) below), $j^* \omega$ is the restriction of $\omega$ to the boundary $\partial \Omega$, and

\[(0.7) \quad \| \omega \|_{F^k}^2 = \| d\omega \|_{L^2}^2 + \| (d\ast \omega) \|_{L^2}^2 + \| \omega \|_{H^k_2}^2. \]

In the physical case, $\Omega$ is a domain in $\mathbb{R}^3$, $k = 1$, and

\[(0.8) \quad F_{el} = \{ E \in L^2(\Omega, \mathbb{C}^3) : \text{curl} E \in L^2_2, \text{div} E \in L^2_2, E_\tau |_{\partial \Omega} = 0 \} \]

is the space of electric fields. If the boundary $\partial \Omega$ is smooth, then the space $F_{el}^k$ embeds in $W_{2,1}$ and the norm (0.7) is equivalent to the $W_{2,1}$-norm (see [17]); in the physical case, we have

\[F_{el} = \{ E \in W_{2,1}(\Omega, \mathbb{C}^3) : E_\tau |_{\partial \Omega} = 0 \}.\]

If the boundary is not smooth, then $F_{el}$ does not embed in $W_{2,1}$. In [9], for domains $\Omega$ with Lipschitz boundary it was shown that every field $E$ in $F_{el}$ is representable as the sum of a term in $W_{2,1}$ and the gradient of a weak solution of a scalar Dirichlet problem, specifically,

\[(0.9) \quad E = u + \nabla \varphi, \quad u \in W_{2,1}(\Omega, \mathbb{C}^3), \quad \varphi \in W_{2,1}(\Omega, \mathbb{C}), \quad \Delta \varphi \in L^2(\Omega).\]

We shall prove an analog of this decomposition theorem for $k$-forms in a Lipschitz domain $\Omega \subset \mathbb{R}^n$ for arbitrary $k$ and $n$ (see Theorem 4.8 below).

In the smooth case, the spaces (0.6), (0.8) embed in $L^2(\Omega)$ compactly by the embedding theorems. The compactness of this embedding in nonsmooth situations has been investigated in a variety of papers. We mention Picard’s result (see [25]): the embedding $F_{el}^k \subset L^k_2$ is compact for Lipschitzian manifolds with boundary (see Corollary 4.10 below, and also [26] and the references therein). It follows that the spectrum of the Maxwell operator on a Lipschitz manifold is discrete.

It should also be noted that the solvability of the stationary Maxwell system

\[\mathcal{M} \left( \begin{array}{c} \omega_1 \\ \omega_2 \end{array} \right) - \lambda \left( \begin{array}{c} \omega_1 \\ \omega_2 \end{array} \right) = \left( \begin{array}{c} \varphi_1 \\ \varphi_2 \end{array} \right), \quad j^* \omega_1 = \psi,\]

in various classes of functions is well studied, see, e.g., [32, 29, 20, 26, 24].
0.3. Spectral asymptotics for the Maxwell operator. The spectrum of the Maxwell operator is discrete and symmetric about zero (see Subsection 2.2 below). When talking about the eigenvalue asymptotics, we shall consider only positive eigenvalues $m_k$.

We introduce the counting function $N(\lambda)$ equal to the number (with multiplicities) of eigenvalues for the Maxwell operator in the interval $(0, \lambda)$. In 1912, Weyl [31] proved that, in a domain $\Omega \subset \mathbb{R}^3$ with smooth boundary and for $\varepsilon = \mu = 1$, the eigenvalues of the operator (0.1)–(0.3) obey the law

$$m_k \sim \left(\frac{3\pi^2}{\text{meas} \Omega}\right)^{1/3} k^{1/3}, \quad k \to +\infty,$$

or, equivalently,

$$N(\lambda) \sim \frac{\text{meas} \Omega}{3\pi^2} \lambda^3, \quad \lambda \to +\infty. \tag{0.10}$$

It was not until 1976 (see [21]) that this result was extended to the case of nonsmooth $\varepsilon$ and $\mu$ and smooth boundary $\partial \Omega$. The asymptotic formula becomes more involved than (0.10), see (3.14) and (3.15) below. In 1987 (see [10]) Birman and Solomyak proved formula (0.10) in the opposite situation, where $\partial \Omega$ is only Lipschitz but $\varepsilon = \mu = 1$. It should be noted that, for a nonsmooth boundary, Weyl’s variation technique is not applicable directly. Only in 2007, the approaches of [2] and [10] were combined: in [5] the result was obtained for the Maxwell operator in domains with Lipschitz boundary and nonsmooth (specifically, $L_\infty$) coefficients.

We mention also the papers [27] and [28], where for an empty ($\varepsilon = \mu = 1$) resonator $\Omega$ the following remainder estimates were obtained:

- if $\partial \Omega \in C^\infty$, then
  $$N(\lambda) = \frac{\text{meas} \Omega}{3\pi^2} \lambda^3 + O(\lambda^2), \quad \lambda \to +\infty,$$
  (under the additional assumption that the billiard flow in $\Omega$ is nonperiodic, $O$ can be replaced with $o$ in the remainder estimate);

- if $\partial \Omega$ is Lipschitz, then
  $$N(\lambda) = \frac{\text{meas} \Omega}{3\pi^2} \lambda^3 \left(1 + O(\lambda^{-2/5})\right), \quad \lambda \to +\infty.$$  

In [15] and in the present paper, the main objective is to obtain a spectral asymptotics for the Maxwell operator with nonsmooth coefficients that acts on $k$-forms on an $n$-dimensional compact Lipschitz manifold. The main result of this paper is Theorem 3.5 where we justify the asymptotics for domains with Lipschitz boundary in $\mathbb{R}^n$. In [15] it was shown how a similar result for manifolds can be deduced from this. Basically, the construction is done as in [5] [3], where $n = 3, k = 1$, but there are two distinctions. First, the proof of the decomposition (0.9) becomes more involved: it is necessary to invoke an analog of the Poincaré lemma concerning representation of closed forms with estimates of Sobolev norms. Such a version of the Poincaré lemma was proved by Mitrea in [24]. Second, for $k = 1$ the problem reduces to the question about the spectral asymptotics for a certain ratio of quadratic forms on $\dot{W}_{2,1}$; this asymptotics was obtained in [11]. For $k > 1$ we must prove the spectral asymptotics of the corresponding ratio anew (see also Remark 7.4).

The paper consists of two chapters. In Chapter I, we recall the calculus of differential forms (§1), give the definition of the Maxwell operator (§2), and state the result (§3). Next, in §4 we describe the space (0.6) analytically (Theorem 4.8). In §§5, 6, we reduce the spectral asymptotics question for the Maxwell operators to a similar question for certain quadratic forms (Theorem 6.5). In Chapter II, we prove Theorem 6.5.
The author is grateful to M. N. Demchenko, M. Z. Solomyak, and A. B. Pushnitskiǐ for useful discussions.

Chapter I
§1. Differential forms

Throughout, we assume that the dimension $n$ of the Euclidean space we work with is at least 2. The case of $n = 1$ is trivial, see Subsection 3.4 below.

1.1. Calculus of differential forms. We denote by $\mathcal{F}^k$, $k = 0, 1, \ldots, n$, the space of complex-valued antisymmetric $k$-linear forms on $\mathbb{R}^n$, $\dim \mathcal{F}^k = \binom{n}{k}$. The basis elements of $\mathcal{F}^k$ will be denoted by $dx^{i_1} \wedge \cdots \wedge dx^{i_k}$, $i_1 < \cdots < i_k$. The space $\mathcal{F}^k$ is Hilbert under the norm

$$
|\theta|^2_{\mathcal{F}^k} = \sum_{i_1 < \cdots < i_k} |\theta_{i_1 \ldots i_k}|^2,
$$

where $\theta = \sum_{i_1 < \cdots < i_k} \theta_{i_1 \ldots i_k} dx^{i_1} \wedge \cdots \wedge dx^{i_k}$.

The Hodge operator $\ast \equiv \ast_k : \mathcal{F}^k \to \mathcal{F}^{n-k}$ is defined on the basis elements by the formula

$$
(\ast dx^{i_1} \wedge \cdots \wedge dx^{i_k}) = \varepsilon(i_1, \ldots, i_k, j_1, \ldots, j_{n-k}) dx^{j_1} \wedge \cdots \wedge dx^{j_{n-k}},
$$

where $\{j_1, \ldots, j_{n-k}\} = \{1, \ldots, n\} \setminus \{i_1, \ldots, i_k\}$, $j_1 < \cdots < j_{n-k}$, and $\varepsilon$ on the right is the sign of the corresponding rearrangement. We mention the formulas

$$
|\theta \wedge \ast \theta|^2 = |\theta|^2 dx^1 \wedge \cdots \wedge dx^n, \quad \theta \in \mathcal{F}^k,
$$

$$
|\xi \wedge \ast \xi|^2 = |\xi|^2 |\theta|^2, \quad \xi \in \mathcal{F}, \quad \theta \in \mathcal{F}^k.
$$

Let $\Omega \subset \mathbb{R}^n$ be a bounded domain with Lipschitz boundary $\partial \Omega$ (i.e., for every $x \in \partial \Omega$ there exists a neighborhood $U_x$ such that $\Omega \cap U_x$ is the subgraph of a Lipschitz function).

We introduce the space

$$
L^p_k \equiv L^p_p(\Omega, \mathcal{F}^k) = \left\{ \omega = \sum_{i_1 < \cdots < i_k} \omega_{i_1 \ldots i_k} dx^{i_1} \wedge \cdots \wedge dx^{i_k}, \ \omega_{i_1 \ldots i_k} \in L^p_p(\Omega) \right\}, \quad 1 \leq p \leq \infty.
$$

For $\omega \in L^p_1$, the following integral is defined in a standard way:

$$
\int_\Omega \omega = \int_\Omega \omega_{1 \ldots n}(x) dx^1 \wedge \cdots \wedge dx^n = \int_\Omega \omega_{1 \ldots n}(x) d^n x,
$$

where $d^n x$ is Lebesgue measure in $\mathbb{R}^n$.

The external differentiation $d$ is defined on forms with smooth coefficients by the formula

$$
(d\omega)_{i_1 \ldots i_k}(x) = \sum_{l=1}^k (-1)^{l-1} \frac{\partial}{\partial x^{i_l}} \omega_{i_1 \ldots (i_l) \ldots i_k}(x), \quad i_1 < \cdots < i_k,
$$

where $\{i_1 \ldots (i_l) \ldots i_k\}$ stands for the collection $\{i_1, \ldots, i_k\}$ in which $i_l$ is dropped. On $L^k_1$, the operator $d$ is defined in the distributional sense:

$$
d\omega = \varphi \iff \int_\Omega \omega \wedge d\theta = (-1)^{k+1} \int_\Omega \varphi \wedge \theta, \quad \theta \in C_0^\infty(\Omega, \mathcal{F}^{n-k-1}).
$$

If $\omega \in L^1_1$, we put $d\omega = 0$ by definition. Next, we introduce the space

$$
W^p_k = \left\{ \omega \in L^p_p(\Omega) : d\omega \in L^{p+1}_p(\Omega) \right\}.
$$

Note that $W^p_0 = W_{p,1}(\Omega, \mathbb{C})$ is the usual Sobolev space of scalar functions, and $W^n_p = L^n_p$. In [18] it was shown that the spaces $W^k_p$ are complete with respect to the natural norm $\|d\omega\|_{L^p} + \|\omega\|_{L^p}$.
Let \( j : \partial \Omega \to \bar{\Omega} \) be the natural embedding, and let \( \omega \) be a \( k \)-form in \( \Omega \). In the smooth case, the relation \( j^* \omega = 0 \) is equivalent to the integral identity \( \int_{\partial \Omega} j^* (\omega \wedge \theta) = 0 \) for all \((n-k-1)\)-forms \( \theta \) in \( \Omega \). Taking the Stokes formula into account, we introduce the following definition.

**Definition 1.1.** Let \( \omega \in \mathcal{W}^k_p \) with \( k < n \) and \( 1 < p < \infty \). We write \( j^*_\Omega \omega = 0 \) if

\[
\int_{\Omega} \omega \wedge d\theta = (-1)^{k+1} \int_{\Omega} d\omega \wedge \theta, \quad \theta \in \mathcal{W}^{n-k}_{p'},
\]

where \( p' = p/(p-1) \). For \( \omega \in \mathcal{W}^n_p \) we agree that \( j^*_\Omega \omega = 0 \) by definition.

**Remark 1.2.** It is easily seen that the relation \( j^*_\Omega \omega = 0 \) implies \( j^*_\Omega (d\omega) = 0 \).

1.2. Coefficients. Let \( \text{Lin}_k = \text{Lin}(\mathcal{F}^k, \mathcal{F}^{n-k}) \) be the space of linear mappings from \( \mathcal{F}^k \) to \( \mathcal{F}^{n-k} \). We denote by \( M^k_+ \) the set of all \( \beta \in \text{Lin}_k \) with the following properties:

- \( \beta \omega = \beta \bar{\omega} \) for all \( \omega \in \mathcal{F}^k \);
- the function \( b(\omega) \) determined by the identity
  \[
  \omega \wedge \beta \bar{\omega} = b(\omega) \, dx^1 \wedge \cdots \wedge dx^n,
  \]
  is positive for all \( \omega \neq 0 \).

Clearly, \( *_k \in M^k_+ \) and if \( \beta \in M^k_+ \), then \( \omega \wedge \beta \theta = \theta \wedge \beta \omega \) for all \( \omega, \theta \in \mathcal{F}^k \). It is convenient to rewrite the last identity as follows:

\[
(1.4) \quad \omega \wedge \beta \theta = (-1)^{k(n-k)} \beta \omega \wedge \theta, \quad \omega, \theta \in \mathcal{F}^k.
\]

Next, if \( \beta \in M^k_+ \), then the inverse mapping \( \alpha : \mathcal{F}^{n-k} \to \mathcal{F}^k \) exists, \( \alpha \circ \beta = \text{id} \). We denote by \( \beta^{-1} \) this inverse supplied with a sign, namely \( \beta^{-1} := (-1)^{(n-k)} \alpha \). Then \( \beta^{-1} \in M^{n-k}_+ \).

**Lemma 1.3.** Suppose that \( \alpha > 0 \), \( \xi \) is a real 1-form, \( h \in \mathcal{F}^l \), and \( \beta \in M^{l+1}_+ \). Then

\[
(1.5) \quad (-1)^l \bar{h} \wedge \xi \wedge \beta (\xi \wedge h) + (-1)^{(l-1)(n-l)} \alpha \bar{h} * (\xi \wedge * (\xi \wedge h)) \geq \min(\alpha, \|\beta\|_{\text{Lin}_+}^{-1}) |\xi|^2 |h|^2.
\]

**Proof.** We have

\[
(-1)^l \bar{h} \wedge \xi \wedge \beta (\xi \wedge h) + (-1)^{(l-1)(n-l)} \alpha \bar{h} * (\xi \wedge * (\xi \wedge h)) \geq \|\beta\|_{\text{Lin}_+}^{-1} |\xi \wedge h|^2 + \alpha |\xi \wedge h|^2.
\]

Then (1.5) follows from (1.2).

Now, we put

\[
M^k_+ (\Omega) = \{ \beta \in L_\infty (\Omega, M^k_+) : \beta^{-1} \in L_\infty (\Omega, M^{n-k}_+) \}
\]

\((M^k_+ (\Omega)\) is well defined because \( M^k_+ \) is a subset of the normed space \( \text{Lin}_k \)). Clearly, \((*^k)^{-1} = *_{n-k}, *_k \in M^k_+ (\Omega)\), and

\[
\beta \in M^k_+ (\Omega) \iff \beta^{-1} \in M^{n-k}_+ (\Omega).
\]

Every function \( \beta_k \in M^k_+ (\Omega) \) gives rise to a scalar product in \( L^2_2 = L^2_2 (\beta_k) \):

\[
(\omega, \theta)_{\beta_k} := \int_{\Omega} \omega \wedge \beta_k \bar{\theta}.
\]

It is easily seen that

\[
(1.7) \quad \int_{\Omega} \omega \wedge \beta_k \bar{\omega} \geq \|\beta_k^{-1}\|_{L_\infty}^{-1} \int_{\Omega} \omega \wedge \bar{\omega}.
\]

Suppose that \( 0 \leq k \leq n-1 \) and \( \beta_k \in M^k_+ (\Omega) \). We introduce the differentiation operator \( d_k : L^k_2 (\beta_k) \to L^{k+1}_2 (\beta_{k+1}) \) by setting

\[
(1.8) \quad d_k \omega = d\omega, \quad \text{Dom} d_k = \{ \omega \in \mathcal{W}^k_2 : j^* \omega = 0 \}.
\]
Clearly, \( C_0^\infty(\Omega, \mathcal{F}^k) \subset \text{Dom} d_k \). Therefore, \( d_k \) is densely defined in \( L^2_2(\beta_k) \). The following simple fact was proved in [15].

**Lemma 1.4.** The operator \( d_k \) is closed. Its adjoint acts in accordance with the formula

\[
d_k^* \theta = (-1)^{k(n-k)+1} \beta_k^{-1} d(\beta_{k+1} \theta), \quad \text{Dom} d_k^* = \{ \theta \in L^2_{k+1} : d(\beta_{k+1} \theta) \in L^2_{n-k} \}.
\]

### 1.3. Problem setting

Let \( 0 \leq k \leq n-1 \), \( \beta_k \in M^k_+(\Omega) \), and let \( \beta_{k+1} \in M^{k+1}_+(\Omega) \). In the space \( L^2_k(\beta_k) \oplus L^2_{n-k-1}(\beta_{k+1}) \), consider the operator

\[
\mathcal{M}_k(\beta_k; \beta_{k+1}) = \begin{pmatrix} 0 & d_k^* \\ d_k & 0 \end{pmatrix},
\]

where \( d_k \) and \( d_k^* \) are given by (1.8), (1.9). The operator \( \mathcal{M}_k \) is selfadjoint, and its spectrum is symmetric about zero because

\[
\begin{pmatrix} I & 0 \\ 0 & -I \end{pmatrix} \begin{pmatrix} 0 & d_k^* \\ d_k & 0 \end{pmatrix} = - \begin{pmatrix} 0 & d_k^* \\ d_k & 0 \end{pmatrix} \begin{pmatrix} I & 0 \\ 0 & -I \end{pmatrix}.
\]

The kernel of \( \mathcal{M}_k \) is infinite-dimensional. As we shall see below, the spectrum is discrete outside zero. Our purpose is the study of the asymptotic behavior of the eigenvalues of \( \mathcal{M}_k \) at infinity. In the next section, we “split out” the kernel of \( \mathcal{M}_k \) and obtain the “genuine” Maxwell operator, more suitable to work with.

### §2. MAXWELL OPERATOR

#### 2.1. Spaces of differential forms

We introduce a series of spaces of \( k \)-forms. Put

\[
G^k = d\mathcal{W}^{k-1}_2 = \{ d\varphi : \varphi \in \mathcal{W}^{k-1}_2 \}, \quad G^k_0 = \{ d\varphi : \varphi \in \mathcal{W}^{k-1}_2, j^* \varphi = 0 \}
\]

for \( k \geq 1 \) and \( G^0 = G^0_0 = \{ 0 \} \). Next,

\[
J^k(\beta_k) = \{ \omega \in L^2_k : d(\beta_k \omega) = 0 \}, \quad J^k_0(\beta_k) = \{ \omega \in J^k(\beta_k) : j^* (\beta_k \omega) = 0 \}.
\]

Clearly, \( J^0 = J^0_0 = L^2_0 \). Also, it is easy to show that the spaces \( J \) are orthogonal to the corresponding spaces \( G \) with respect to the scalar product (1.6): \( L^2_k(\beta_k) = G^k_0 \oplus \beta_k J^k \cap G^k \).

In different mathematical fields, these decompositions are related to the names of Weyl, Helmholtz, and Hodge.

Below we assume that \( k \leq n-1 \). We introduce the Hilbert space

\[
F^k(\beta_k) = \{ \omega \in \mathcal{W}^k_2 : d(\beta_k \omega) \in L^2_{n-k+1} \}
\]

with the norm

\[
||\omega||_{F^k}^2 = \int_\Omega d\omega \wedge \beta_{k+1}(d\omega) + d(\beta_k \omega) \wedge *_{n-k+1} d(\beta_k \omega) + \omega \wedge \beta_k \omega
\]

(if \( k = 0 \), the second summand disappears), and its “electric” and “magnetic” subspaces

\[
F^k_{el}(\beta_k) = \{ \omega \in F^k(\beta_k) : j^* \omega = 0 \}, \quad F^k_{m}(\beta_k) = \{ \omega \in F^k(\beta_k) : j^* (\beta_k \omega) = 0 \}.
\]

For \( k = 0 \), these spaces coincide with the usual Sobolev spaces of scalar functions, \( F^0_{el} = \mathcal{W}^0_{2,1}(\Omega), F^0_{m} = F^0 = \mathcal{W}^0_{2,1}(\Omega) \). Next, we put

\[
\Phi^k_{el}(\beta_k) = F^k_{el}(\beta_k) \cap J^k(\beta_k), \quad \Phi^k_{el}(\beta_k) = F^k_{el}(\beta_k) \cap G^k_0,
\]

\[
\Phi^k_{m}(\beta_k) = F^k_{m}(\beta_k) \cap J^k_0(\beta_k), \quad \Phi^k_{m}(\beta_k) = F^k_{m}(\beta_k) \cap G^k.
\]

Obviously,

\[
F^k_{el} = \Phi^k_{el} \oplus \beta_k E^k_{el}, \quad F^k_{m} = \Phi^k_{m} \oplus \beta_k E^k_{m}.
\]
Finally, we put
\[ K^k(\beta_k) = \{ \omega \in \Phi_{el}^k(\beta_k) : d\omega = 0 \} = \{ \omega \in L^2_0(\beta_k) : d\omega = 0, d(\beta_k\omega) = 0, j^*\omega = 0 \}. \]
The space \( K^k(\beta_k) \) depends on the topological properties of \( \Omega \). Below we shall show (see Corollary 6.2) that it is always finite-dimensional (maybe, trivial) for domains with Lipschitz boundary. For \( d_k \), we have \( \ker d_k = G_0^k \oplus \beta_k K^k(\beta_k) \).

### 2.2. Maxwell operator.

Suppose that \( k \leq n - 1, \beta_k \in M^k_+(\Omega), \) and \( \beta_{k+1} \in M^{k+1}_+(\Omega) \). We introduce the operator
\[ R_k(\beta_k, \beta_{k+1}) : J^k(\beta_k) \to J_{0}^{n-k-1}(\beta_{k+1}^{-1}), \quad R_k\omega = \beta_{k+1} d\omega, \quad \Dom R_k = \Phi_{el}^k(\beta_k). \]
The operator \( R_k \) is closed, and its kernel \( \ker R_k \) is equal to \( K^k(\beta_k) \). It is easy to describe the adjoint operator:
\[ R_k(\beta_k, \beta_{k+1})^* : J_{0}^{n-k-1}(\beta_{k+1}^{-1}) \to J^k(\beta_k), \quad R^*_k\theta = (-1)^{k(n-k-1)+1}\beta_k^{-1}d\theta, \quad \Dom R^*_k = \Phi_{m}^{n-k-1}(\beta_{k+1}^{-1}). \]

**Definition 2.1.** We define the Maxwell operator \( M_k(\beta_k, \beta_{k+1}), k = 0, 1, \ldots, n - 1, \) to be the following block operator in the Hilbert space \( J^k(\beta_k) \oplus J_{0}^{n-k-1}(\beta_{k+1}^{-1}) \):
\[
M_k(\beta_k, \beta_{k+1}) = \begin{pmatrix}
0 & R^*_k \\
R_k & 0
\end{pmatrix},
\]
\[
M_k(\omega, \theta) = \begin{pmatrix}
(-1)^{k(n-k-1)+1}\beta_k^{-1}d\theta \\
\beta_{k+1}d\omega
\end{pmatrix},
\]
\[
\Dom M_k(\beta_k, \beta_{k+1}) = \Phi_{el}^k(\beta_k) \oplus \Phi_{m}^{n-k-1}(\beta_{k+1}^{-1}).
\]

The operator \( M_k(\beta_k, \beta_{k+1}) \) is selfadjoint, its kernel is finite-dimensional, and its spectrum outside zero coincides with that of \( M_k(\beta_k, \beta_{k+1}) \) (see Subsection 1.3). The spectrum is symmetric about zero and discrete. It is convenient to describe the asymptotic behavior of its eigenvalues in terms of the counting function \( N(\lambda, M_k(\beta_k, \beta_{k+1})) \), where \( N(\lambda, A) \) is the number (with multiplicity) of eigenvalues of a selfadjoint operator \( A \) in the interval \((0, \lambda]\).

**Remark 2.2.** Clearly,
\[
M_k^2 = \begin{pmatrix}
R^*_k R_k & 0 \\
0 & R_k R^*_k
\end{pmatrix},
\]
and the operators \( R^*_k R_k \) and \( R_k R^*_k \) are unitarily equivalent on the orthogonal complements of their kernels; therefore,
\[
(2.2) \quad N(\lambda, M_k(\beta_k, \beta_{k+1})) = N(\lambda^2, R_k(\beta_k, \beta_{k+1})^* R_k(\beta_k, \beta_{k+1})).
\]
We recall that our definition of the counting function \( N(\lambda) \) does not take zero eigenvalues into account.

We formulate the main result.

**Theorem 2.3.** Let \( \Omega \subset \mathbb{R}^n \) be a bounded domain with Lipschitz boundary, and let
\[ 0 \leq k \leq n - 1, \quad \beta_k \in M^k_+(\Omega), \quad \beta_{k+1} \in M^{k+1}_+(\Omega). \]

Then the counting function for the positive eigenvalues of the Maxwell operator obeys the power-type asymptotic law
\[
N(\lambda, M_k(\beta_k, \beta_{k+1})) \sim \kappa \lambda^n, \quad \lambda \to +\infty,
\]
\[ \kappa > 0. \]
Here and below, the symbol \( \sim \) means that the ratio of the quantities on the right and on the left of it tends to 1.

In terms of the eigenvalues \( \lambda_m \), the claim means that
\[
\lambda_m(M_k(\beta_k, \beta_{k+1})) \sim x^{-1/n}m^{1/n}, \quad m \to +\infty.
\]

There is an explicit (though cumbersome) expression for \( x \) in terms of the coefficients of the operators \( \beta_k, \beta_{k+1} \). The formula is presented in the next section (Theorem 3.5).

§3. Algebraic problems

3.1. “Complicated” algebraic problem. This problem will be required for the proof of Theorems 2.3 and 3.5. We note that for the calculation itself of the coefficient in the spectral asymptotics for the Maxwell operator, only a particular case (to be discussed in the next subsection) of this problem is required.

Recall that the space \( \mathcal{F}^k \) of \( k \)-forms is a Hilbert space with respect to the norm \( (1.1) \). For a linear map \( \gamma \in \text{Lin}_k \), we denote by \( \gamma^* \) its adjoint, and by \( \gamma^+ \) the operator
\[
\gamma^+ = \ast_k \gamma^* \ast_k : \mathcal{F}^k \to \mathcal{F}^{n-k}.
\]

Then
\[
\overline{\omega} \wedge \gamma^+ \theta = \gamma^* \overline{\omega} \wedge \theta, \quad \omega, \theta \in \mathcal{F}^k.
\]

For the positive definite operator \( \beta_k \), we have \( \beta_k^+ = (-1)^{(n-k)} \beta_k \).

Let \( \alpha > 0 \), and let \( \xi \) be a real 1-form. Suppose that \( \beta_k(x) \in M^+_k, \beta_{k+1}(x) \in M^{k+1}_+, \) and \( \gamma(x) \in \text{Lin}_k \). For \( k \geq 1 \), we consider the problem
\[
\begin{aligned}
(\gamma(x)^+ \beta_k(x)^{-1} \gamma(x)^+ \hbar + i(-1)^{k(n-k)+1} \gamma(x)^+ (\xi \wedge \psi)) \\
= \lambda((-1)^k \xi \wedge \beta_{k+1}(x)(\xi \wedge \hbar) + (-1)^{(k-1)(n-k)} \ast (\xi \wedge \ast(\xi \wedge \hbar))），
\end{aligned}
\]

\[
i \xi \wedge \beta_k(x)(\xi \wedge \psi) = \xi \wedge \gamma(x)h, \quad \xi \wedge \ast \psi = 0.
\]

Here \( \lambda \in \mathbb{C} \) is an eigenvalue and \( h \in \mathcal{F}^k \) is an eigenvector of the problem. Note that the last two equations in (3.1) can be united in a single equation for \( \psi \in \mathcal{F}^{k-1} \):
\[
(3.2) \quad (-1)^{k-1} \xi \wedge \beta_k(x)(\xi \wedge \psi) + (-1)^{(n-k+1)} \ast(\xi \wedge \ast(\xi \wedge \psi)) = (-1)^k i \xi \wedge \gamma(x)h.
\]

Indeed, clearly, (3.1) implies (3.2). Conversely, let \( \psi \) satisfy (3.2). Then we multiply (3.2) by \( \xi \wedge \ast(\xi \wedge \ast \psi) \) to obtain
\[
\xi \wedge \ast(\xi \wedge \ast \psi) \wedge \ast(\xi \wedge \ast(\xi \wedge \ast \psi)) = 0 \quad \Rightarrow \quad \xi \wedge \ast(\xi \wedge \ast \psi) = 0.
\]

Multiplying the last identity by \( \ast \psi \), we arrive at \( \xi \wedge \ast \psi = 0 \). Thus, (3.1) holds true. We see that \( \psi \) is uniquely determined,
\[
\psi = Q(\beta_k(x), \xi)^{-1}((-1)^k i \xi \wedge \gamma(x)h),
\]
where \( Q(\beta_k, \xi) \) stands for the operator acting from \( \mathcal{F}^{k-1} \) to \( \mathcal{F}^{n-k+1} \) as follows:
\[
Q(\beta_k, \xi) \psi = (-1)^{k-1} \xi \wedge \beta_k(x)(\xi \wedge \psi) + (-1)^{(n-k+1)} \ast(\xi \wedge \ast(\xi \wedge \psi)).
\]

It is invertible by Lemma 1.3.

Lemma 3.1. System (3.1) possesses the following properties:
1) the quadratic form of the left-hand side of the first equation is nonnegative;
2) the quadratic form of the right-hand side of the first equation is positive;
3) the eigenvalues are nonnegative;
4) the eigenvalues are homogeneous of order \(-2\) in \( \xi \);
5) if \( \gamma(x) = 0 \), then all eigenvalues are zero.
Proof. 1) For the first summand on the left, we have
\[ \bar{h} \wedge \gamma^+ \beta_k^{-1} \gamma h = \gamma h \wedge \beta_k^{-1} \gamma h \geq 0. \]

For the second summand on the left, we have
\[ i(-1)^{k(n-k)+1} h \wedge \gamma^+ (\xi \wedge \psi) = i(-1)^{(k-1)(n-k)+1} \xi \wedge \gamma h \wedge \psi \]
\[ = (-1)^{(k-1)(n-k)} \xi \wedge \beta_k (\xi \wedge \bar{\psi}) \wedge \psi = (\xi \wedge \psi) \wedge \beta_k (\xi \wedge \bar{\psi}) \geq 0. \]

2) is a consequence of Lemma 1.3
3) follows from 1) and 2).

Statements 4) and 5) are obvious. \qed

Let \( \{ \lambda_j(x, \xi) \}_{j=1}^{\eta} \) be the eigenvalues of problem (3.1), counted with multiplicities. If \( k = 0 \), the form \( \psi \) is absent in (3.1) and \( h \) is a complex number. So, the problem reduces to the equation
\[ \gamma(x)^+ \beta_k(x)^{-1} \gamma(x)1 = \lambda \xi \wedge \beta_1(x) \xi, \]
which determines a unique eigenvalue \( \lambda_1(\xi) \). Clearly, statements 3), 4), and 5) of Lemma 3.1 are also true for this eigenvalue \( \lambda_1 \).

We introduce the functions \( n(\lambda; x, \xi) = \#\{ j : \lambda_j(x, \xi) > \lambda \}, \lambda > 0, \) and
\[ (3.3) \quad \nu(\lambda; x) = (2\pi)^{-n} \int_{\mathbb{R}^n} n(\lambda; x, \xi) d^n \xi, \]
where we have identified the real 1-forms and the vectors in \( \mathbb{R}^n \) in a standard way.

Lemma 3.2. Suppose that \( \beta_k \in M_t^k(\Omega), \beta_{k+1} \in M_t^{k+1}(\Omega), \) and \( \gamma \in L_n(\Omega, \text{Lin}_k) \). Then the function \( \nu(\lambda; x) \) defined by (3.3) is homogeneous of degree \(-n/2\) in \( \lambda \), i.e., \( \nu(\lambda; x) = \lambda^{-n/2} \nu(x) \). The function \( \nu(.) = \nu(1, .) \) is calculated by the formula
\[ (3.4) \quad \nu(x) = \frac{1}{n(2\pi)^n} \int_{|\theta|=1} \sum_{j=1}^{\eta} \lambda_j(x, \theta)^{n/2} dS(\theta), \]
where \( dS(\theta) \) is Lebesgue measure on the unit sphere of \( \mathbb{R}^n \).

Proof. For \( \xi = \rho \theta \) with \( \rho > 0 \), by the homogeneity of \( \lambda_j \) we obtain
\[ \lambda_j(x, \xi) > \lambda \iff \lambda_j(x, \theta) > \rho^2 \lambda. \]

Consequently,
\[ (2\pi)^n \nu(\lambda; x) = \sum_j \int_{\{ \xi \in \mathbb{R}^n : \lambda_j(x, \xi) > \lambda \}} d^n \xi = \sum_j \int_{|\theta|=1} \int_0^{(\lambda_j(x, \theta)^{\rho})^{1/2}} \rho^{n-1} d\rho dS(\theta) \]
\[ = \frac{1}{n\lambda^{n/2}} \int_{|\theta|=1} \sum_j \lambda_j(x, \theta)^{n/2} dS(\theta). \] \qed

Remark 3.3. Formula (3.4) for \( \nu \) can also be written in the form
\[ (3.5) \quad \nu(x) = \frac{1}{n(2\pi)^n} \text{tr}\left[ \left( \ast Q(\beta_{k+1}(x), \alpha, \xi) \right)^{-1/2} \ast \left( \gamma(x)^+ \beta_k(x)^{-1} \gamma(x) \right) \right. \]
\[ + (-1)^{k(n-k+1)} \gamma(x)^+ (\xi \wedge Q(\beta_k(x), \xi)^{-1} (\xi \wedge \gamma(x))) \]
\[ \times \left. (\ast Q(\beta_{k+1}(x), \alpha, \xi))^{-1/2} \right] dS(\theta). \]
3.2. “Simple” algebraic problem. Now, we consider the case where $\gamma(x) = \beta_k(x)$. Then problem (3.1) has kernel of the form

$$h = i\xi \wedge \psi, \quad \psi \in \mathcal{F}^{k-1} : \xi \wedge \psi = 0.$$  

If a form $h$ is orthogonal to the kernel (3.6) in the metric of the right-hand side of (3.1), then

$$\begin{align*}
\xi \wedge \psi &\wedge ((-1)^k \xi \wedge \beta_{k+1}(\xi \wedge h) + (-1)^{(k-1)(n-k)} \alpha \ast (\xi \wedge \ast (\xi \wedge h))) = 0 \\
\Rightarrow \quad \xi \wedge \psi \wedge \ast (\xi \wedge \ast (\xi \wedge h)) = 0, \quad \psi \in \mathcal{F}^{k-1}.
\end{align*}$$

On the other hand,

$$\zeta \wedge \ast (\xi \wedge \ast (\xi \wedge h)) = 0 \quad \text{for all } \zeta \in \mathcal{F}^k \text{ with } \xi \wedge \zeta = 0.$$ 

Consequently, for such $h$ we have $\xi \wedge \ast (\xi \wedge h) = 0$, whence $\xi \wedge h = 0$. Thus, if $\gamma(x) = \beta_k(x)$, then the nonzero spectrum of problem (3.1) does not depend on $\alpha$ and coincides with the nonzero spectrum of the problem

$$\begin{align*}
\beta_k(x)h - i\beta_k(x)(\xi \wedge \psi) &= (-1)^k \lambda \xi \wedge \beta_{k+1}(\xi \wedge h), \\
\xi \wedge h &= 0, \quad i\xi \wedge \beta_k(x)(\xi \wedge \psi) = \xi \wedge \beta_k(x)h, \quad \xi \wedge \psi = 0.
\end{align*}$$ (3.7)

Next, if a form $h$ is a solution of (3.7), then the form $h_0 = h - i\xi \wedge \psi$ satisfies the equation

$$\beta_k(x)h_0 = (-1)^k \lambda \xi \wedge \beta_{k+1}(\xi \wedge h_0).$$ (3.8)

Conversely, let $h_0$ be a solution of (3.8). We find a $(k - 1)$-form $\psi$ from the equations

$$-i\xi \wedge \ast (\xi \wedge \psi) = \xi \wedge \ast h_0, \quad \xi \wedge \psi = 0,$$

and put $h = h_0 + i\xi \wedge \psi$. Then $\xi \wedge \ast h = 0$, and

$$\xi \wedge \beta_k(x)h = i\xi \wedge \beta_k(x)(\xi \wedge \psi)$$

because $\xi \wedge \beta_k(x)h_0 = 0$ by (3.8). So, $h$ satisfies (3.7). We have obtained the following result.

**Lemma 3.4.** For $\gamma(x) = \beta_k(x)$, the nonzero spectrum of problem (3.1) coincides (with multiplicity taken into account) with the nonzero spectrum of problem (3.8).

Now, let $\{\tilde{\lambda}_j(x, \xi)\}$ be the eigenvalues of (3.8). We introduce the functions

$$\tilde{n}(\lambda; x, \xi) = \#\{j : \tilde{\lambda}_j(x, \xi) > \lambda\}, \quad \lambda > 0, \quad \tilde{\nu}(\lambda; x) = (2\pi)^{-n} \int_{\mathbb{R}^n} \tilde{n}(\lambda; x, \xi) d^n \xi.$$ (3.9)

Lemma 3.3 ensures that, if $\gamma(x) = \beta_k(x)$, we have $\nu(\lambda; x) = \tilde{\nu}(\lambda; x)$. Consequently,

$$\begin{align*}
\tilde{\nu}(\lambda; x) &= \lambda^{-n/2} \tilde{\nu}(x) \quad \text{by Lemma 3.2 and (3.9)} \\
\tilde{\nu}(x) &= \frac{1}{n(2\pi)^n} \int_{|\theta| = 1} \sum_j \tilde{\lambda}_j(x, \theta)^{n/2} dS(\theta).
\end{align*}$$

3.3. The main result.

**Theorem 3.5.** Let $\Omega \subset \mathbb{R}^n$ be a bounded domain with Lipschitz boundary. Suppose that $0 \leq k \leq n - 1$, $\beta_k \in M^k(\Omega)$, and $\beta_{k+1} \in M^{k+1}(\Omega)$. Let $M_k(\beta_k, \beta_{k+1})$ and $M_k(\beta_k, \beta_{k+1})$ be the operators defined, respectively, in §1 and §2. Then the counting function for their positive eigenvalues obeys the asymptotic law

$$N(\lambda, M_k(\beta_k, \beta_{k+1})) = N(\lambda, M_k(\beta_k, \beta_{k+1})) \sim \lambda^n \tilde{\nu}(x) d^n x, \quad \lambda \to +\infty,$$ (3.10)

where $\tilde{\nu}$ was defined by (3.9).
Remark 3.6. Consider the case of constant coefficients: \( \beta_k(x) = \ast_k, \beta_{k+1}(x) = \ast_{k+1} \). The right-hand side of equation (3.8) vanishes on the subspace \( \{ h_0 \in \mathcal{F}^k : \xi \wedge h_0 = 0 \} \). The subspace \( \{ h_0 \in \mathcal{F}^k : \xi \wedge h_0 = 0 \} \) is orthogonal to it and is an eigenspace, it corresponds to the eigenvalue \( \lambda = |\xi|^2 \) of multiplicity \( (n-1) \). In this case

\[
\tilde{\nu}(x) = \frac{(n-1)}{n(2\pi)^n} \int_{|\theta|=1} dS(\theta)
\]

and

\[
N(\lambda, M_{k}(\ast_k, \ast_{k+1})) \sim \frac{\zeta_n(n-1)}{(2\pi)^n} \lambda^n, \ \lambda \to +\infty,
\]

where \( \zeta_n = \text{meas}\{\xi \in \mathbb{R}^n : |\xi| < 1\} \) is the measure of the unit ball in \( \mathbb{R}^n \).

3.4. Examples.

The case of \( n = 1, k = 0 \). We may assume that \( \Omega = (0, 1) \). Let \( \beta_0, \beta_1, \beta_0^{-1}, \beta_1^{-1} \in L_\infty(0, 1) \). In this case, the Maxwell operator \( M_0 \) is defined in \( L_2(\beta_0) \oplus L_2(\beta_1^{-1}) \) on the domain \( \text{Dom} \ M_0 = \hat{W}_{2,1}(0, 1) \oplus W_{2,1}(0, 1) \) by the formula

\[
M_0 \left( \begin{array}{c} \omega \\ \theta \end{array} \right) = \left( \begin{array}{c} -\beta_0^{-1}\theta' \\ \beta_1 \omega' \end{array} \right).
\]

The asymptotic formula turns into

\[
N(\lambda, M_0) \sim \frac{\lambda}{\pi} \int_0^1 \frac{\beta_0(x)}{\beta_1(x)} dx, \ \lambda \to +\infty.
\]

The case of \( k = 0 \) and an arbitrary \( n \). In this case, \( \beta_0(x) \) can be identified with a positive scalar function and \( \beta_1(x) \) can be viewed as a positive definite \( (n \times n) \)-matrix-valued function; \( \beta_0, \beta_0^{-1} \in L_\infty(\Omega), \beta_1, \beta_1^{-1} \in L_\infty(\Omega, \text{Mat}(n)) \). The operator \( R_0^* R_0 \) coincides with the operator

\[
A_D = -\beta_0(x)^{-1} \text{div}(\beta_1(x)\nabla \cdot)
\]

of the Dirichlet problem in the space \( L_2(\Omega, \beta_0(x)d^nx) \). By (3.10), the asymptotics (2.2) turns into

\[
N(\lambda, A_D) \sim \frac{\lambda^{n/2}\zeta_n}{(2\pi)^n} \int_\Omega \frac{\beta_0(x)^{n/2} d^nx}{(\det \beta_1(x))^{1/2}}, \ \lambda \to +\infty.
\]

The case of \( k = n - 1 \). Let \( \beta_n, \beta_n^{-1} \in L_\infty(\Omega) \) and \( \beta_{n-1}, \beta_{n-1}^{-1} \in L_\infty(\Omega, \text{Mat}(n)) \). Then \( R_{n-1}^* R_{n-1} \) coincides with the operator

\[
A_N = (-1)^n \beta_n(x) \text{div}(\beta_{n-1}(x)^{-1} \nabla \cdot)
\]

of the Neumann problem in \( L_2(\Omega, \beta_n(x)^{-1} d^nx) \). The asymptotics (3.10) turns into

\[
N(\lambda, A_N) \sim \frac{\lambda^{n/2}\zeta_n}{(2\pi)^n} \int_\Omega \frac{(\det \beta_{n-1}(x))^{1/2} d^nx}{\beta_n(x)^{n/2}}, \ \lambda \to +\infty.
\]

Formulas (3.11) - (3.13) are well known, see, e.g., \( [8] \) and the references therein.

The case of \( n = 3, k = 1 \). This is the “physical” Maxwell operator (0.1) - (0.3) with \( \beta_1 = \varepsilon, \beta_2 = \mu \). The asymptotics (3.10) turns into

\[
N(\lambda, M) \sim \frac{\lambda^3}{24\pi^3} \int_\Omega \int_{|\xi|=1} \left( \Lambda_1(x, \xi) \xi^{-3/2} + \Lambda_2(x, \xi) \xi^{-3/2} \right) dS(\xi) d^3 x, \ \lambda \to +\infty,
\]

where the \( \Lambda_{1,2} \) are the nonzero eigenvalues of the problem

\[
[\xi, \mu(x)^{-1}[h, \xi]] = \Lambda \varepsilon(x) h, \quad \xi, h \in \mathbb{C}^3, \quad \Lambda \in \mathbb{C}.
\]

[,,] is the vector product in \( \mathbb{R}^3 \). Equation (3.15) differs from (3.8) by the substitution \( \Lambda = \lambda^{-1} \). For \( \xi \in \mathbb{R}^3 \setminus \{0\} \), it has precisely one eigenvector \( h = \xi \) that corresponds to
the eigenvalue $\Lambda = 0$, therefore two eigenvalues $\Lambda_{1,2}$ occur in $3.4$. Formula (3.4) is the main result of [5].

§4. Decomposition theorem for the space $F^k_{el}$

4.1. Poincaré lemma. We recall that a domain $U \subset \mathbb{R}^n$ is said to be

- starlike relative to a point $x_0 \in U$ if an arbitrary ray emanating from $x_0$ hits the boundary $\partial U$ only once;
- starlike relative to a ball $B \subset U$ if $U$ is starlike relative to an arbitrary point $x_0 \in B$.

The following facts are well known.

Lemma 4.1. a) If a domain $U$ is starlike relative to a ball, then it has Lipschitz boundary.

b) If $\Omega$ is a domain with Lipschitz boundary, then there exists a finite covering $\{U_i\}_{i=1}^N$ and a partition of unity $\{\zeta_i\}_{i=1}^N$ such that

- $\Omega = \bigcup_{i=1}^N U_i$, and each $U_i$ starlike relative to a ball;
- $\zeta_i \in C_0^\infty(\mathbb{R}^n)$, $\text{supp} \zeta_i \subset \bar{U}_i$, and $\sum_{i=1}^N \zeta_i(x) = 1$ in $\Omega$.

We denote by $\hat{W}_{p,1}(\Omega, \mathcal{F}^1)$ the space of functions whose values are $l$-forms all components of which belong to $\hat{W}_{p,1}(\Omega)$. The following theorem was proved in [24 Proposition 11.2].

Theorem 4.2. Let $U \subset \mathbb{R}^n$ be a bounded domain starlike relative to some ball, and let $1 < p < \infty$. Then there exist continuous linear operators

$$S^{(k)} : L_p^k(U) \to \hat{W}_{p,1}(U, \mathcal{F}^{k-1}), \quad k = 1, \ldots, n,$$

such that, for every $\psi \in L_p^k(U)$ with $d\psi \in L_p^{k+1}(U), j^*\psi = 0$, we have

$$\psi = S^{(k+1)}(d\psi) + d(S^{(k)}\psi), \quad k = 0, \ldots, n - 1,$$

where $S^{(0)} = 0$ by definition.

Remark 4.3. If the form $\psi$ is closed, $d\psi = 0$, then (4.1) implies that it is exact. So, the claim is a generalization of the Poincaré lemma. It is important that the Sobolev norms of the forms in question can be controlled. The proof of these norm estimates is based on the Calderón–Zygmund theory [14].

Remark 4.4. It should be noted that for $k = n$ an analog of Theorem 4.2 holds true under the additional condition $\int_\Omega \psi = 0$ and without the first summand on the right in (4.1). This result was obtained in [12] in the following form: if $\Omega \subset \mathbb{R}^n$ is a bounded domain satisfying a cone condition and $f \in L_p(\Omega)$ is a scalar functions $1 < p < \infty$ and $\int_\Omega f(x) \, d^n x = 0$, then there exists a vector-valued function $v \in \hat{W}_{p,1}(\Omega, \mathbb{R}^n)$ such that

$$\text{div} \, v(x) = f(x)$$

and $\|v\|_{W^{1}_p} \leq C\|f\|_{L_p}$. See also [16] [13] about the solvability of equation (4.2) in various function classes.

4.2. The space $W^k_p$. In this subsection, we study the space of $k$-forms

$$\{\psi \in W^k_p : j^*\psi = 0\}.$$

Clearly, it includes the spaces $\hat{W}_{p,1}(\Omega, \mathcal{F}^k)$ and $\{d\varphi : \varphi \in \hat{W}_{p,1}(\Omega, \mathcal{F}^{k-1})\}$. It turns out that (4.3) coincides with the linear sum of these spaces,

$$\{\psi \in W^k_p : j^*\psi = 0\} = \hat{W}_{p,1}(\Omega, \mathcal{F}^k) + d\hat{W}_{p,1}(\Omega, \mathcal{F}^{k-1})$$

(surely, this is not a direct sum).
Theorem 4.5. Let $\Omega \subset \mathbb{R}^n$ be a bounded domain with Lipschitz boundary. Suppose that $1 \leq k \leq n - 1$ and $1 < p < \infty$. Then there exist linear operators
\[
X : \{ \psi \in \mathcal{W}^k_p : j^* \psi = 0 \} \rightarrow \dot{W}^1_p(\Omega, \mathcal{F}^k),
\]
\[
Z : \{ \psi \in \mathcal{W}^k_p : j^* \psi = 0 \} \rightarrow \dot{W}^1_p(\Omega, \mathcal{F}^{k-1})
\]
such that
\[
X \psi + d(Z \psi) = \psi \text{ for all } \psi \in \mathcal{W}^k_p \text{ with } j^* \psi = 0,
\]
and
\[
\|X \psi\|_{W^1_p} + \|Z \psi\|_{W^1_p} \leq C (\|d\psi\|_{L^p} + \|\psi\|_{L^p}).
\]
Remark 4.6. a) For $k = 0$ a similar statement is trivial:
\[
\{ \psi \in \mathcal{W}^0_p : j^* \psi = 0 \} = \dot{W}^1_p(\Omega)
\]
(here $X = I$, $Z = 0$).

b) For $k = n$ this is also true and not interesting:
\[
L^n_p(\Omega) = \dot{W}^1_p(\Omega, \mathcal{F}^n) + d\dot{W}^1_p(\Omega, \mathcal{F}^{n-1}).
\]
For the role of the first summand $X \psi$, it suffices to take any $n$-form in $\dot{W}^1_p(\Omega)$ with the same integral: $\int_{\Omega} X \psi = \int_{\Omega} \psi$; then it remains to apply Remark 4.4 to the difference $(\psi - X \psi)$.

b) For $n = 3$, $k = 1$, $p = 2$, Theorem 4.5 was obtained in [9].

In the proof of Theorem 4.5 we shall use the following easy statement (see also [15, Lemma 7.4]).

Lemma 4.7. Let $\Omega$ be a domain with Lipschitz boundary, and let $\psi \in \mathcal{W}^k_p(\Omega)$, $j_\Omega^* \psi = 0$. Suppose that $U \subset \Omega$, $\zeta \in C^1(\overline{U})$, and $\text{supp} \zeta \subset \overline{U}$. Then
\[
(\zeta \psi)|_U \in \mathcal{W}_p^k(U), \quad j_U^* (\zeta \psi) = 0.
\]

Proof of Theorem 4.5. Let $\{U_i\}_{i=1}^N$ and $\{\zeta_i\}_{i=1}^N$ be the covering of $\Omega$ and the corresponding partition of unity mentioned in Lemma 4.1 b). Suppose that $\psi \in \mathcal{W}^k_p(\Omega)$ and $j_\Omega^* \psi = 0$. By Lemma 4.7,
\[
(\zeta_i \psi)|_{U_i} \in \mathcal{W}_p^k(U_i), \quad j_{U_i}^* (\zeta_i \psi) = 0, \quad i = 1, \ldots, N.
\]
We denote by $S^{(k)}_i$ the operators given by Theorem 4.2 when it is applied to the domains $U_i$. Put
\[
X \psi = \sum_{i=1}^N S^{(k+1)}_i d(\zeta_i \psi), \quad Z \psi = \sum_{i=1}^N S^{(k)}_i (\zeta_i \psi).
\]
Then
\[
X \psi \in \dot{W}^1_p(\Omega, \mathcal{F}^k), \quad Z \psi \in \dot{W}^1_p(\Omega, \mathcal{F}^{k-1}),
\]
\[
X \psi + d(Z \psi) = \sum_{i=1}^N \left( S^{(k+1)}_i d(\zeta_i \psi) + dS^{(k)}_i (\zeta_i \psi) \right) = \sum_{i=1}^N \zeta_i \psi = \psi.
\]
Finally, by the continuity of the operators $S^{(k)}_i$, we have
\[
\|Z \psi\|_{W^1_p} \leq C \sum_{i=1}^N \|\zeta_i \psi\|_{L^p} \leq C \|\psi\|_{L^p},
\]
\[
\|X \psi\|_{W^1_p} \leq C \sum_{i=1}^N \|d(\zeta_i \psi)\|_{L^p} \leq C \left( \|d\psi\|_{L^p} + \|\psi\|_{L^p} \right).
\]
4.3. Description of the space \( F^k_{cl}(\star k) \). The following fact is a consequence of Theorem 4.5.

**Theorem 4.8.** Suppose that \( \Omega \subset \mathbb{R}^n \) is a bounded domain with Lipschitz boundary and \( 0 \leq k \leq n - 1 \). Then
\[
F^k_{cl}(\star k) = \hat{W}_{2,1}(\Omega, \mathcal{F}^k) + E^k_{cl}(\star k),
\]
moreover, there exist continuous linear operators
\[
X : F^k_{cl}(\star k) \to \hat{W}_{2,1}(\Omega, \mathcal{F}^k), \quad Y : F^k_{cl}(\star k) \to E^k_{cl}(\star k)
\]
such that
\[
(4.4) \quad X\psi + Y\psi = \psi, \quad \psi \in F^k_{cl}(\star k).
\]

**Proof.** For \( k = 0 \) the claim is trivial because \( F^0_{cl}(\star k) = \hat{W}_{2,1}(\Omega) \) (\( X = I, Y = 0 \)). For \( k \geq 1 \), we take the operator \( X \) from Theorem 4.5 with \( p = 2 \) for the role of \( "X" \) in the present statement and put \( Y = d \circ Z \). Theorem 4.5 implies (4.4) directly and shows that \( X \) is continuous. It follows that
\[
Y\psi = \psi - X\psi \in F^k_{cl}(\star k) \quad \Rightarrow \quad Y\psi \in E^k_{cl}(\star k).
\]
and
\[
\|Y\psi\|_{F^k_{cl}(\star k)} \leq \|X\psi\|_{F^k_{cl}(\star k)} + \|\psi\|_{F^k_{cl}(\star k)} \leq C\|\psi\|_{F^k_{cl}(\star k)}.
\]
\(\square\)

**Remark 4.9.** \( \ker X \subset E^k_{cl}(\star k) \subset C^0_0 \).

Theorem 4.8 implies that the embedding \( F^k_{cl}(\star k) \subset L^2_{k} \) is compact. This property is well known (see [25]), we give a proof only for the reader’s convenience. It is also well known that the embedding \( F^k_{cl}(\beta_k) \subset L^2_{k} \) is compact for every \( \beta_k \in M^k_+(\Omega) \). Note that, subsequently, we shall prove in fact a stronger property of the embedding \( F^k_{cl}(\star k) \subset L^2_{k} \), specifically, the power-type estimate \( s_m \leq Cm^{-1/n} \) for its singular numbers.

**Corollary 4.10.** Suppose that \( \Omega \subset \mathbb{R}^n \) is a bounded domain with Lipschitz boundary and \( 0 \leq k \leq n - 1 \). Then the embedding \( F^k_{cl}(\star k) \subset L^2_{k} \) is compact. For \( k = 0 \), the Lipschitz property of the boundary is redundant.

**Proof.** Let a sequence \( \{\omega_m\}_{m=1}^{\infty} \subset F^k_{cl}(\star k) \) converge weakly to zero in \( F^k_{cl}(\star k) \). It suffices to prove that \( \omega_m \to 0 \) strongly in \( L^2_{k} \). We apply Theorem 4.8 to every term of the sequence: \( \omega_m = X\omega_m + Y\omega_m \). Then the \( X\omega_m \) converge weakly to zero in \( \hat{W}_{2,1}(\Omega, \mathcal{F}^k) \) and, therefore, \( X\omega_m \to 0 \) in \( L^2_{k} \). Since \( Y = d \circ Z \), where \( Z \) is the operator from Theorem 4.5 for the second summand we have
\[
\|Y\omega_m\|_{L^2_{k}(\star k)}^2 = (-1)^{k(n-k)+k+1} \int_{\Omega} d(\star Y\omega_m) \wedge \overline{Z\omega_m}.
\]
By Theorem 4.5 \( Z\omega_m \to 0 \) strongly in \( L^2_{k-1} \). At the same time, the sequence of the factors \( \{d(\star Y\omega_m)\} \) is bounded in \( L^2_{n-k+1} \) by the continuity of the operator \( Y \). \(\square\)

**Corollary 4.11.** The space \( K^k(\star k) \) is finite-dimensional.

**Proof.** On \( K^k(\star k) \), the norm \( \|\cdot\|_{F^k_{cl}(\star k)} \) coincides with \( \|\cdot\|_{L^2_{k}(\star k)} \). Since the embedding \( F^k_{cl}(\star k) \subset L^2_{k}(\star k) \) is compact, it follows that \( \dim K^k(\star k) < \infty \). \(\square\)

**Remark 4.12.** If the domain \( \Omega \) is starlike relative to a ball, then \( K^k(\star k) = \{0\} \). Indeed, this is obvious for \( k = 0 \). If \( k \geq 1 \), we use Theorem 4.2. Let \( \varphi \in K^k(\star k) \). Then \( \varphi = d(S^{(k)}\varphi) \), whence
\[
\|\varphi\|_{L^2_{k}(\star k)}^2 = \int_{\Omega} d(S^{(k)}\varphi) \wedge \star k\varphi = (-1)^k \int_{\Omega} S^{(k)}\varphi \wedge d(\star k\varphi) = 0.
\]
§5. Compact operators

In this section we list the properties to be used below of singular numbers of compact operators (see, e.g., [8] and [6]).

5.1. The functionals $d_q$. Let $S$ be a positive compact operator in a Hilbert space $\mathcal{H}$. We denote by $\lambda_k(S)$ its eigenvalues counted with multiplicities. For a compact operator $T$ acting from a Hilbert space $\mathcal{H}$ to a Hilbert space $\mathcal{N}$, let $s_k(T) = \lambda_k(T^*T)^{1/2}$ be its singular numbers, and let $n(s, T)$ denote the distribution function for the singular numbers,

$$n(s, T) = \# \{ k : s_k(T) > s \}, \quad s > 0.$$  

An equivalent definition is based on the minimax properties of the singular numbers:

$$n(s, T) = \max \dim L, \quad L \text{ runs through the subspaces of } \mathcal{H} \text{ with } \|Tx\|_{\mathcal{N}} > s\|x\|_{\mathcal{H}}$$

for all $x \in L \setminus \{0\}$.

If $\mathcal{H} = \mathcal{N}$ and $T$ is a positive operator, we have $s_k(T) = \lambda_k(T)$ and

$$n(s, T) = \max \dim L, \quad L \text{ runs through the subspaces of } \mathcal{H}$$

(5.1)

with $(Tx, x) > s||x||^2$ for all $x \in L \setminus \{0\}$.

If $T = T^*$ and $2T = |T| \pm T$, then

$$n(s, T) = n(s, T_+) + n(s, T_-).$$

(5.2)

For $q \geq 1$, for compact operators $T : \mathcal{H} \to \mathcal{N}$ we introduce the asymptotic functionals

$$\Delta_q(T) = \limsup_{s \to 0} s^q n(s, T), \quad \delta_q(T) = \liminf_{s \to 0} s^q n(s, T),$$

(5.3)

which are permitted to take zero or infinite values. In what follows, we denote by $d_q(T)$ any of the functionals (5.3). We list some of their properties. We have

$$d_q(T^*) = d_q(T)$$

(5.4)

and

$$|d_q(T_1)^{1/(q+1)} - d_q(T_2)^{1/(q+1)}| \leq \Delta_q(T_1 - T_2)^{1/(q+1)}.$$  

(5.5)

**Lemma 5.1.** Let $\mathcal{H}$, $\mathcal{N}_1$, and $\mathcal{N}_2$ be Hilbert spaces, $T_1$ a bounded operator from $\mathcal{N}_1$ to $\mathcal{N}_2$, and $T_2$ a compact operator from $\mathcal{H}$ to $\mathcal{N}_1$. Then

$$\Delta_q(T_1T_2) \leq \|T_1\|^q \Delta_q(T_2).$$

(5.6)

If $T_1$ is compact and $\Delta_q(T_2) < \infty$, then $\Delta_q(T_1T_2) = 0$.

Along with (5.6), we have the inequality

$$\Delta_q(T_1T_2) \leq 2\Delta_{2q}(T_1)^{1/2}\Delta_{2q}(T_2)^{1/2}.$$  

(5.7)

**Lemma 5.2.** Let $T$, $T_1$, $T_2$ be selfadjoint operators in a Hilbert space $\mathcal{H}$. Suppose that $T_1$, $T_2$ are positive and

$$|(Tx, x)| \leq (T_1x, x)^{1/2}(T_2x, x)^{1/2}, \quad x \in \mathcal{H}.$$  

Then

$$\Delta_q(T) \leq 4\Delta_q(T_1)^{1/2}\Delta_q(T_2)^{1/2}.$$  

(5.8)

The next statement was proved in [7] (see also [4]).

**Lemma 5.3.** Let $T_1$, $T_2$ be nonnegative compact operators. Then

$$\Delta_{2q}(T_1^{1/2} - T_2^{1/2}) \leq C\Delta_q(T_1 - T_2).$$
5.2. Quadratic forms. Suppose we are given two nonnegative quadratic forms $a$ and $b$ on a space $\mathcal{H}$, moreover, $b$ determines a scalar product on $\mathcal{H}$. Consider the ratio

$$a[u]/b[u].$$

We denote by $n(\lambda, (5.9))$ the counting function for the maxima of this ratio. In other words, $n(\lambda, (5.9)) = n(\lambda, T)$, where $T$ is the compact operator determined by the form $a$ in the Hilbert space with the scalar product $b$. The expressions $\delta_q((5.9))$, $\Delta_q((5.9))$, and $d_q((5.9))$ have similar meaning.

Lemma 5.4. Let $S = S^*$ be a compact operator on a Hilbert space $\mathcal{H}$. We introduce the quadratic form $b[u, v] = (u, v) + (Su, v)$ and suppose that $b[u] > 0$ for $u \neq 0$. Then $b[u, v]$ determines a scalar product on $\mathcal{H}$, moreover, the new norm is equivalent to the initial one. Let $a$ be the quadratic form of some compact operator on $\mathcal{H}$. Then for the ratios

$$a[u]/||u||^2$$

and

$$a[u]/b[u]$$

we have $d_q((5.10)) = d_q((5.11)).$

Below, all these statements will be employed for $q = n/2$ and $q = n$.

§6. Ratios of quadratic forms

6.1. The projection $\Pi$. For $k \geq 1$, we introduce the orthogonal projection from $L^2_2(\beta_k)$ onto $G_0^k$:

$$\Pi(\beta_k)\omega = d\varphi, \quad \text{where} \quad \varphi \in W_2^{k-1}, \quad j^*\varphi = 0, \quad \text{and}$$

$$\int_{\Omega} d\psi \wedge \beta_k\omega = \int_{\Omega} d\psi \wedge \beta_k d\varphi, \quad \text{for all} \quad \psi \in W_2^{k-1} \text{ with } j^*\psi = 0;$$

for $k = 0$ we define $\Pi(\beta_0) = 0$. Note that the $k$-form $d\varphi$ is uniquely determined by (6.1) though $\varphi$ itself is defined up to a summand in $\ker d_{k-1} = G_0^{k-1} \oplus_* K^{k-1}(\ast)$.

Lemma 6.1. The operator $I - \Pi(\ast_k)$ takes bijectively $\Phi^{k}_{G}(\beta_k)$ onto $\Phi^{k}_{G}(\ast_k)$ and $K^k(\beta_k)$ onto $K^k(\ast_k)$. The inverse mapping is provided by the operator $I - \Pi(\beta_k)$.

Proof. Suppose $\omega \in \Phi^{k}_{G}(\beta_k)$, $d\varphi = \Pi(\ast_k)\omega \in G_0^k$. Then $d(\ast_k(\omega - d\varphi)) = 0$ by the definition (6.1), and $d(\omega - d\varphi) = d\omega \in L^2_k$. Consequently, the operator $I - \Pi(\ast_k)$ takes $\Phi^{k}_{G}(\beta_k)$ to $\Phi^{k}_{G}(\ast_k)$. Similarly, the operator $I - \Pi(\beta_k)$ takes $\Phi^{k}_{G}(\ast_k)$ to $\Phi^{k}_{G}(\beta_k)$. Now, let $\Pi(\ast_k)\omega = d\varphi$ and $\Pi(\beta_k)(\omega - d\varphi) = d\psi \in G_0^k$. Then

$$(I - \Pi(\beta_k))(I - \Pi(\ast_k))\omega = \omega - d\varphi - d\psi \in \Phi^{k}_{G}(\beta_k),$$

whence

$$d(\varphi + \psi) \in G_0^k \cap \Phi^{k}_{G}(\beta_k) = \{0\}.$$ 

Consequently, $d(\varphi + \psi) = 0$ and $(I - \Pi(\beta_k))(I - \Pi(\ast_k))\omega = \omega$.

Finally, if $\omega \in K^k(\beta_k)$, then $d(\omega - d\varphi) = 0$ and $\omega - d\varphi \in K^k(\ast_k)$. □

Corollary 6.2. The space $K^k(\beta_k)$ is finite-dimensional.

Proof. We have $\dim K^k(\beta_k) = \dim K^k(\ast_k) < \infty$ by Corollary 4.11 □
6.2. The form $K_{\beta_k}$. By Remark 2.2 to describe the spectrum of the Maxwell operator $M_k$, it suffices to consider the spectrum of $R_k^* R_k$. It is more convenient to treat the inverse of the last operator on the orthogonal complement to the kernel of $R_k$. It corresponds to the following ratio of quadratic forms:

$$
\frac{\int_\Omega \omega \wedge \beta_k \bar{\omega}}{\int_\Omega d\omega \wedge \beta_{k+1} (d\omega)}, \quad \omega \in \Phi_{cl}^k(\beta_k) \ominus \beta_k K^k(\beta_k).
$$

We have

$$
n(\lambda, \text{(6.2)}) = N(\lambda^{-1}, R_k^* R_k).
$$

On $L^2_k(\beta_k)$ we introduce the bounded symmetric quadratic form

$$
K_{\beta_k}[\omega_1, \omega_2] = \int_\Omega (\omega_1 - \Pi(\beta_k) \omega_1) \wedge \beta_k (\omega_2 - \Pi(\beta_k) \omega_2)
$$

$$
= \int_\Omega \omega_1 \wedge \beta_k \bar{\omega}_2 - \int_\Omega \Pi(\beta_k) \omega_1 \wedge \beta_k \Pi(\beta_k) \bar{\omega}_2.
$$

The second expression for $K_{\beta_k}[\omega_1, \omega_2]$ is deduced from the first with the help of (6.1). Clearly, $K_{\beta_k}[\omega] \geq 0$ and

$$
K_{\beta_k}[\theta, \omega] = 0 \quad \text{for} \quad \theta \in G_0^k, \omega \in L^2_k(\beta_k).
$$

If $\omega_1 - \omega_2 \in G_0^k$, then

$$
K_{\beta_k}[\omega_1] = K_{\beta_k}[\omega_1, \omega_2] = K_{\beta_k}[\omega_2].
$$

Now, we introduce the following ratio of quadratic forms:

$$
\frac{K_{\beta_k}[\eta]}{\int_\Omega d\eta \wedge \beta_{k+1} d\eta}, \quad \eta \in \Phi_{cl}^k(*k) : \int_\Omega \eta \wedge \beta_k \psi = 0, \quad \psi \in K^k(\beta_k).
$$

**Lemma 6.3.** We have $n(\lambda, \text{(6.2)}) = n(\lambda, \text{(6.6)}).$

**Proof.** Let $\eta \in \Phi_{cl}^k(*k)$, and let $\omega = (I - \Pi(\beta_k)) \eta = \eta - d\varphi$. Then $\omega \in \Phi_{cl}^k(\beta_k)$ by Lemma 6.1 and $K_{\beta_k}[\eta] = \int_\Omega \omega \wedge \beta_k \bar{\omega}$ by the definition of the form $K_{\beta_k}$. It is also clear that $d\omega = d\eta$, consequently, the denominators in (6.2) and (6.6) coincide. Finally, we have

$$
\int_\Omega d\varphi \wedge \beta_k \psi = (-1)^k \int_\Omega \varphi \wedge d(\beta_k \psi) = 0, \quad \psi \in K^k(\beta_k),
$$

so that the orthogonality conditions in (6.2) transform to those in (6.6). \(\square\)

It is convenient to extend the domain of (6.6). Consider the ratio

$$
\frac{K_{\beta_k}[\eta]}{\int_\Omega d\eta \wedge \beta_{k+1} d\eta + d(*\eta) \wedge *d(*\eta)}, \quad \eta \in F_{cl}^k(*k) \quad \text{and} \quad \int_\Omega \eta \wedge \beta_k \psi = 0 \quad \text{for all} \quad \psi \in K^k(\beta_k).
$$

**Lemma 6.4.** We have $n(\lambda, \text{(6.6)}) = n(\lambda, \text{(6.7)}).$

**Proof.** We use the decomposition (2.1). If $\eta \in E_{cl}^k(*k)$, the condition

$$
\int_\Omega \eta \wedge \beta_k \psi = 0, \quad \psi \in K^k(\beta_k),
$$

is fulfilled automatically; then $K_{\beta_k}[\eta] = 0$ by (6.4).

On the space $\Phi_{cl}^k(*k)$, the ratio (6.7) coincides with (6.6) because then $d(*k \eta) = 0$. \(\square\)

We observe that we can plug any factor $\alpha > 0$ in the denominator of (6.7) before the term $d(*\eta) \wedge *d(*\eta)$. This will not influence the spectrum.
6.3. Proof of Theorem 6.5. In Chapter II, we shall prove the following result.

**Theorem 6.5.** Let \( \alpha > 0 \). For the ratio of quadratic forms

\[
\frac{K_{\beta_k}\left[\theta\right]}{\int_{\Omega} d\theta \wedge \beta_{k+1} \overline{d\theta} + \alpha (d(*\theta) \wedge *d(*\theta) + \theta \wedge \beta_{k}\theta)}, \quad \theta \in \tilde{W}_{2,1}(\Omega, \mathcal{F}^k),
\]

we have the following asymptotics:

\[
n(\lambda, (6.8), \alpha) \sim \lambda^{-n/2} \int_{\Omega} \tilde{\nu}(x) d^n x = \int_{\Omega} \tilde{\nu}(\lambda^{-1}, x) d^n x,
\]

where the functions \( \tilde{\nu}(x) \) and \( \tilde{\nu}(\lambda^{-1}, x) \) are as defined in Subsection 3.2 and do not depend on \( \alpha \).

To deduce Theorem 3.5 from Theorem 6.5, we consider yet another ratio of quadratic forms:

\[
\frac{K_{\beta_k}\left[\theta\right]}{\int_{\Omega} d\theta \wedge \beta_{k+1} \overline{d\theta} + d(*\theta) \wedge *d(*\theta) + \theta \wedge \beta_{k}\theta)}, \quad \theta \in F_{el}^k(*k).
\]

**Lemma 6.6.** The following limit exists:

\[
\lim_{\lambda \to 0} \lambda^{n/2} n(\lambda, (6.10)) = \int_{\Omega} \tilde{\nu}(x) d^n x.
\]

**Proof.** From the minimax principle and the inclusion \( \tilde{W}_{2,1}(\Omega, \mathcal{F}^k) \subset F_{el}^k(*k) \) it follows that \( n(\lambda, (6.10)) \geq n(\lambda, (6.8), 1) \), whence

\[
\liminf_{\lambda \to 0} \lambda^{n/2} n(\lambda, (6.10)) \geq \int_{\Omega} \tilde{\nu}(x) d^n x.
\]

Conversely, let \( L \) be a subspace of \( F_{el}^k(*k) \) with \( \dim L = n(\lambda, (6.10)) \) and

\[
K_{\beta_k}[\theta] > \lambda \int_{\Omega} d\theta \wedge \beta_{k+1} \overline{d\theta} + d(*\theta) \wedge *d(*\theta) + \theta \wedge \beta_{k}\theta, \quad \theta \in L \setminus \{0\}.
\]

We put \( L_0 = XL \), where \( X \) is the operator from Theorem 4.8. Then \( L_0 \subset \tilde{W}_{2,1}(\Omega, \mathcal{F}^k) \) and \( \dim L_0 = \dim L \) by Remark 4.9 and (6.4). Let \( \eta = X\theta \neq 0 \). We have \( d\eta = d\theta \) and \( K_{\beta_k}[\eta] = K_{\beta_k}[\theta] \) by (6.5). Consequently,

\[
\int_{\Omega} d\eta \wedge \beta_{k+1} \overline{d\eta} + \alpha (d(*\eta) \wedge *d(*\eta) + \eta \wedge \beta_{k}\eta)
\]

\[
\leq \int_{\Omega} d\theta \wedge \beta_{k+1} \overline{d\theta} + C\alpha \|\theta\|^2_{F^k(*k)}
\]

\[
\leq (1 + \tilde{C}\alpha) \int_{\Omega} d\theta \wedge \beta_{k+1} \overline{d\theta} + d(*\theta) \wedge *d(*\theta) + \theta \wedge \beta_{k}\theta
\]

\[
\leq \frac{1 + \tilde{C}\alpha}{\lambda} K_{\beta_k}[\eta] = \frac{1 + \tilde{C}\alpha}{\lambda} K_{\beta_k}[\theta].
\]

Therefore, \( n(\lambda, (6.10)) \leq n\left(\frac{\lambda}{1 + C\alpha}, (6.8), \alpha\right) \), whence

\[
\limsup_{\lambda \to 0} \lambda^{n/2} n(\lambda, (6.10)) \leq (1 + \tilde{C}\alpha)^{n/2} \limsup_{\lambda \to 0} \lambda^{n/2} n(\lambda, (6.8), \alpha) \leq (1 + \tilde{C}\alpha)^{n/2} \int_{\Omega} \tilde{\nu}(x) d^n x
\]

by Theorem 6.5. Passing to the limit as \( \alpha \to 0 \), we obtain

\[
\limsup_{\lambda \to 0} \lambda^{n/2} n(\lambda, (6.10)) \leq \int_{\Omega} \tilde{\nu}(x) d^n x.
\]

\(\Box\)
Proof of Theorem 6.5. We consider the ratio (6.10) on $k$-forms orthogonal to $K^k(\beta_k)$:

$$K_{\beta_k}(\eta) = \frac{\int_{\Omega} d\eta \wedge \beta_{k+1} d\eta + d(\ast \eta) \wedge \star d(\ast \eta) + \eta \wedge \beta_k \eta}{\eta \in F_{el}^k} : \int_{\Omega} \eta \wedge \beta_k \psi = 0 \text{ for all } \psi \in K^k(\beta_k).$$

We have

$$n(\lambda, (6.10)) - \dim K^k(\beta_k) \leq n(\lambda, (6.11)) \leq n(\lambda, (6.10)).$$

The dimension of $K^k(\beta_k)$ is finite by Corollary 6.2. Consequently,

$$n(\lambda, (6.11)) \sim n(\lambda, (6.10)), \lambda \to +\infty.$$

Next, the form $\int_{\Omega} \eta \wedge \beta_k \eta$ is compact with respect to the denominator of (6.11) by Corollary 6.10. Applying Lemma 5.4 and 6.6, we obtain

$$\lim_{\lambda \to 0} \lambda^{n/2} n(\lambda, (6.7)) = \lim_{\lambda \to 0} \lambda^{n/2} n(\lambda, (6.11)) = \int_{\Omega} \tilde{\nu}(x) d^n x.$$

Lemmas 6.3 and 6.4 imply a similar identity for the ratio (6.2):

$$\lim_{\lambda \to 0} \lambda^{n/2} n(\lambda, (6.2)) = \int_{\Omega} \tilde{\nu}(x) d^n x.$$

Finally, formulas (6.3) and (2.2) show that

$$\lim_{\lambda \to \infty} \lambda^{-n} N(\lambda, M_k(\beta_k, \beta_{k+1})) = \int_{\Omega} \tilde{\nu}(x) d^n x. \square$$

It remains to prove Theorem 6.5.

Chapter II

§7. Generalization of the claim

7.1. Statement of the result. Let $\Omega \subset \mathbb{R}^n$ be a bounded domain, and let $0 \leq k \leq n - 1$. For $k > 1$ we assume that the boundary $\partial \Omega$ is Lipschitz. Let $\gamma \in L_p(\Omega, L_{k+1})$, where $p$ is a fixed number, $p > n$, and let $\beta_k \in M^1_k(\Omega)$. For $k \geq 1$, we introduce the operator

$$\Pi(\beta_k, \gamma) : W_{2,1}(\Omega, F^k) \to G^k_0, \quad \Pi(\beta_k, \gamma) = d\varphi,$$

where the $(k-1)$-form $\varphi$ is determined by the system

$$\begin{cases}
\int_{\Omega} d\psi \wedge \beta_k d\varphi = \int_{\Omega} d\psi \wedge \gamma \omega \\
j^* \varphi = 0, \quad d(\ast \varphi) = 0, \quad \varphi \perp_{*k-1} K^{k-1}(\ast k-1).
\end{cases}$$

Corollary 4.10 shows that

$$\|\varphi\|_{F^{k-1}(\ast k-1)} \leq C \|d\varphi\|_{L^2} \leq C \beta_k^{-1} \|

\gamma \omega\|_{L^2}.$$

Also, clearly,

$$\|\gamma \omega - \beta_k d\varphi\|_{L^2} \leq C(\beta_k) \|

\gamma \omega\|_{L^2}.$$
for $k \geq 1$, and $L_{\beta_0,\gamma}[\omega] = \int_{\Omega} \gamma \omega \wedge \beta_0^{-1}(\gamma \omega)$ for $k = 0$. We recall that, by definition, the inverse mapping $\beta_k^{-1}$ is positive definite (see Subsection 1.2). Note that, for $\gamma = \beta_k$, the operator $\Pi$ and the form $L$ coincide with the corresponding projection and form introduced in §6:

$$\Pi(\beta_k, \beta_k) = \Pi(\beta_k), \quad L_{\beta_k, \beta_k} = K_{\beta_k}.$$ 

Next, let $\alpha > 0$, $\beta_{k+1} \in M_{k+1}^+(\Omega)$. We introduce the quadratic form

$$A_{\beta_{k+1}}[\omega] = \int_{\Omega} d\omega \wedge \beta_{k+1}d\omega + \alpha d(\star \omega) \wedge \star d(\pi \omega), \quad \omega \in \tilde{W}_{2,1}(\Omega, F^k).$$

In this chapter, we study the spectrum of the ratio

$$\frac{L_{\beta_k, \gamma}[\omega]}{A_{\beta_{k+1}}[\omega]}, \quad \omega \in \tilde{W}_{2,1}(\Omega, F^k).$$

Our purpose is the proof of the following statement.

**Theorem 7.1.** Let $\Omega$ be a bounded domain in $\mathbb{R}^n$ with Lipschitz boundary. Suppose that $\alpha > 0$, $0 \leq k \leq n - 1$, $\beta_k \in M_+^k(\Omega)$, $\beta_{k+1} \in M_+^{k+1}(\Omega)$, $\gamma \in L_p(\Omega, \text{Lin}_k)$, $p > n$; the forms $L_{\beta_k, \gamma}$ and $A_{\beta_{k+1}}$ have been defined above. Then the counting function for the ratio (7.6) obeys the asymptotics

$$(7.7) \quad n(\lambda, (7.6)) \sim \lambda^{-n/2} \int_{\Omega} \nu(x) \text{d}^n x = (2\pi)^{-n} \int_{\Omega} \int_{\mathbb{R}^n} n(\lambda, (5.1), x, \xi) \text{d}^n x \text{d}^n \xi, \quad \lambda \to +0.$$ 

Here $n(\lambda, (3.1), x, \xi)$ is the number of eigenvalues of problem (3.1) that are greater than $\lambda$; the function $\nu$ was defined in Lemma 3.2. For $k = 0, 1$ the Lipschitz property of the boundary $\partial \Omega$ is redundant.

Theorem 6.5 is a consequence of Theorem 7.1. Indeed, put $\gamma(x) = \beta_k(x)$. Then $L_{\beta_k, \gamma} = K_{\beta_k}$ and the numerators of the ratios (7.6) and (6.8) coincide. Since the denominators differ by a relatively compact summand, we have $d_{n/2}(7.6) = d_{n/2}(6.8)$ by Lemma 5.4. Next,

$$\delta_{n/2}(7.6) = \Delta_{n/2}(6.8) = \lim_{\lambda \to 0} \lambda^{n/2} n(\lambda, (7.6)) = \int_{\Omega} \nu(x) \text{d}^n x,$$

consequently, the limit

$$\lim_{\lambda \to 0} \lambda^{n/2} n(\lambda, (6.8)) = \int_{\Omega} \nu(x) \text{d}^n x.$$

exists. Finally, $\nu(x) = \tilde{\nu}(x)$ for $\gamma(x) = \beta_k(x)$ by Lemma 3.4.

**Remark 7.2.** The proof of the more general Theorem 7.1 turns out to be simpler than that of Theorem 6.5 because the parameters $\beta_k$ and $\gamma$ are independent.

**Remark 7.3.** It is clear from (3.1) that the integral on the right in (7.7) is continuous under variation of the coefficients $\beta_k$, $\beta_{k+1}$, $\gamma$ in the $L_{2n}$-norm.

**Remark 7.4.** For $n = 3$, $k = 1$ and an arbitrary bounded domain, Theorem 7.1 was proved in [3]. The same result can be found in the Thesis [1] in a more general form. However, [1] is hardly accessible, therefore a direct proof was given in [3]. In [1], problems with constraints were treated: the quadratic form in the numerator involves a summand determined by a certain differential equation. In our case, the constraint is the system (7.1) for finding the $(k-1)$-form $\varphi$ by a given $k$-form $\omega$. Spectral asymptotics were found in [1] for such ratios of quadratic forms. However, in [1] it was assumed that the constraint is uniformly elliptic, i.e., the symbol of the quadratic form on the left in the first equation in (7.1) is positive definite. This is so for $k = 1$ because $\varphi$ is a scalar
function in \( W_{2,1} \) and \( \| \varphi \|_{W_{2,1}} \leq C \| \varphi \|_{L_2} \). But for \( k > 1 \) this is no longer true. Thus, Theorem 7.1 is not covered by the results of \([1]\). Therefore, we shall give a complete proof of Theorem 7.1, following the same pattern of \([1]\) and \([3]\).

### 7.2. Periodic problem

Let \( T \) be the torus (the cube in \( \mathbb{R}^n \) with opposite faces identified), and let

\[
\beta_k \in M^k_+(T), \quad \beta_{k+1} \in M^{k+1}_+(T), \quad \gamma \in L_p(T, \text{Link}), \quad p > n, \quad \alpha > 0.
\]

We put

\[
\tilde{A}_{\beta_{k+1}}[\tilde{\omega}] = \int_T d\tilde{\omega} \wedge \beta_{k+1} \overline{d\tilde{\omega}} + \alpha \overline{d(\ast \tilde{\omega})} \wedge \ast d(\ast \tilde{\omega}), \quad \tilde{\omega} \in W_{2,1}(T, \mathcal{F}^k).
\]

Next, we introduce the operator \( \tilde{\Pi}(\beta_k, \gamma) \tilde{\omega} = d\tilde{\varphi} \), where the form \( \tilde{\varphi} \) is determined by the system

\[
\begin{aligned}
\int_T d\tilde{\psi} \wedge \beta_k d\tilde{\varphi} &= \int_T d\tilde{\psi} \wedge \gamma \tilde{\omega}, \quad \tilde{\psi} \in W_{2,1}^{k-1}(T), \\
\ast d(\ast \tilde{\varphi}) &= 0, \quad \tilde{\varphi} \perp_{k-1} K^{k-1}(\ast_{k-1}),
\end{aligned}
\]

for \( k \geq 1 \) and \( \tilde{\Pi}(\beta_0, \gamma) = 0 \) for \( k = 0 \). Also, we introduce the quadratic form

\[
\tilde{L}_{\beta_k, \gamma}[\tilde{\omega}] = \int_T \gamma \tilde{\omega} \wedge \beta_k^{-1}(\overline{\gamma \tilde{\omega}}) - \overline{d \tilde{\varphi}} \wedge \beta_k \overline{d \tilde{\varphi}}
\]

\[
= \int_T (\gamma \tilde{\omega} - \beta_k d\tilde{\varphi}) \wedge \beta_k^{-1}(\overline{\gamma \tilde{\omega}}), \quad \tilde{\omega} \in W_{2,1}(T, \mathcal{F}^k),
\]

for \( k \geq 1 \) and \( \tilde{L}_{\beta_0, \gamma}[\tilde{\omega}] = \int_{\Omega} \gamma \tilde{\omega} \wedge \beta_0^{-1}(\overline{\gamma \tilde{\omega}}) \) for \( k = 0 \), and the ratio

\[
\frac{\tilde{L}_{\beta_k, \gamma}[\tilde{\omega}]}{\tilde{A}_{\beta_{k+1}}[\tilde{\omega}]}, \quad \tilde{\omega} \in \tilde{W},
\]

where we have denoted

\[
\tilde{W} = \{ \tilde{\omega} \in W_{2,1}(T, \mathcal{F}^k) : \tilde{\omega} \perp_{k} K^k(T, \ast_k) \}.
\]

Note that, in the periodic case, the space \( K^k(T, \ast_k) \) consists of constants only, so that

\[
\dim K^k(T, \ast_k) = \dim \mathcal{F}^k = \binom{n}{k}.
\]

In the next section we shall show that, to prove Theorem 7.1, it suffices to establish the spectral asymptotics for the ratio (7.11).

### §8. Reduction to the periodic case

#### 8.1. Continuity in \( \gamma \)

In this subsection, we fix the coefficients \( \beta_k \) and \( \beta_{k+1} \) and prove the continuity of the functionals \( d_{n/2}(7.6) \) and \( d_{n/2}(7.11) \) with respect to \( \gamma \in L_p, \quad p > n \). The continuity in \( \beta_k \) and \( \beta_{k+1} \) will be established in Subsection 10.2.

It is well known that the ratio

\[
\frac{\| \gamma \omega \|^2}{\| \omega \|^2_{W_{2,1}}}, \quad \omega \in \tilde{W}_{2,1}(\Omega, \mathcal{F}^k) \text{ or } \omega \in W_{2,1}(T, \mathcal{F}^k),
\]

satisfies the estimate

\[
\Delta_{n/2}(8.1) \leq C \| \gamma \|^p_{L_p},
\]

see, e.g., \([8]\) Chapter 4. It should be noted that for \( n > 2 \) inequality (8.2) holds true also for \( p = n \) (the Rosenblum–Lieb–Cviekel estimate), but an arbitrary \( p < \infty \) fits our purposes.
Suppose that $\gamma_1, \gamma_2 \in L_p(\Omega, \text{Lin}_k)$, $\omega \in \tilde{W}_{2,1}(\Omega, \mathcal{F}^k)$, and $\varphi_1, \varphi_2$ are the corresponding solutions of system (7.1). Consider the difference

$$
L[\omega] = L_{\beta_k, \gamma_1}[\omega] - L_{\beta_k, \gamma_2}[\omega]
= \int_\Omega (\gamma_1 - \gamma_2)\omega \wedge \beta_k^{-1}(\gamma_1\omega) + \gamma_2\omega \wedge \beta_k^{-1}(\gamma_1 - \gamma_2)\omega \\
- \int_\Omega (d\varphi_1 - d\varphi_2) \wedge \beta_k d\varphi_1 + d\varphi_2 \wedge \beta_k (d\varphi_1 - d\varphi_2).
$$

By (7.2), we have

$$
|L[\omega]| \leq C (\beta_k\|L_\infty\|, \beta_k^{-1}\|L_\infty\|) (\|\gamma_1\omega\|L_2 + \|\gamma_2\omega\|L_2) (\|\gamma_1 - \gamma_2\omega\|L_2).
$$

Let $T_1$ and $T_2$ be the operators generated by the forms $L_{\beta_k, \gamma_1}$ and $L_{\beta_k, \gamma_2}$ in the space $\tilde{W}_{2,1}(\Omega, \mathcal{F}^k)$ with the norm $A_{\beta_{k+1}}$. Then Lemma 5.1 and (8.2) imply

$$
\Delta_{n/2}(T_1 - T_2) \leq C (\|\gamma_1\|L_p + \|\gamma_2\|L_p)^{n/2} (\|\gamma_1 - \gamma_2\|L_p^2),
$$

$$
C = C (\|\beta_k\|L_\infty, \|\beta_k^{-1}\|L_\infty, \|\beta_{k+1}\|L_\infty).
$$

A similar inequality for the problem on the torus is established in the same way. Together with (5.5), these estimates yield the following statements.

**Lemma 8.1.** The functionals $d_{n/2}$ (7.6)$^{2/(n+2)}$ and $d_{n/2}$ (7.11)$^{2/(n+2)}$ are Hölder continuous with the exponent $n/(n+2)$ with respect to variation of $\gamma$ in the $L_p$-norm. Moreover, the constant in the corresponding inequality only depends on $\Omega$, $\mathbb{T}$, and the quantities $\alpha$, $\|\beta_k\|L_\infty$, $\|\beta_k^{-1}\|L_\infty$, and $\|\beta_{k+1}\|L_\infty$.

**8.2. Reduction to the cube.** An upper estimate. Let $\Omega \subset Q \subset \mathbb{R}^n$, where $Q$ is an open cube; for $k > 1$ we assume that the boundary of $\Omega$ is Lipschitz. Suppose that $\beta_k \in M^k_\mathbb{R}(Q)$, $\beta_{k+1} \in M^{k+1}_\mathbb{R}(Q)$, $\gamma \in L_p(Q, \text{Lin}_k)$, and $p > n$. Let $\mathbb{T}$ be the torus arising from $Q$ by identification of opposite faces.

**Lemma 8.2.** Let $k \geq 1$. For a form $\omega \in \tilde{W}_{2,1}(\Omega, \mathcal{F}^k)$, find a $(k-1)$-form $\varphi$ from system (7.1). Denote by $\tilde{\omega}$ the extension of $\omega$ to $\mathbb{T} \setminus \Omega$ by zero and find $\tilde{\varphi}$ from system (7.9). Then for the ratio

$$
\frac{\|\varphi\|_{L^2_2}^2 + \|\tilde{\varphi}\|_{L^2_2}^2}{\|\omega\|_{\tilde{W}_{2,1}}^2}, \ \omega \in \tilde{W}_{2,1}(\Omega, \mathcal{F}^k),
$$

we have $\Delta_{n/2}(8.3) = 0$.

**Proof.** First, we consider the ratio

$$
\frac{\|\varphi\|_{F^{k-1}(\ast_{k-1})}^2 + \|\tilde{\varphi}\|_{F^{k-1}(\ast_{k-1})}^2}{\|\omega\|_{\tilde{W}_{2,1}}^2}, \ \omega \in \tilde{W}_{2,1}(\Omega, \mathcal{F}^k).
$$

From (7.2) and (8.2) it follows that $\Delta_{n/2}(8.4) < \infty$.

Next, in the case of the torus, the embedding $F^{k-1}(\mathbb{T}) \subset L_{k-1}^2$ is compact. In the case of a domain and $k = 1$, the embedding $F^0(\ast_0) = \tilde{W}_{2,1}(\Omega) \subset L_2^2$ is compact whenever $\Omega$ is bounded. For $k > 1$, the embedding $F^{k-1}_{el} \subset L_{k-1}^2$ is compact by Corollary 4.10. Therefore, the claim follows from Lemma 5.1.

We denote by $A_\Omega$, $L_\Omega$ the quadratic forms (7.5), (7.4), and by $\tilde{A}_\mathbb{T}$, $\tilde{L}_\mathbb{T}$ the quadratic forms (7.8), (7.10). Also, we shall indicate the set in the notation for the functionals $d_{n/2}$. Consider yet another auxiliary ratio

$$
\frac{\tilde{L}_\mathbb{T}[\omega]}{\tilde{A}_\mathbb{T}[\omega]}, \ \omega \in \tilde{W}_{2,1}(\Omega, \mathcal{F}^k),
$$

where $\tilde{L}_\mathbb{T}$ is a linear form generated by the form $	ilde{\omega}$ (7.11). Theorem 8.1 implies that

$$
\frac{\tilde{L}_\mathbb{T}[\omega]}{\tilde{A}_\mathbb{T}[\omega]} \leq C (\|\gamma_1\|L_p + \|\gamma_2\|L_p)^{n/2} (\|\gamma_1 - \gamma_2\|L_p^2),
$$

$$
C = C (\|\beta_k\|L_\infty, \|\beta_k^{-1}\|L_\infty, \|\beta_{k+1}\|L_\infty).
$$
where the \( k \)-form \( \omega \) is assumed to be extended by zero to \( T \setminus \Omega \).

**Lemma 8.3.** Let \( \text{supp} \gamma \subset \Omega \). Then \( d_{n/2}(D(\omega)) = d_{n/2}(8.3) \).

**Proof.** If \( k = 0 \), then the ratios (7.6) and (8.5) coincide. Let \( k \geq 1 \). Consider the difference of the ratios in question:

\[
(8.6) \quad \frac{\tilde{L}_T[\omega] - L_\Omega[\omega]}{A_\Omega[\omega]}, \quad \omega \in \tilde{W}_{2,1}(\Omega, F^k).
\]

We have

\[
\tilde{L}_T[\omega] - L_\Omega[\omega] = \int_\Omega d\varphi \land \beta_k \overline{d\varphi} - \int_T d\bar{\varphi} \land \beta_k \overline{d\bar{\varphi}}
= \int_T d(\varphi - \bar{\varphi}) \land \gamma \bar{\omega} = \text{Re} \int_T d(\varphi - \bar{\varphi}) \land \gamma \bar{\omega},
\]

where the \((k-1)\)-forms \( \varphi \) and \( \bar{\varphi} \) are defined by (7.1) and (7.9), respectively. Since \( \text{supp} \gamma \) is closed and \( \Omega \) is open, there exists a real function \( \zeta \in C^\infty(\Omega) \) such that \( \zeta|_{\text{supp} \gamma} = 1 \).

Then \( \zeta \gamma = \gamma \) and

\[
\int_\Omega d\varphi \land \gamma \bar{\omega} = \int_\Omega (d(\zeta \varphi) - d\zeta \land \varphi) \land \gamma \bar{\omega} = \int_\Omega d(\zeta \varphi) \land \beta_k \overline{d\varphi} - d\zeta \land \varphi \land \gamma \bar{\omega}.
\]

Similarly,

\[
\int_\Omega d\bar{\varphi} \land \gamma \bar{\omega} = \int_\Omega d(\zeta \bar{\varphi}) \land \beta_k \overline{d\bar{\varphi}} - d\zeta \land \bar{\varphi} \land \gamma \bar{\omega}.
\]

Since \( \beta_k \) is real (see Subsection 1.2), we have

\[
\text{Re} \int_\Omega \zeta d\varphi \land \beta_k \overline{d\varphi} = \text{Re} \int_\Omega \zeta d\bar{\varphi} \land \beta_k \overline{d\bar{\varphi}},
\]

whence

\[
\tilde{L}_T[\omega] - L_\Omega[\omega] = \text{Re} \int_\Omega d\zeta \land \varphi \land (\beta_k \overline{d\varphi} - \gamma \bar{\omega}) - \text{Re} \int_\Omega d\zeta \land \bar{\varphi} \land (\beta_k \overline{d\bar{\varphi}} - \gamma \bar{\omega}) .
\]

Consequently, taking into account (7.3) and a similar inequality in the periodic case, we obtain

\[
|\tilde{L}_T[\omega] - L_\Omega[\omega]| \leq C \| \varphi \|_{L_2} + \| \bar{\varphi} \|_{L_2} \| \gamma \omega \|_{L_2}.
\]

This estimate, Lemma 8.2, inequality (8.2), and Lemma 5.2 imply the relation \( \Delta_{n/2}(8.6) = 0 \). Now, the claim of the lemma follows from (5.5). \( \square \)

By the variational principle and (7.12), we see that

\[
n(\lambda, (8.5)) \leq n(\lambda, (7.11)) + \binom{n}{k},
\]

whence \( d_{n/2}(8.5) \leq d_{n/2}(7.11) \). Thus, we have proved the inequality

\[
(8.7) \quad d_{n/2}(8.6) \leq d_{n/2}(7.11).
\]

**8.3. Reduction to the cube. A lower estimate.** To prove the inequality reverse to (8.7), we need the following fact.

**Lemma 8.4.** Suppose \( k \geq 1 \), \( \omega \in \tilde{W}_{2,1}(\Omega, F^k) \), and \( \varphi \), \( \bar{\varphi} \) are defined by (7.1) and (7.9).

Then

\[
\int_\Omega d\varphi \land \beta_k d\varphi \leq \int_T d\bar{\varphi} \land \beta_k d\bar{\varphi}.
\]
Proof. By the definition of the \( (k - 1)\)-forms \( \varphi \) and \( \tilde{\varphi} \), we have
\[
\int_\Omega d\varphi \wedge \beta_k d\varphi = \int_T d\varphi \wedge \gamma \omega = \int_T d\varphi \wedge \beta_k d\tilde{\varphi}.
\]
Since \( \beta_k \) is positive definite, we obtain
\[
\int_\Omega d\varphi \wedge \beta_k d\varphi = \int_T d\varphi \wedge \beta_k d\tilde{\varphi} \leq \left( \int_\Omega d\varphi \wedge \beta_k d\varphi \right)^{1/2} \left( \int_T d\tilde{\varphi} \wedge \beta_k d\tilde{\varphi} \right)^{1/2},
\]
and the required inequality follows. \( \square \)

**Lemma 8.5.** Let real functions \( \zeta \in C^\infty_0(Q) \) and \( \eta \in C^\infty(T) \) satisfy \( \zeta^2 + \eta^2 = 1 \). Then the asymptotics for the counting function of the ratio
\[
\frac{\tilde{L}_{\beta_k, \gamma}[\omega]}{A_{\beta_{k+1}}[\zeta \omega] + A_{\beta_{k+1}}[\eta \omega]}, \quad \omega \in \tilde{W},
\]
coincides with that for the ratio (7.11), \( d_{n/2}(7.11) = d_{n/2}(8.8) \).

**Proof.** Let \( \omega \in W_{2,1}(T, F^k) \). We have
\[
\tilde{A}_{\beta_{k+1}}[\zeta \omega] = \int_T \zeta d\omega \wedge \beta_{k+1} \zeta d\omega + \alpha \zeta d(* \omega) \wedge * \zeta d(* \omega) + \eta d\omega \wedge \beta_{k+1} \eta d\omega + \alpha \eta d(* \omega) \wedge * \eta d(* \omega)
\]
\[
= \tilde{A}_{\beta_{k+1}}[\zeta \omega] + \tilde{A}_{\beta_{k+1}}[\eta \omega] + \Phi[\omega],
\]
where \( \Phi \) is a quadratic form involving only first powers of the first derivatives of \( \omega \) (consequently, \( \Phi \) is compact with respect to the quadratic form \( \tilde{A}_{\beta_{k+1}} \)).

We show that
\[
\tilde{A}_{\beta_{k+1}}[\zeta \omega] + \tilde{A}_{\beta_{k+1}}[\eta \omega] > 0 \quad \text{for all} \quad \omega \in \tilde{W}, \quad \omega \neq 0.
\]
Indeed, if \( \tilde{A}_{\beta_{k+1}}[\zeta \omega] + \tilde{A}_{\beta_{k+1}}[\eta \omega] = 0 \), then \( \zeta \omega, \eta \omega \in K^k(T, \ast_k) \). Moreover, \( \zeta \omega \in K^k(\text{int } Q, \ast_k) \), whence \( \zeta \omega = 0 \) by Remark 4.12. It follows that \( \omega = \eta \omega \) (if \( \zeta(x) \neq 0 \), then \( \omega(x) = 0 \), but if \( \zeta(x) = 0 \), then \( \eta(x) = 1 \)). Consequently, \( \eta \omega \perp_{\ast} K^k(T, \ast_k) \), thus, \( \omega = \eta \omega = 0 \).

Now, the identity \( d_{n/2}(7.11) = d_{n/2}(8.8) \) follows from Lemma 5.4. \( \square \)

**Theorem 8.6.** Let \( \text{supp } \gamma \subset \Omega \subset Q \). Then
\[
d_{n/2}(7.6, \Omega) = d_{n/2}(7.11, T).
\]

**Proof.** Suppose that \( \zeta \in C^\infty_0(\Omega) \), \( \eta \in C^\infty(T) \), \( \zeta^2 + \eta^2 = 1 \), \( \zeta|_{\text{supp } \gamma} = 1 \). Then \( \zeta = \gamma \), \( \tilde{\Pi} \omega = \tilde{\Pi}(\zeta \omega) \), \( \tilde{L}[\omega] = \tilde{L}[\zeta \omega] \). Taking Lemma 8.4 into account, for \( \omega \in W_{2,1}(T, F^k) \) we obtain
\[
\tilde{L}[\omega] = \int_T \gamma \omega \wedge \beta_k^{-1}(\gamma \omega) - \tilde{\Pi}(\zeta \omega) \wedge \beta_k \tilde{\Pi}(\zeta \omega)
\]
\[
\leq \int_Q \gamma \zeta \omega \wedge \beta_k^{-1}(\gamma \zeta \omega) - \Pi(\zeta \omega) \wedge \beta_k \Pi(\zeta \omega) = L[\zeta \omega].
\]
Let \( \mathcal{L} \) be a subspace of \( W_{2,1}(T, F^k) \) with \( \dim \mathcal{L} = n(\lambda, 8.8) \), and let
\[
\tilde{L}[\omega] > \lambda \left( \tilde{A}[\zeta \omega] + \tilde{A}[\eta \omega] \right), \quad \omega \in \mathcal{L} \setminus \{0\}.
\]
If \( \omega \in \mathcal{L} \setminus \{0\} \), then \( \zeta \omega \neq 0 \), because otherwise \( \tilde{L}[\omega] = 0 \). Therefore, \( \dim(\zeta \mathcal{L}) = \dim \mathcal{L} \).

By (8.9) and (8.10), we obtain
\[
L[\theta] > \lambda A[\theta], \quad \theta \in \zeta \mathcal{L} \setminus \{0\}.
\]
Consequently, \( n(\lambda, (\ref{9.1})) \leq n(\lambda, (\ref{7.11})) \). Applying Lemma (\ref{8.3}) we arrive at the inequality \( d_{n/2}(\ref{7.11}) \leq d_{n/2}(\ref{7.10}) \). The reverse inequality (\ref{7.7}) has already been proved. □

§9. Estimates of singular numbers

We shall need an analog of Ladyzhenskaya’s second principal inequality (see \cite{21}) for differential forms.

**Theorem 9.1.** Let \( \beta \in M^1_+(\mathbb{T}) \cap \text{Lip}(\mathbb{T}, \text{Lip}_1) \), and let \( \alpha > 0 \). Suppose that a form \( \omega \in W_{2,1}(\mathbb{T}, \mathcal{F}^{l-1}) \) satisfies the equation

\[
(9.1) \quad (-1)^{l}d(\beta d\omega) + (-1)^{l(n-l)+1} \alpha \star d(\ast d(\omega)) = \theta \in L_{2}^{n-l+1}(\mathbb{T}).
\]

Then \( \omega \in W_{2,2}(\mathbb{T}, \mathcal{F}^1) \) and we have

\[
(9.2) \quad \| \omega \|_{W_{2,2}} \leq C \max(\alpha^{-1}, \| \beta^{-1} \|_{L_{\infty}}) \| \theta \|_{L_{2}} + C(\alpha, \beta) \| \omega \|_{W_{2,1}}.
\]

**Proof.** Inequality (\ref{1.5}) shows that \( (\ref{9.1}) \) is a Legendre–Hadamard elliptic system. It is well known that such systems are strongly resolvable with the estimate

\[
(9.3) \quad \| \omega \|_{W_{2,2}} \leq C\| \theta \|_{L_{2}} + C\| \omega \|_{W_{2,1}}
\]

(see, e.g., \cite{19} or \cite{23}). If we trace the dependence of constants in the proof of inequality \( (\ref{9.3}) \) in \cite{23} Chapter 4], we can observe that the coefficient of \( \| \theta \|_{L_{2}} \) depends on the coefficients \( \alpha, \beta \) of system \( (\ref{9.1}) \) only via the ellipticity constants. □

9.1. Estimate of singular numbers (for \( \beta_k \)).

**Lemma 9.2.** Suppose that \( p < \infty, \beta_1^{(1)}, \beta_1^{(2)} \in M_{+}^{1}(\mathbb{T}) \). Then there exists a form \( \hat{\beta}_l \in M_{+}^{1}(\mathbb{T}) \cap \text{Lip}(\mathbb{T}, \text{Lip}_1) \) such that

\[
\| \beta_l^{(1)} - \hat{\beta}_l \|_{L_p} + \| \beta_l - \beta_l^{(2)} \|_{L_p} \leq 2\| \beta_l^{(1)} - \beta_l^{(2)} \|_{L_p}, \quad \| (\hat{\beta}_l)^{-1} \|_{L_{\infty}} \leq \| (\beta_l^{(1)})^{-1} \|_{L_{\infty}}.
\]

**Proof.** It suffices to take a mollification of \( \hat{\beta}_l \) for \( \beta_l^{(1)} \). □

**Lemma 9.3.** Suppose that \( \beta_k \in M_{+}^{k}(\mathbb{T}) \cap \text{Lip}(\mathbb{T}, \text{Lip}_k), \gamma \in \text{Lip}(\mathbb{T}, \text{Lip}_k) \). Let the operator \( \tilde{\Pi}(\beta_k, \gamma) \) be defined by (\ref{7.9}), and let \( \gamma' \in L_{p}(\mathbb{T}, \text{Lip}_k) \) with \( n < p < \infty \). Then the ratio

\[
(9.4) \quad \frac{\| \gamma' \tilde{\Pi}(\beta_k, \gamma) \omega \|_{L_2}}{\| \omega \|_{W_{2,1}}}, \quad \omega \in W_{2,1}(\mathbb{T}, \mathcal{F}^k),
\]

satisfies the estimate

\[
\Delta_{n/2}(\ref{9.4}) \leq C(\gamma)\| \beta_k^{-1} \|_{L_{\infty}} \| \gamma' \|_{L_{p}}.
\]

**Proof.** The consecutive maxima of the ratio \( (\ref{9.4}) \) do not change if the supplementary condition of orthogonality to the kernel of \( \tilde{\Pi} \) is imposed on the form \( \omega \):

\[
(9.5) \quad \frac{\| \gamma' d\varphi \|_{L_2}}{\| \omega \|_{W_{2,1}}}, \quad \omega \in W_{2,1}(\mathbb{T}, \mathcal{F}^k), \quad \omega \perp \ker \tilde{\Pi}(\beta_k, \gamma),
\]

where \( d\varphi = \tilde{\Pi}(\beta_k, \gamma) \omega \). The spectrum of the ratio \( (\ref{9.5}) \) is estimated in terms of the spectrum of the ratio

\[
(9.6) \quad \frac{\| \gamma' d\varphi \|_{L_2}}{\| d\varphi \|_{W_{2,1}}}, \quad d\varphi \in \text{Im} \tilde{\Pi}(\beta_k, \gamma).
\]

Indeed, Theorem \( (\ref{9.1}) \) applied to the form \( \varphi \) yields

\[
\| d\varphi \|_{W_{2,1}} \leq C\| \beta_k^{-1} \|_{L_{\infty}} \| d(\gamma \omega) \|_{L_2} + C(\beta_k) \| \varphi \|_{W_{2,1}} \leq C(\gamma)\| \beta_k^{-1} \|_{L_{\infty}} \| \omega \|_{W_{2,1}} + C(\beta_k) \| \varphi \|_{W_{2,1}}.
\]
Consequently,
\[
\frac{\|\gamma' d\varphi\|_{L^2}}{\|d\varphi\|_{W_{2,1}}^2} \geq C(\gamma) \|\beta_k^{-1}\|_{L^\infty}^{-2} \frac{\|\gamma' d\varphi\|_{L^2}^2}{\|\varphi\|_{W_{2,1}}^2 + C \|\varphi\|_{W_{2,1}}^2}.
\]
\Delta_{n/2}(\text{9.3}) \leq C(\gamma) \|\beta_k^{-1}\|_{L^\infty} \Delta_{n/2}(\text{9.6}).
Now, the claim follows from \text{(8.2)}.

Lemma 9.4. Let $\beta_k^{(1)}, \beta_k^{(2)} \in M_k^+ (\mathbb{T})$, and let
\[
b = \max \left( \| (\beta_k^{(1)})^{-1} \|_{L^\infty}, \| (\beta_k^{(2)})^{-1} \|_{L^\infty} \right).
\]
Suppose that $\gamma \in \text{Lip}(\mathbb{T}, \text{Lin}_k)$. Then the ratio
\[
(9.7) \quad \frac{\|\tilde{\Pi}(\beta_k^{(1)}, \gamma) \omega - \tilde{\Pi}(\beta_k^{(2)}, \gamma) \omega\|_{L^2}}{\|\omega\|_{W_{2,1}^2}}, \quad \omega \in W_{2,1}(\mathbb{T}, \mathcal{F}^k),
\]
obes the estimate $\Delta_{n/2}(\text{9.7}) \leq C(\gamma) b^{2n} \|\beta_k^{(1)} - \beta_k^{(2)}\|_{L^n}$. Here the operators $\tilde{\Pi}$ are defined by \text{(7.9)} and $n < p < \infty$.

Proof. By Lemma 9.2 there is no loss of generality in assuming that $\beta_k^{(2)} \in \text{Lip}(\mathbb{T}, \text{Lin}_k)$.

Denoting $\tilde{\Pi}(\beta_k^{(j)}) \omega = d\varphi_j, j = 1, 2$, we have
\[
\int_{\mathbb{T}} d(\varphi_1 - \varphi_2) \wedge \beta_k^{(1)} \overline{d\varphi_1} = \int_{\mathbb{T}} d(\varphi_1 - \varphi_2) \wedge \gamma \overline{\omega} = \int_{\mathbb{T}} d(\varphi_1 - \varphi_2) \wedge \beta_k^{(2)} \overline{d\varphi_2},
\]
whence
\[
\int_{\mathbb{T}} d(\varphi_1 - \varphi_2) \wedge \beta_k^{(1)} \overline{d(\varphi_1 - \varphi_2)} = \int_{\mathbb{T}} d(\varphi_1 - \varphi_2) \wedge (\beta_k^{(2)} - \beta_k^{(1)}) \overline{d\varphi_2}
\]
and $\|d(\varphi_1 - \varphi_2)\|_{L^2} \leq b \| (\beta_k^{(1)} - \beta_k^{(2)} ) \|_{L^2}$. Therefore, instead of \text{(9.7)}, we can consider the ratio
\[
(9.8) \quad \frac{\| (\beta_k^{(1)} - \beta_k^{(2)} ) \|_{L^2}^2}{\|\omega\|_{W_{2,1}^2}}, \quad \omega \in W_{2,1}(\mathbb{T}, \mathcal{F}^k);
\]
furthermore, $\Delta_{n/2}(\text{9.7}) \leq b^n \Delta_{n/2}(\text{9.3})$. By Lemma 9.3 with $\gamma' = \beta_k^{(1)} - \beta_k^{(2)}$, we see that
\[
\Delta_{n/2}(\text{9.8}) \leq C(\gamma) b^{n} \|\beta_k^{(1)} - \beta_k^{(2)}\|_{L^n}. \quad \square
\]

9.2. Estimate of singular numbers (for $\beta_{k+1}$).

Lemma 9.5. Suppose that $\alpha > 0$ and $\beta_{k+1} \in M_k^{k+1}(\mathbb{T})$. Let $\tilde{A}_{\beta_{k+1}}$ be the quadratic form \text{(7.8)}, and let $A$ be the corresponding selfadjoint operator in the space $L_2(\mathbb{T}, \mathcal{F}^k) \ominus \{\text{const}\}$. Then
\[
\Delta_n(\tilde{A}^{-1/2}) \leq C \max (\alpha^{-n}, \|\beta_{k+1}^{-1}\|_{L^\infty}^{-n}).
\]

Proof. The definition of the functionals $\Delta$ shows that $\Delta_n(\tilde{A}^{-1/2}) = \Delta_{n/2}(A^{-1})$. In its turn, the functional $\Delta_{n/2}(A^{-1})$ coincides with the functional $\Delta_{n/2}$ for the ratio
\[
(9.9) \quad \frac{\|\omega\|_{L^2}^2}{A_{\beta_{k+1}}[\omega]}, \quad \omega \in \tilde{W}.
\]
Next,
\[
\|\omega\|_{W_{2,1}}^2 \leq C \left( \|d\omega\|_{L^2}^2 + \|d(\omega)\|_{L^2}^2 \right) \leq C \max (\alpha^{-1}, \|\beta_{k+1}^{-1}\|_{L^\infty}) A_{\beta_{k+1}}[\omega], \quad \omega \in \tilde{W}.
\]
Consequently, for the ratio
\[(9.10) \quad \frac{\|\omega\|_{L^2_{\omega}}^2}{\|\omega\|_{L^2_{\theta}}^2}, \quad \omega \in \tilde{W},\]
we have \(\Delta_{n/2}(9.9) \leq C \max (\alpha^{-n}, \|\beta_{k+1}^{-1}\|_{L^\infty}^p) \Delta_{n/2}(9.10)\). To estimate \(\Delta_{n/2}(9.10)\), it suffices to refer to (8.2).

**Lemma 9.6.** Under the assumptions of the preceding lemma, we have \(\Delta_n(dA^{-1}) \leq C (\alpha, \|\beta_{k+1}^{-1}\|_{L^\infty})\).

**Proof.** The operator \(dA^{-1/2}\) is bounded on \(L^2\) because
\[
\|dA^{-1/2}\theta\|_{L^2} \leq \|\beta_{k+1}^{-1}\|_{L^\infty} \tilde{A}_{\beta_{k+1}} [A^{-1/2}\theta] = \|\beta_{k+1}^{-1}\|_{L^\infty} \|\theta\|_{L^2}.
\]
Consequently, by (5.6), we obtain \(\Delta_n(dA^{-1}) \leq \|\beta_{k+1}^{-1}\|_{L^\infty}^{n/2} \Delta_n(A^{-1/2})\).

**Lemma 9.7.** Suppose that \(\alpha > 0, \beta_{k+1} \in \text{Lip}(\mathbb{T}, \text{Lin})\), Let \(\tilde{A}_{\beta_{k+1}}\) be the quadratic form (7.8) and \(A\) the corresponding selfadjoint operator,
\[
A\omega = (-1)^{k+1}(\beta_{k+1}d\omega) + (-1)^{(k+1)(n-k)+1}\alpha \ast d(\ast d(\ast \omega)),
\]
Dom \(A = W_{2,2}(\mathbb{T}, F^k)\).

Let \(\rho \in L^p(\mathbb{T}, \text{Lin})\) with \(p > n\). Then the ratio
\[(9.11) \quad \frac{\|\rho d\omega\|_{L^2_{\rho}}^2}{\|A\omega\|_{L^2_{\rho}}^2}, \quad \omega \in W_{2,2}(\mathbb{T}, F^k), \quad \omega \perp_{\ast k} K^k(\mathbb{T}, \ast k),
\]
obey the estimate
\[(9.12) \quad \Delta_{n/2}(9.11) \leq C\|\beta_{k+1}^{-1}\|_{L^\infty}^{n} \|\rho\|_{L^p}^n.
\]

**Proof.** We use the decomposition \(L^k_2(\mathbb{T}) = \tilde{G}^k \oplus_{\ast k} \tilde{J}^k\), where
\[
\tilde{G}^k = \{d\varphi : \varphi \in W^{k-1}_2(\mathbb{T})\}, \quad \tilde{J}^k = \{\omega \in L^2_2(\mathbb{T}) : d(\ast \omega) = 0\}.
\]
The numerator of (9.11) vanishes on \(\tilde{G}\), so it suffices to consider the ratio
\[(9.13) \quad \frac{\|\rho \theta\|_{L^2_{\rho}}^2}{\|\theta\|_{L^2_{\tilde{W}}^2}}, \quad \theta = d\omega, \quad \omega \in W_{2,2}(\mathbb{T}, F^k) \cap \tilde{J}, \quad \omega \perp_{\ast k} K^k(\mathbb{T}, \ast k).
\]
By Theorem 9.7 (combined with the identity \(d(\ast \omega) = 0\)) and Lemma 5.4 we have
\[
\Delta_{n/2}(9.11) \leq C\|\beta_{k+1}^{-1}\|_{L^\infty}^{n/2} \Delta_{n/2}(9.13).
\]
Extending the domain of (9.13) up to \(\theta \in W_{2,1}(\mathbb{T}, F^k)\) and applying (8.2), we arrive at (9.12).

**Lemma 9.8.** Let \(A\) and \(\hat{A}\) be the operators in \(L^2(\mathbb{T}, F^k) \oplus_{\ast k} K^k(\mathbb{T}, \ast k)\) corresponding to the quadratic forms \(\hat{A}_{\beta_{k+1}}, \tilde{A}_{\beta_{k+1}}\), where \(\beta_{k+1}, \hat{\beta}_{k+1} \in M^{k+1}_+(\mathbb{T})\), and moreover, \(\hat{\beta}_{k+1} \in \text{Lip}(\mathbb{T}, \text{Lin})\). Let \(p > n\). Then
\[
\Delta_{n/2}(A^{-1} - \hat{A}^{-1}) \leq C (\alpha, \|\beta_{k+1}^{-1}\|_{L^\infty}, \|\hat{\beta}_{k+1}^{-1}\|_{L^\infty})\|\beta_{k+1} - \hat{\beta}_{k+1}\|_{L^p}^{n/2}.
\]

**Proof.** Put \(\omega = A^{-1}\theta, \hat{\omega} = \hat{A}^{-1}\hat{\theta}\), where \(\theta, \hat{\theta} \perp \{\text{const}\}\). Then
\[
(A^{-1}\theta, \hat{\theta}) - (\theta, \hat{A}^{-1}\hat{\theta}) = (\omega, \hat{A}\omega) - (A\omega, \hat{\omega}) = \int_{\mathbb{T}} d\omega \wedge (\hat{\beta}_{k+1} - \beta_{k+1}) d\hat{\omega}.
\]
Consequently,
\[
A^{-1} - \hat{A}^{-1} = (-1)^{(k+1)(n-k-1)} (dA^{-1})^* \ast_{n-k-1} (\hat{\beta}_{k+1} - \beta_{k+1}) d\hat{A}^{-1},
\]
whence by (5.4) and (5.7) we deduce that
\[ \Delta_{n/2}(A^{-1} - \hat{A}^{-1}) \leq 2\Delta_n(dA^{-1})^{1/2} \Delta_n((\hat{\beta}_{k+1} - \beta_{k+1})d\hat{A}^{-1})^{1/2}. \]

By Lemma 9.6 \( \Delta_n(dA^{-1}) \leq C(\alpha, \|\beta_{k+1}\|_{L_\infty}) \). Next, put \( \rho = \hat{\beta}_{k+1} - \beta_{k+1} \). We have
\[ \Delta_n(\rho d\hat{A}^{-1}) = \Delta_{n/2}((\rho d\hat{A}^{-1})^* \rho d\hat{A}^{-1}) = \Delta_{n/2}\left(\frac{\|\rho d\hat{A}^{-1}\|^2}{\|\hat{A}\|^2} \right) \]
\[ = \Delta_{n/2}\left(\frac{\|\rho d\omega\|^2}{\|\hat{A}\|^2} \right) \leq C\|\beta_{k+1}^{-1}\|_{L_\infty}^n \|\hat{\beta}_{k+1} - \beta_{k+1}\|_{L_p}^n \]
by Lemma 9.7.

Applying Lemmas 9.2 and 5.3 we arrive at the following statement.

**Corollary 9.9.** Suppose that \( \beta_{k+1}^{(1)}, \beta_{k+1}^{(2)} \in M_+^{k+1}(\mathbb{T}) \), let \( A_1, A_2 \) be the corresponding operators, and let \( n < p < \infty \). Then
\[ \Delta_n(A_1^{-1/2} - A_2^{-1/2}) \leq C(\alpha, \|\beta_{k+1}^{(1)}\|_{L_\infty}, \|\beta_{k+1}^{(2)}\|_{L_\infty}) \|\beta_{k+1}^{(1)} - \beta_{k+1}^{(2)}\|_{L_p}^{n/2}. \]

**§10. Proof of Theorem 7.1**

10.1. **Model problem.** Let \( \beta_k, \gamma \in \text{Link}, \beta_{k+1} \in \text{Link}_{k+1} \) be constant coefficients. Denote by \( \mathcal{L} \) and \( \mathcal{A} \) the operators corresponding to the quadratic forms \( \mathcal{L} \) and \( \mathcal{A} \). The spectrum of the ratio (7.11) coincides with that of the equation \( \mathcal{L}\omega = \lambda \mathcal{A}\omega \), in other words, with the spectrum of the system

\[
\begin{align*}
(-1)^{k(n-k)} \gamma^{+} \beta^{-1}_k (\gamma \omega - \beta_k d\varphi) \\
\lambda((-1)^{k(n-k+1)+1}d(\beta_{k+1}d\omega) + (-1)^{n-k-1} \alpha * d(d(*\omega))) \\
d(\beta_k d\varphi) = d(\gamma \omega), \quad d(*\varphi) = 0.
\end{align*}
\]

For definiteness, we assume that \( \mathbb{T} \) is the torus obtained by identification of opposite faces for the cube \([0, 1]^n\). Then the eigenfunctions of system (10.1) have the form
\[ \omega(x) = he^{2\pi imx}, \quad \varphi(x) = \psi e^{2\pi imx}, \]
where \( h \in \mathcal{F}^k, \psi \in \mathcal{F}^{k-1}, m \in \mathbb{Z}^n \setminus \{0\} \). We introduce the 1-form
\[ \mu = \frac{2\pi}{l} \sum_{j=1}^n m_j dx^j. \]

Then
\[ d\omega = i\mu \wedge e^{2\pi imx}, \quad d\varphi = i\mu \wedge e^{2\pi imx}. \]

Substituting \( \omega \) and \( \varphi \) in (10.1) and observing that \( \beta_k^{-1} \beta_k = (-1)^{k(n-k)} \) (see Subsection 1.2), we obtain
\[ \begin{align*}
(-1)^{k(n-k)} \gamma^{+} \beta^{-1}_k \gamma h - i\gamma^{+} (\mu \wedge \psi) \\
\lambda((-1)^{k(n-k+1)} \mu \wedge \beta_{k+1} (\mu \wedge h) + (-1)^{n-k} \alpha * (\mu \wedge * (\mu \wedge h))) \\
-\mu \wedge \beta_k (\mu \wedge \psi) = i\mu \wedge \gamma h, \quad \mu \wedge * \psi = 0.
\end{align*}
\]

For constant coefficients \( \beta_k, \beta_{k+1}, \) and \( \gamma \), system (10.3) coincides with (3.1) after changing \( \xi \) for \( \mu \). Lemma 3.1 shows that the eigenvalues of system (10.1) are nonnegative. For the number of eigenvalues of problem (10.1) that exceed a positive number \( \lambda \), we have
\[ n(\lambda, (10.1)) = \sum_{j=1}^n \# \{ m \in \mathbb{Z}^n \setminus \{0\} : \lambda_j(3.1), \mu > \lambda \}, \]
where \( \lambda_j(3.1), \mu \) are the eigenvalues of problem \((3.1)\) (with constant \( \beta_k, \beta_{k+1}, \text{ and } \gamma \)), and \( \mu \) is related to \( m \) by \((10.2)\).

**Lemma 10.1.** Let \( \lambda \in C(\mathbb{R}^n \setminus \{0\}) \) be a function homogeneous of degree \((-2)\), \( \lambda(t\xi) = t^{-2}\lambda(\xi) \). Then
\[
\# \{ m \in \mathbb{Z}^n \setminus \{0\} : \lambda(m) > \tau \} \sim \text{meas}\{ \xi \in \mathbb{R}^n : \lambda(\xi) > \tau \}, \quad \tau \to +0.
\]

**Proof.** Clearly,
\[
\text{meas}\{ \xi \in \mathbb{R}^n : \lambda(\xi) > \tau \} = \tau^{-n/2} \text{meas}\{ \xi \in \mathbb{R}^n : \lambda(\xi) > 1 \}.
\]
On the other hand,
\[
\tau^{n/2} \# \{ m \in \mathbb{Z}^n \setminus \{0\} : \lambda(m) > \tau \} = \tau^{n/2} \# \{ \hat{m} \in (\sqrt{r}\mathbb{Z})^n \setminus \{0\} : \lambda(\hat{m}) > 1 \} \xrightarrow{\tau \to +0} \text{meas}\{ \xi \in \mathbb{R}^n : \lambda(\xi) > 1 \}. \quad \square
\]

By Lemma \(3.1\) the functions \( \lambda_j(3.1), \xi \) are homogeneous of degree \((-2)\) in \( \xi \); therefore, formula \((10.3)\) implies
\[
n(\lambda, (10.1)) = \sum_j \# \left\{ m \in \mathbb{Z}^n \setminus \{0\} : \lambda_j(3.1), m > \frac{4\pi^2\lambda}{l^2} \right\}
\]
\[
\sim \sum_j \text{meas}\left\{ \xi \in \mathbb{R}^n : \lambda_j(3.1), \xi > \frac{4\pi^2\lambda}{l^2} \right\}
\]
\[
= \left( \frac{l}{2\pi} \right)^n \int_{\mathbb{R}^n} n(\lambda, (3.1), \xi) d^n\xi.
\]

We have proved the following result.

**Theorem 10.2.** Let \( T \) be the torus obtained by identification of opposite faces of the cube \([0, l]^n\). Suppose that the coefficients \( \beta_k, \gamma \in \text{Lin}_k, \beta_{k+1} \in \text{Lin}_{k+1} \) do not depend on \( x \), and \( \beta_k \in M^k_+, \beta_{k+1} \in M^{k+1}_+ \). Then
\[
n(\lambda, (7.11)) \sim \left( \frac{l}{2\pi} \right)^n \int_{\mathbb{R}^n} n(\lambda, (3.1), \xi) d^n\xi, \quad \lambda \to +0.
\]

**10.2. Continuity with respect to \( \beta_k, \beta_{k+1} \).**

**Theorem 10.3.** Let \( \gamma \in \text{Lip}(T, \text{Lin}_k) \), and let \( p > n \). The functionals \( d_{n/2}(7.11) \) are continuous with respect to variation of the coefficients \( \beta_k, \beta_{k+1} \) in the norm of \( L_p(T) \).

**Proof.** Let \( \mathcal{L} \) and \( \mathcal{A} \) be the operators corresponding to quadratic forms \( \tilde{L} \) and \( \tilde{A} \). The spectrum of the ratio \((7.11)\) coincides with the spectrum of the operator \( \mathcal{A}^{-1/2}\mathcal{L}\mathcal{A}^{-1/2} \) in the space \( L_2(T, \mathbb{L}^k) \subset \mathbb{L}^k(K^k(T, *k)) \). For two pairs of coefficients \( \beta_k^{(1)}, \beta_k^{(2)}, \beta_{k+1}^{(1)}, \beta_{k+1}^{(2)} \), we denote the corresponding operators by \( \mathcal{A}_1, \mathcal{L}_1, \mathcal{A}_2, \mathcal{L}_2, \) and consider the difference
\[
\mathcal{A}_1^{-1/2}\mathcal{L}_1\mathcal{A}_1^{1/2} - \mathcal{A}_2^{-1/2}\mathcal{L}_2\mathcal{A}_2^{1/2} = (\mathcal{A}_1^{-1/2} - \mathcal{A}_2^{-1/2})\mathcal{L}_1\mathcal{A}_1^{-1/2} + \mathcal{A}_2^{-1/2}(\mathcal{L}_1 - \mathcal{L}_2)\mathcal{A}_2^{-1/2} + \mathcal{A}_2^{-1/2}\mathcal{L}_1(\mathcal{A}_1^{-1/2} - \mathcal{A}_2^{-1/2}) =: T_1 + T_2 + T_3.
\]

In this proof, the estimational constants may depend on \( \gamma \) and the numbers
\[
\alpha, \quad \| (\beta^{(j)}_k)^{-1} \|_{L_\infty}, \quad \| (\beta^{(j)}_{k+1})^{-1} \|_{L_\infty}, \quad j = 1, 2.
\]

From \((6.6), (5.7), \) Lemma \(9.5\) and Corollary \(9.9\) it follows that
\[
\Delta_{n/2}(T_1) \leq 2\Delta_n(\mathcal{A}_1^{-1/2} - \mathcal{A}_2^{-1/2})^{1/2}\| \mathcal{L}_1 \|^{n/2}\Delta_n(\mathcal{A}_1^{-1/2})^{1/2} \leq C\| (\beta_{k+1}^{(1)} - \beta_{k+1}^{(2)}) \|_{L_p}^{n/4}.
\]
Similarly, 
\[
\Delta_{n/2}(T_3) \leq C\|\beta^{(1)}_{k+1} - \beta^{(2)}_{k+1}\|_{L_p}^{n/4}.
\]

The spectrum of \(T_2\) coincides with the spectrum of the ratio 
\[
\frac{\tilde{L}_{\beta_{k+1}^{(1), \gamma}}[\omega] - \tilde{L}_{\beta_{k+1}^{(2), \gamma}}[\omega]}{\tilde{A}_{\beta_{k+1}^{(2), \gamma}}[\omega]}, \quad \omega \in \tilde{W}.
\]

We have 
\[
\tilde{L}_{\beta_{k+1}^{(1), \gamma}}[\omega] - \tilde{L}_{\beta_{k+1}^{(2), \gamma}}[\omega] = \int_T \gamma \omega \wedge ((\beta_{k+1}^{(1)})^{-1} - (\beta_{k+1}^{(2)})^{-1})(\gamma \omega) + \int_T d(\varphi_1 - \varphi_2) \wedge \gamma \omega.
\]

The inequality 
\[
\left| \int_T \gamma \omega \wedge ((\beta_{k+1}^{(1)})^{-1} - (\beta_{k+1}^{(2)})^{-1})(\gamma \omega) \right| \leq \|\gamma \omega\|_{L_2} \left\|\left((\beta_{k+1}^{(1)})^{-1} - (\beta_{k+1}^{(2)})^{-1}\right)(\gamma \omega)\right\|_{L_2},
\]
Lemma 5.2 and estimate (8.2) show that the ratio 
\[
\frac{\int_T \gamma \omega \wedge ((\beta_{k+1}^{(1)})^{-1} - (\beta_{k+1}^{(2)})^{-1})(\gamma \omega)}{\tilde{A}_{\beta_{k+1}^{(2), \gamma}}[\omega]}, \quad \omega \in \tilde{W},
\]
obeys the estimate 
\[
\Delta_{n/2}(10.6) \leq C\left\|\left((\beta_{k+1}^{(1)})^{-1} - (\beta_{k+1}^{(2)})^{-1}\right)\right\|_{L_p}^{n/2} \leq C\|\beta^{(1)}_{k+1} - \beta^{(2)}_{k+1}\|_{L_p}^{n/2}.
\]

Similarly, applying Lemmas 5.2 and 9.4 and formula (8.2), we see that the ratio 
\[
\frac{\int_T d(\varphi_1 - \varphi_2) \wedge \gamma \omega}{\tilde{A}_2[\omega]}, \quad \omega \in \tilde{W},
\]
obeyes the estimate 
\[
\Delta_{n/2}(10.7) \leq C\|\beta^{(1)}_{k+1} - \beta^{(2)}_{k+1}\|_{L_p}^{n/2}.
\]

Consequently, 
\[
\Delta_{n/2}(T_2) = \Delta_{n/2}(10.5) \leq C\|\beta^{(1)}_{k+1} - \beta^{(2)}_{k+1}\|_{L_p}^{n/2}.
\]

It remains to refer to 5.5.

This theorem and Lemma 8.1 imply the following statement.

**Corollary 10.4.** The functionals \(d_{n/2}(7.11)\) are continuous relative to simultaneous variation of the coefficients \(\gamma, \beta_k, \beta_{k+1}\) in the \(L_p(\mathbb{T})\)-norm for \(p > n\).

### 10.3. Reduction to the case of constant coefficients.

**Lemma 10.5.** Let \(Q, Q_j, j = 1, \ldots, M\), be open cubes in \(\mathbb{R}^n\) with 
\[
Q_i \cap Q_j = \emptyset \text{ for } i \neq j, \quad \hat{Q} = \bigcup_{j=1}^M \hat{Q}_j.
\]

Denote by \(\mathbb{T}, \mathbb{T}_j\) the corresponding tori. Suppose that \(\beta_k \in M_k^+(Q), \beta_{k+1} \in M_{k+1}^+(Q), \gamma \in L_p(Q, \text{Lin}_k), p > n\). Then 
\[
d_{n/2}(7.11, \mathbb{T}) = \sum_{j=1}^M d_{n/2}(7.11, \mathbb{T}_j).
\]
Proof. Put $\Xi = \bigcup_{j=1}^{M} Q_j$. By Lemma 8.1 we may assume that $\text{supp}\, \gamma \subset \Xi$. For the Dirichlet problem, we have

$$n(\lambda, (7.6), \Xi) = \sum_{j=1}^{M} n(\lambda, (7.6), Q_j).$$

Finally, Theorem 8.6 shows that

$$d_{n/2}(7.6), \Xi) = d_{n/2}(7.11), T), \quad d_{n/2}(7.6), Q_j) = d_{n/2}(7.11), T_j).$$

Proof of Theorem 7.1. Let $Q$ be a cube including the bounded set $\Omega$, and let $T$ be the corresponding torus. By Lemma 8.1 we may assume that $\text{supp}\, \gamma \subset \Omega$. We extend the coefficients $\beta_k, \beta_{k+1}$, and $\gamma$ to $Q \setminus \Omega$, namely, $\gamma$ is extended by zero, and $\beta_k$ and $\beta_{k+1}$ are extended with preservation of the upper and lower estimates. By Theorem 8.6 it suffices to prove that

$$\lambda^{n/2} n(\lambda, (7.11), T) \sim (2\pi)^{-n} \lambda^{n/2} \int_{Q} \int_{\mathbb{R}^n} n(\lambda, (3.1), x, \xi) d^n \xi d^n x, \quad \lambda \to 0,$$

(recall that, by Lemma 8.1 if $\gamma(x) = 0$, then all eigenvalues of Problem (3.1) vanish, so $n(\lambda, (3.1), x, \xi) = 0$ for such $x$). By Remark 7.3 and Corollary 10.4 the two sides of (10.8) are continuous in the coefficients $\beta_k, \beta_{k+1}, \gamma$. Thus, it suffices to prove (10.8) for piecewise constant $\beta_k, \beta_{k+1}$, and $\gamma$. Let $Q_j, j = 1, \ldots, M$ be open cubes such that

$$Q = \bigcup_{j=1}^{M} Q_j, \quad Q_i \cap Q_j = \emptyset \quad \text{for} \quad i \neq j,$$

and $\beta_k, \beta_{k+1}, \gamma$ are constant on each $Q_j$. Denote by $T, T_j$ the corresponding tori. Theorem 10.2 and Lemma 3.2 imply the relation

$$d_{n/2}(7.11), T_j) = \lim_{\lambda \to +0} \lambda^{n/2} n(\lambda, (7.11), T_j) = |Q_j| \nu(x), \quad x \in Q_j,$$

where the function $\nu$ is defined by (3.4). Finally, we use Lemma 10.5

$$\delta_{n/2}(7.11), T) = \Delta_{n/2}(7.11), T) = \int_{Q} \nu(x) d^n x,$$

Applying Lemma 3.2 once again, we arrive at (10.8).

\[\square\]
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