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Abstract. A new technique is developed for estimating functionals in terms of the quantities mentioned in the title. The constants in estimates are indicated explicitly.

As examples, Jackson type inequalities for approximations by polynomials and splines can be mentioned, along with estimates of error terms for interpolation formulas and for formulas of numerical differentiation and integration.

One of results can be stated as follows. Let $E$ be a segment, $|E|$ its length, $E_{n-1}$ the best uniform approximation by polynomials of degree at most $n-1$, and $\omega_{2m}$ the uniform modulus of continuity of order $2m$.

Let $K_r = \frac{4}{\pi} \sum_{\nu=0}^{\infty} \frac{(-1)^(r+1)}{(2\nu+1)^r}$ be the Favard constants, $W_{2m}$ the Whitney constants, and $\nu_m = \frac{8}{(2m)^2} \sum_{l=0}^{(m-1)/2} \frac{(m-2l-1)!}{(2l+1)^2}$. Let $m \geq 2$, $n \geq 2m$, $\gamma > 0$, $f \in C(E)$. Then

$$E_{n-1}(f) \leq \left( \frac{1}{(2m)^2} \right) \left( 1 + \frac{\nu_m K_2}{\gamma^2} + \sum_{k=1}^{m-1} \frac{K_{2k} (2m-2k)! (2m)^{2k} \nu_m^{2k}}{2^{2k} (2m)! \gamma^{2k}} \right) + \frac{K_{2m} (2m)^{2m} \nu_m^{m}}{2^{2m} (2m)! \gamma^{2m}} \omega_{2m} \omega_{2m} \left( f, \frac{\gamma |E|}{n} \right).$$

\section{1. Introduction}

In the papers \cite{1, 2, 3}, the authors developed a technique of estimating functionals in terms of high order moduli of continuity. In this paper, this technique is applied to estimates in spaces of functions defined on a segment. We establish inequalities of the type

$$\Phi(f) \leq K \cdot \omega_{2m} \left( f^{(r)}, h \right)_{L_p[a,b]},$$

where the constants are written explicitly. The constants are expressed in terms of the moments of the functional $\Phi$, i.e., its lowest upper bounds on the Sobolev classes.

If it is not stated otherwise, $E$ is a nondegenerate segment, $J$ is an interval, $|J|$ is its length. In what follows, $\mathbb{R}$, $\mathbb{R}_+$, $\mathbb{Z}$, $\mathbb{Z}_+$, $\mathbb{N}$ are the sets of reals, nonnegative reals, integers, nonnegative integers, and positive integers, respectively; $[a : b] = [a, b] \cap \mathbb{Z}$.

Function spaces are denoted as follows: $C(E)$ is the space of functions continuous on $E$, with the uniform norm, $C^{(r)}(E)$ is the set of $r$ times continuously differentiable functions on $E$, $C^{(0)}(E) = C(E)$. If $p \in [1, +\infty)$, then $L_p(J)$ is the space of measurable functions on $J$. The norms in $C(E)$, $C^{(r)}(E)$, $L_p(J)$ are the usual norms.
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functions $f$ integrable on $J$ with $p$th power, with the norm $\|f\|_{L_p(J)} = (\int_J |f|^p)^{1/p}$; $L_\infty(J)$ is the space of measurable functions essentially bounded on $J$, with the Vrai supremum; if $p \in [1, +\infty]$, then $L_{p, loc}(J)$ is the set of functions that belong to $L_p(E)$ for each segment $E \subset J$, $W^{(r)}_p(E)$ and $W^{(r)}_{p, loc}(J)$ are the sets of functions that belong to $L_p(J)$ and $L_{p, loc}(J)$ and are the $r$-fold integrals of functions lying in $L_p(J)$ and $L_{p, loc}(J)$, respectively; $W^{(0)}_p(J) = L_p(J)$, $W^{(0)}_{p, loc}(J) = L_{p, loc}(J)$. Unless implied otherwise by the context, function spaces may be real or complex; to specify the field of scalars, we write, e.g., $\mathbb{R}C(E)$.

Next, $I$ is the identity operator, $\Delta^r_t$ and $\delta^r_t$ are the operators of forward and central difference of order $r \in \mathbb{Z}_+$ with step $t$, i.e.,

$$\Delta^r_t(f, x) = \sum_{k=0}^r (-1)^{r-k} \binom{r}{k} f(x + kt), \quad \delta^r_t(f, x) = \Delta^r_t(f, x - \frac{rt}{2}).$$

The moduli of continuity in the spaces $L_p(J)$ are defined by

$$\omega_r(f, h)_{L_p(J)} = \sup_{0 \leq t \leq h} \|\Delta^r_t(f)\|_{L_p(J \cap (J - rt))}.$$

The moduli of continuity in the spaces $C(E)$ are defined in a similar way. The symbols $E_n(f)_{C(E)}$ and $E_n(f)_{L_p(E)}$ denote the best approximations of a function $f$ by algebraic polynomials of degree at most $n$.

Let

$$\nu_m = \frac{8}{(2m)^3} \sum_{l=0}^\infty \frac{(-1)^l}{(2l+1)^3} \left( \frac{m}{2l+1} \right)^m,$$

where $[x]$ is the integral part of $x$. Functions are assumed to be extended to the points of a removable break by continuity; in other cases the symbol $\mathbb{0}$ is understood as $0$. If $\mathfrak{M}$ is a vector space, then $\mathcal{F}(\mathfrak{M})$ denotes the set of semiadditive functionals $\Phi : \mathfrak{M} \rightarrow \mathbb{R}_+$, i.e., those satisfying $\Phi(f + g) \leq \Phi(f) + \Phi(g)$ for each $f, g \in \mathfrak{M}$.

§2. General assertions

Suppose that $(\mathfrak{M}, P)$ is a space with a seminorm, $\mathcal{L}, \mathfrak{N}$ are subspaces of $\mathfrak{M}$, $\Phi \in \mathcal{F}(\mathfrak{N})$, and $A : \mathcal{L} \rightarrow \mathfrak{M}$ is a linear operator. We put

$$N_P(\Phi, A) = \sup_{f \in \mathcal{L} \cap \mathfrak{N}} \frac{\Phi(f)}{P(Af)}.$$  \hspace{1cm} (2.1)

We formulate separately a special case of (2.1) when $A$ is the operator $D^k$ of $k$-fold differentiation. If $p \in [1, +\infty]$, $(\mathfrak{M}, P)$ is a space with a seminorm, $\mathfrak{N} \subset L_{p, loc}(J)$, $k \in \mathbb{Z}_+$, then we put

$$\mathfrak{M}^{(k)} = \{ g \in \mathfrak{N} \cap W^{(k)}_{p, loc}(J) : g^{(k)} \in \mathfrak{M} \}.$$

Moreover, assume that $\mathfrak{N}$ is a subspace of $\mathfrak{M}$, $\Phi \in \mathcal{F}(\mathfrak{N})$. The quantities

$$m_k(\Phi)_P = N_P(\Phi, D^k) = \sup_{g \in \mathfrak{M}^{(k)} \cap \mathfrak{N}} \frac{\Phi(g)}{P(g^{(k)})}$$

are called the moments of $\Phi$.

In particular, if $s \in \mathbb{Z}_+$ and $k \geq s$, $\Phi \in \mathcal{F}(W^{(s)}_p(E))$, then

$$m_k(\Phi)_P = \sup_{f \in W^{(k)}_p(E)} \frac{\Phi(f)}{\|f^{(k)}\|_{L_p(E)}}.$$
Lemma A. Let \( f \in C^1(E) \), then
\[
m_k(\Phi)_C = \sup_{f \in C^{(s)}(E)} \frac{\Phi(f)}{\|f^{(k)}\|_{C(E)}}.
\]

Now we show that, in some cases, when estimating functionals we may restrict ourselves to classes of continuously differentiable functions. For this, we need the technique of Steklov functions.

For \( E = [a,b] \), \( f \in L_1(E) \), \( x \in E \), \( \tau \in (0,|E|) \) we put (see [1,5] and also [6, p. 18], [7, p. 102], and [8, p. 63]),
\[
f_\tau(x) = \frac{1}{\tau} \int_0^\tau f\left(x - \tau \frac{x-a}{b-a} + t\right) \, dt.
\]
The functions \( f_\tau \) and their generalizations for primitives and differences of order \( r \geq 2 \) are called the modified Steklov functions or the Steklov–Sendov functions.

We list several obvious properites of the modified Steklov functions, without aiming at the maximal generality. In a more general situation, these properties were proved in [8] p. 18–20).

Lemma A. 1. If \( s \in \mathbb{Z}_+ \), \( p \in [1, +\infty] \), \( f \in W_p^{(s)}(E) \), then \( f_\tau \in W_p^{(s+1)}(E) \).

2. If \( k \in \mathbb{N} \), \( s \in [0 : k - 1] \), \( f \in W_1^{(s)}(E) \), then
\[
\|f^{(s)} - f^{(s)}\|_{C(E)} \to 0 \quad \text{as} \quad \tau \to 0.
\]

3. If \( s \in \mathbb{Z}_+ \), \( f \in W_1^{(s)}(E) \), then
\[
\|f^{(s)} - f^{(s)}\|_{L_1(E)} \to 0 \quad \text{as} \quad \tau \to 0.
\]

4. If \( r, s \in \mathbb{Z}_+ \), \( h > 0 \), \( f \in W_1^{(s)}(E) \), then
\[
\omega_r(f^{(s)}, h)_{C(E)} \leq \left(1 - \frac{\tau}{|E|}\right)^s \omega_r(f^{(s)}, h)_{L_\infty(E)}.
\]

Lemma 2.1. Suppose \( r, s \in \mathbb{Z}_+ \), \( k \in \mathbb{N} \), \( k > s \), \( h > 0 \), \( \Phi \in \mathcal{F}(C^{(s)}(E)) \), \( m_s(\Phi)_C < +\infty \).

Then
\[
\sup_{f \in W_1^{(s)}(E)} \frac{\Phi(f)}{\omega_r(f^{(k)}, h)_{L_\infty(E)}} = \sup_{f \in C^{(s)}(E)} \frac{\Phi(f)}{\omega_r(f^{(k)}, h)_{C(E)}}.
\]

In particular, for \( r = 0 \) we have
\[
\sup_{f \in W_1^{(s)}(E)} \frac{\Phi(f)}{\|f^{(k)}\|_{L_\infty(E)}} \leq \sup_{f \in C^{(s)}(E)} \frac{\Phi(f)}{\|f^{(k)}\|_{C(E)}}.
\]

Proof. Clearly, the right-hand side of (2.2) is not greater than the quantity on the left. We prove the reverse inequality, denoting the right-hand side by \( M \). If \( M = +\infty \), the inequality is trivial. Let \( M < +\infty \). Then for every \( f \in C^{(k)}(E) \) we have
\[
\Phi(f) \leq M \omega_r(f^{(k)}, h)_{C(E)}.
\]

Let \( f \in W_1^{(k)}(E) \). We take a sequence \( \tau_n \) of positive numbers tending to zero, and denote by \( f_n \) the Steklov–Sendov functions of \( f \) with the step \( \tau_n \). Then \( f_n \in C^{(k)}(E) \) and, by statement 4 of Lemma A,
\[
\Phi(f_n) \leq M \omega_r(f_n^{(k)}, h)_{C(E)} \leq M \omega_r(f^{(k)}, h)_{L_\infty(E)}.
\]

Statement 2 of Lemma A and the finiteness of \( m_s(\Phi)_C \) imply that
\[
\left|\Phi(f_n) - \Phi(f)\right| \leq m_s(\Phi)_C \|f_n^{(s)} - f^{(s)}\|_{C(E)} \to 0 \quad \text{as} \quad n \to \infty.
\]
Passing to the limit in (2.3), we get the required inequality. □

To obtain an analog of Lemma 2.1 for $k = s$, we assume that the functional in question has an additional property. We say that a functional $\Phi \in \mathcal{F}(W^{(s)}_{\infty}(E))$ has the generalized Fatou property if $\Phi(f) \leq K$ whenever $f \in W^{(s)}_{\infty}(E)$, $f_n \in C^{(s)}(E)$, $f_n^{(s)} \to f^{(s)}$ almost everywhere on $E$, the sequence $\{\|f_n^{(s)}\|_{L_{\infty}(E)}\}$ is bounded, and $\Phi(f_n) \leq K$ for every $n \in \mathbb{N}$.

**Lemma 2.2.** Assume that $r, s \in \mathbb{Z}_+$, $h > 0$, $\Phi \in \mathcal{F}(W^{(s)}_{\infty}(E))$, $\Phi$ has the generalized Fatou property. Then

$$
\sup_{f \in W^{(s)}_{\infty}(E)} \frac{\Phi(f)}{\omega_r(f^{(s)}, h)_{L_{\infty}(E)}} = \sup_{f \in C^{(s)}(E)} \frac{\Phi(f)}{\omega_r(f^{(s)}, h)_{C(E)}}.
$$

In particular, for $r = 0$ we have

$$
\sup_{f \in W^{(s)}_{\infty}(E)} \frac{\Phi(f)}{\|f^{(s)}\|_{L_{\infty}(E)}} = \sup_{f \in C^{(s)}(E)} \frac{\Phi(f)}{\|f^{(s)}\|_{C(E)}}.
$$

**Proof.** As in the proof of Lemma 2.1, we have

$$
\Phi(f_n) \leq M \omega_r(f_n^{(s)}, h)_{C(E)} \leq M \omega_r(f^{(s)}, h)_{L_{\infty}(E)}.
$$

Moreover, by statement 3 of Lemma A, the sequence $f_n$ can be chosen so that $f_n^{(s)} \to f^{(s)}$ almost everywhere on $E$. It remains to apply the the generalized Fatou property.

**Remark 2.1.** We present examples of functionals with the generalized Fatou property. In these examples, a sequence $\{f_n\}$ and a number $K$ are taken as in the definition of the generalized Fatou property.

1. Let $X$ be a finite-dimensional subspace of $L_{\infty}(E)$, and let $E_X(\cdot)_{L_{\infty}(E)}$ be the functional of best approximation by the subspace $X$. It is known (see [3] pp. 121–122, Proposition 3.4.5) that

$$
E_X(f)_{L_{\infty}(E)} = \sup_{g \perp X, \|g\|_{L_1(E)} \leq 1} \left| \int_E f g \right|.
$$

Then for every function $g \in L_1(E)$ such that $\|g\|_{L_1(E)} \leq 1$ and $g \perp X$, the inequality $|\int_E f_n g| \leq K$ holds true. The Lebesgue dominated convergence theorem yields $|\int_E f g| \leq K$. Consequently, $E_X(f)_{L_{\infty}(E)} \leq K$.

2. Consider an operator $V : L_{\infty}(E) \to L_{\infty}(E)$ of the form

$$
V(f, x) = f(x) + \int_E f(t) F(x, t) \, dt,
$$

$\Phi(f) = \|V(f^{(s)})\|_{L_{\infty}(E)}$ for $f \in W^{(s)}_{\infty}(E)$. Then $V(f_n^{(s)}) \to V(f^{(s)})$ almost everywhere, whence $\Phi(f) \leq K$.

**Remark 2.2.** The density of algebraic polynomials in $C(E)$ implies that the upper bounds in Lemmas 2.1 and 2.2 may be taken over the set of polynomials.

The following fact was proved in [3] Theorem 2.2.

**Theorem B.** Assume that $(\mathfrak{M}, P)$ is a space with a seminorm, $\mathfrak{N}$ is a subspace of $\mathfrak{M}$, $\Psi \in \mathcal{F}(\mathfrak{N})$, $m \in \mathbb{N}$, $U : \mathfrak{N} \to \mathfrak{N}$, $A_k : U^k(\mathfrak{M}) \to \mathfrak{M}$ are linear operators, and $N_P(\Psi, A_k) < +\infty$ for every $k \in [0 : m]$. Then for every $f \in \mathfrak{M}$ we have

$$
\Psi(f) \leq \sum_{k=0}^{m-1} N_P(\Psi, A_k) P(A_k U^k (I - U) f) + N_P(\Psi, A_m) P(A_m U^m f).
$$
Theorem B will be applied to the spaces $W_{p,\text{loc}}(\mathbb{R})$ equipped with the seminorms $P(g) = \|g\|_{L_p(E)}$, $p \in [1, +\infty]$. The problems of estimates of functionals on the spaces of functions defined on a segment can be reduced to theorem B with the help of extension.

For the role of $A_k$ we take the operators $D^{s+2k}$, where $D$ is the differentiation operator, and for the role of $U$ linear combinations of Steklov averages:

$$U_{h,m} = \frac{2}{(2m)^2} \sum_{j=1}^{m} (-1)^{j-1} \left( \frac{2m}{m-j} \right) S_{jh}^2.$$

The Steklov averages of the second order are defined by

$$S_{jh}^2(f,x) = \frac{1}{h} \int_{-h}^{h} f(x-t) \left(1 - \frac{|t|}{h}\right) dt.$$

The following estimates of the quantities related to the operators $U_{h,m}$ for a class of shift-invariant spaces more general than $L_p(\mathbb{R})$, are mainly contained in [1]. The only difference is that in [1] it was assumed that a function $g$ itself belongs to the space. Formulas below show that it suffices that the differences of $g$ belong to the space.

The identity

$$g - U_{h,m}g = \frac{2(-1)^m}{h(2m)^2} \int_{0}^{h} \left(1 - \frac{t}{h}\right) \delta_t^{2m} g dt$$

implies that if $\delta_t^{2m} g \in L_p(\mathbb{R})$ for all $t \in [0, h]$, then $g - U_{h,m}g \in L_p(\mathbb{R})$ and

$$\|g - U_{h,m}g\|_{L_p(\mathbb{R})} \leq \frac{2}{h(2m)^2} \int_{0}^{h} \|\delta_t^{2m} f\|_{L_p(\mathbb{R})} \left(1 - \frac{t}{h}\right) dt \leq \frac{1}{(2m)^2} \omega_{2m}(g,h)_{L_p(\mathbb{R})}. \tag{2.4}$$

The operator $D^2 U_{h,m}$ is a summatory operator of the form

$$D^2 U_{h,m}(g,x) = \sum_{s \in \mathbb{Z}} a_s g(x + sh)$$

with finitely many nonzero coefficients $a_s$, and its norm is estimated as

$$\|D^2 U_{h,m}\|_{L_p(\mathbb{R}) \to L_p(\mathbb{R})} \leq \frac{\nu_m}{h^2}.$$

So,

$$\|D^{2k} U_{h,m}^k\|_{L_p(\mathbb{R}) \to L_p(\mathbb{R})} \leq \frac{\nu_m^k}{h^{2k}}.$$

On the other hand, the operator $D^2 U_{h,m}$ admits separation of the difference factor:

$$D^2 U_{h,m} = \frac{1}{h^2} \delta_h^2 W_{h,m},$$

where $W_{h,m}$ is a summatory operator of the same form, and

$$\|W_{h,m}\|_{L_p(\mathbb{R}) \to L_p(\mathbb{R})} \leq \frac{\nu_m}{4}.$$

Consequently, if $\delta_h^{2k} g \in L_p(\mathbb{R})$, then $D^{2k} U_{h,m}^k g \in L_p(\mathbb{R})$ and

$$\|D^{2k} U_{h,m}^k g\|_{L_p(\mathbb{R})} \leq \frac{\nu_m^k}{4h^{2k}} \|\delta_h^{2k} g\|_{L_p(\mathbb{R})}. \tag{2.5}$$

**Remark 2.3.** *A fortiori,* estimates (2.4) and (2.5) are valid if the norms on their left-hand sides are taken in the space $L_p(E)$.

**Remark 2.4.** In [10], the authors established the inequality

$$\frac{8}{\pi^2} \sqrt{\frac{\pi}{2}} \frac{\sqrt{2m}}{2m + 1} \leq 1 - \frac{\nu_m}{\pi^2} \leq \frac{8}{\pi^2} \sqrt{\frac{\pi}{2}} \frac{\sqrt{2m+1}}{2m}. $$
Definition. Let \( r \in \mathbb{N}, p \in [1, +\infty] \). The quantities
\[
\mathcal{W}_{r,p} = \sup_{f \in L_p(E)} \frac{E_{r-1}(f)_{L_p(E)}}{\omega_r(f, \frac{|E|}{r})_{L_p(E)}},
\]
\[
\mathcal{W}_{r,C} = \sup_{f \in C(E)} \frac{E_{r-1}(f)_{C(E)}}{\omega_r(f, \frac{|E|}{r})_{C(E)}},
\]
are called the Whitney constants.

Obviously, the Whitney constants do not depend on a segment \( E \).

Remark 2.5. Nowadays, the study of the Whitney constants forms an independent part of approximation theory, with a lot of papers by many authors. See, e.g., \([6, 8, 11]\) for the details, where some known results are proved and bibliographic notes are given. The case where \( r = 1 \) stands apart and will not be discussed in this paper. For \( r \geq 2 \), explicit estimates for the Whitney constants were usually formulated without specializing whether the real or the complex space is considered. It is known that \( \mathbb{R} \mathcal{W}_{2,C} = \frac{1}{2}, \mathcal{W}_{r,C} \leq \frac{7}{10} [12]; \mathcal{W}_{r,C} \leq 1 \) for \( r \leq 8 \) \([13, 14, 11]\) (this result of \([14]\) was cited in \([11]\)); \( \mathcal{W}_{r,C} \leq 2 \) for \( r \leq 82000, \mathcal{W}_{r,C} \leq 2 + e^{-2} \) for all \( r \geq 15 \); \( \mathcal{W}_{r,1} \leq 6, 4 \), \( \mathcal{W}_{r,p} \leq 9 \) \([16]\).

As far as we can judge, all these estimates except for the first two, were established by linear approximation methods and are valid both in the real and complex space.

Remark 2.6. By Lemma 2.2, \( \mathcal{W}_{r,C} = \mathcal{W}_{r,\infty} \). Whitney proved his theorem for the space \( \ell_\infty(E) \) of bounded functions with sup-norm. Later, inequalities like
\[
E_{r-1}(f)_{\ell_\infty(E)} \leq \mathcal{W}_{r,C} \omega_r\left(f, \frac{|E|}{r}\right)_{\ell_\infty(E)}
\]
were mainly stated for continuous functions, and their validity on subspaces of \( \ell_\infty(E) \), wider than \( C(E) \) was not always mentioned. Moreover, some proofs were correct for arbitrary bounded functions, while some other (based on integral interpolation) required integrability. We do not know whether the Whitney constants for the spaces \( C(E) \) and \( \ell_\infty(E) \) are equal in the general case.

Definition. Let \( r \in \mathbb{N}, h > 0, p \in [1, +\infty] \). The values
\[
\lambda_{r,E}(h)_p = \sup_{f \in L_p(E)} \inf_{g \in L_p, \|g\|_E = f} \frac{\omega_r(g, h)_{L_p(\mathbb{R})}}{\omega_r(f, h)_{L_p(E)}},
\]
\[
\lambda_{r,E}(h)_C = \sup_{f \in C(E)} \inf_{g \in C, \|g\|_E = f} \frac{\omega_r(g, h)_{L_\infty(\mathbb{R})}}{\omega_r(f, h)_{C(E)}},
\]
are called the extension constants.

Lemma 2.3. Under the conditions of the definition, we have
\[
\lambda_{r,E}(h)_p \leq \left(2(2r - 1)p + 1\right)^{1/p}, \quad p \in [1, +\infty),
\]
\[
\lambda_{r,E}(h)_\infty \leq \max \left\{\left(2r - 1\right)\mathcal{W}_{r,\infty}, 1\right\},
\]
where the \( \mathcal{W}_{r,p} \) are the Whitney constants.

Proof. Suppose \( E = [a, b], p \in [1, +\infty), 0 < h \leq \frac{|E|}{r} \). We denote by \( \pi_\pm \) the best approximation polynomials of degree \( r - 1 \) for a function \( f \) on the segments \([a, a + rh]\)
and $[b - rh, b]$, and put

$$g(x) = g_h(x) = \begin{cases} 
\pi_-(x), & x < a, \\
f(x), & x \in E, \\
\pi_+(x), & x > b. 
\end{cases}$$

Since the $r$th difference of a polynomial of degree at most $r - 1$ equals zero, for all $t \in (0, h]$ we have

$$\| \Delta^r_t g \|_{L^p([E])} = \| \Delta^r_t g \|_{L^p[a-rt,a]} + \| \Delta^r_t f \|_{L^p(E)} + \| \Delta^r_t g \|_{L^p[b,b+rt]}.$$

The second term does not exceed $\omega^p_r(f, h)_{L^p(E)}$. We estimate the first term:

$$\| \Delta^r_t g \|_{L^p[a-rt,a]} = \| \Delta^r_t (g - \pi_-) \|_{L^p[a-rt,a]}$$

$$= \left\| \sum_{k=0}^{r} (-1)^{r-k} \binom{r}{k} (g - \pi_-)(\cdot + kt) \right\|_{L^p[a-rt,a]}$$

$$\leq \sum_{k=1}^{r} \binom{r}{k} \| (g - \pi_-)(\cdot + kt) \|_{L^p[a-rt,a]} \leq (2^r - 1) E_{r-1}(f)_{L^p[a,a+rh]}.$$

Similarly, we prove that

$$\| \Delta^r_t g \|_{L^p[b-rb,b]} \leq (2^r - 1) E_{r-1}(f)_{L^p[b-rh,b]}.$$

By the definition of the Whitney constants, the quantities $E_{r-1}(f)_{L^p[a,a+rh]}$ and $E_{r-1}(f)_{L^p[b-rh,b]}$ do not exceed $W_{r,p} \omega_r(f, h)_{L^p(E)}$. Collecting the estimates, we see that

$$\| \Delta^r_t g \|_{L^p(E)} \leq (2(2^r - 1)W_{r,p} + 1)^{1/p} \omega_r(f, h)_{L^p(E)}$$

for all $t \in (0, h]$.

For $h > \frac{|E|}{r}$, put $g = g_h = g|E|/r$ and denote by $\pi$ the polynomial of the best approximation of $f$ on $E$. For $t \in (0, \frac{|E|}{r})$, inequality (2.7) is proved as before. For $t \in (\frac{|E|}{r}, h]$, we have

$$\| \Delta^r_t g \|_{L^p(E)} = \| \Delta^r_t (g - \pi) \|_{L^p[a-rt,b-b+r]} + \| \Delta^r_t (g - \pi) \|_{L^p(E)} \leq 2(2^r - 1) E_{r-1}(f)_{L^p(E)}.$$
Theorem 2.1. Suppose $s \in \mathbb{Z}_+, m \in \mathbb{N}, h > 0$.

1. If $p \in [1, +\infty], \Phi \in \mathcal{F}(W_p^s(E))$, and $m_{s+2k}(\Phi)_p < +\infty$ for all $k \in [0, m]$, then for every $f \in W_p^s(E)$ we have

$$\Phi(f) \leq \left( \frac{1}{2m} \sum_{k=0}^{m-1} m_{s+2k}(\Phi) \frac{\nu_m^k}{h^{2k}} + m_{s+2m}(\Phi) \frac{\nu_m^m}{4^m h^{2m}} \right) \lambda_{2m,E}(h)_p \omega_{2m}(f(s), h)_L(E).$$

2. If $\Phi \in \mathcal{F}(C^s(E))$ and $m_{s+2k}(\Phi)_C < +\infty$ for all $k \in [0, m]$, then for every $f \in C^s(E)$ we have

$$\Phi(f) \leq \left( \frac{1}{2m} \sum_{k=0}^{m-1} m_{s+2k}(\Phi)_C \frac{\nu_m^k}{h^{2k}} + m_{s+2m}(\Phi)_C \frac{\nu_m^m}{4^m h^{2m}} \right) \lambda_{2m,E}(h)_C \omega_{2m}(f(s), h)_C(E).$$

Proof. In Theorem B we put $\mathfrak{M} = L_{p,loc}(\mathbb{R}), P(g) = \|g|_E\|_{L_p(E)} (g \in \mathfrak{M}), \mathfrak{N} = W_{p,loc}(\mathbb{R}), \Psi(g) = \Phi(g|_E) (g \in \mathfrak{M}), A_k = D^{s+2k}, U = U_{h,m}$. Let $f \in W_p^s(E)$, and let $g \in \mathfrak{M}$ be an extension of $f$ with $\omega_{2m}(g(s), h)_L(E) < +\infty$. Applying theorem B and Remark 2.3, we obtain

$$\Phi(f) = \Psi(g) \leq \left( \frac{1}{2m} \sum_{k=0}^{m-1} m_{2k}(\Psi) \frac{\nu_m^k}{h^{2k}} + m_{2m}(\Psi) \frac{\nu_m^m}{4^m h^{2m}} \right) \omega_{2m}(g(s), h)_L(E).$$

By the definition, the moments of the functionals $\Phi$ and $\Psi$ coincide. Passing to the infimum over all extensions of $f$, we get the required claim.

2. Now in Theorem B we put $\mathfrak{M} = \mathcal{L}_{\infty,loc}(\mathbb{R}), P(g) = \|g|_E\|_{\mathcal{L}_{\infty}(E)} (g \in \mathfrak{M}), \mathfrak{N} = \{g \in W_{\infty,loc}^s(\mathbb{R}) : g|_E \in C^s(E) \}, \Psi(g) = \Phi(g|_E) (g \in \mathfrak{M}), A_k = D^{s+2k}, U = U_{h,m}$. Then $m_j(\Psi)_\infty = m_j(\Phi)_C$ for $j = s$ by the definition of the moments, and for $j > s$ by Lemma 2.1 we have

$$m_j(\Psi)_\infty = \sup_{g \in W_{\infty,loc}^s(\mathbb{R})} \frac{\Psi(g)}{P(g(j))} = \sup_{g \in W_{\infty,loc}^s(\mathbb{R})} \frac{\Phi(g|_E)}{\|g(j)|_{L_{\infty}(E)}} = \sup_{f \in W_p^s(\mathbb{R})} \frac{\Phi(f)}{\|f(j)|_{L_{\infty}(E)}} = m_j(\Phi)_C.$$

The remaining part of the proof is carried out in a similar way. \qed

We list the known estimates of functionals by moduli of continuity of order greater than 2 in which the constants were written explicitly. Recall that in the present paper we only consider spaces of functions defined on a segment.

In [21] p. 23, Theorem 2, for $p \in [1, +\infty], h \in (0, \frac{|E|}{r}]$, the following estimate was obtained:

$$\Phi(f) \leq \left( 2^{1/p} m_s(\Phi)_p + \left( r \sum_{k=1}^r \frac{\binom{r}{k}}{k^r} \frac{m_{r+s}(\Phi)_p}{h^r} \right) \omega_r(f(s), h)_L(E) \right) \omega_{2m}(f(s), h)_L(E).$$

A similar estimate where the factor $2^{1/p}$ should be replaced by 1 was obtained for the space $C(E)$. Later this result was included in the book [7], see [7] p. 107, Theorem 2.

In the proof of (2.8), linear combinations of the Steklov–Sendov functions were used. For the further estimates, the techniques of extensions and the Whitney theorem were employed. Citing these results, we leave the extension constants on the right-hand sides.
In the original works these constants were estimated by the Whitney constants in the spirit of Lemma 2.3; for this topic see Remark 2.8.

The next inequality was obtained in [17, p. 9, Theorem 1] for \( h \in (0, \frac{1}{2m}] \):

\[
\Phi(f) \leq \frac{1}{(2m)^2} \left( m_s(\Phi)_C + \left(2m \sum_{k=1}^{m} \frac{m_{2m+2s}(\Phi)_C}{k^{2m}}\right) \lambda_{2m,E}(h)C_{2m}(f^{(s)}), h)_{C(E)} \right).
\]

This result was not published later elsewhere. Its generalization for the spaces \( L_p(E) \) does not meet any difficulties, but at that time no explicit estimates were known for the extension constants for these spaces.

In [20, Theorem 3], the inequality

\[
\Phi(f) \leq \frac{1}{(2m+1)!} \left( \sum_{k=0}^{m} \frac{2m + 1}{2k + 1} \right) M_{2m}^{(2k+1)}(0) \lambda_{2m,E}(h)_pC_{2m}(f^{(s)}, h)_{L_p(E)},
\]

was obtained for \( p \in [1, +\infty) \), where \( M_{2m}(y) = y \prod_{j=1}^{m} (y^2 - j^2) \). A similar estimate was obtained for the space \( C(E) \).

For \( m = 1 \), i.e., for the second modulus of continuity, the constants in Theorem 2.1 and in inequality (2.9) coincide, and for \( s = 0 \) they coincide with the constant in (2.10). Applying Lemma 2.3 and estimates for the Whitney constants, it is easy to show that for even \( r = 2m \) the constant in (2.8) is always greater than that in (2.9). Indeed, the coefficients of each moment in (2.8) are greater. For the remaining estimates it is generally difficult to answer which constant is smaller, because the answers may be different in dependence on the parameters; in particular, the answers may differ for different functionals.

For \( s = 0 \), denote the constants before \( \omega_{2m}(f, h) \) in Theorem 2.1 and in inequalities (2.9) and (2.10) by \( A_{2m}(h) \), \( B_{2m}(h) \), and \( C_{2m}(h) \), respectively. It can be shown that, for \( m \geq 2 \) fixed and \( h \) sufficiently small, the inequality \( C_{2m}(h) < A_{2m}(h) < B_{2m}(h) \) holds true, while for \( h \) sufficiently large the reverse inequality is valid. At the same time, there exist situations where \( A_{2m}(h) \) is the smallest of the three quantities. The calculations are similar to those performed in [22, §4].

To simplify the constants in the inequalities of the form (2.10) up to numerical values, one should know estimates for all the intermediate moments of the functional, while for the type (2.8) and (2.9) — only for the two extreme moments. For this reason, it turns out to be possible to specify inequalities of the type (2.8) and (2.9) for many functionals. On the other hand, in some important cases, taking into account information about a greater set of moments leads to better estimates.

At the end of the section we mention yet another simple method of estimates by moduli of continuity, see [8, Theorem 2.7, p. 60]. Let \( m_0(\Phi)_p < +\infty \). Then \( \Phi \) vanishes on the polynomials of degree at most \( r - 1 \). Therefore, denoting by \( P_{r-1}(f)_{L_p(E)} \) the polynomial of best approximation, we have

\[
\Phi(f) = \Phi \left( f - P_{r-1}(f)_{L_p(E)} \right) \leq m_0(\Phi)_pE_{r-1}(f)_{L_p(E)}.
\]

Then we may apply the Jackson-type inequality (see Subsection 3.1), where \( E_{r-1}(f)_{L_p(E)} \) is estimated by \( \omega_r(f, h)_{L_p(E)} \). For \( h = \frac{1}{E_r} \) it coincides with the Whitney inequality.

This method utilizes only poor information on a functional and, as a rule, leads to greatly overstated constants. However, if the nature of a functional allows us to divide a segment \( E \) into parts and apply the above considerations to these parts, then the estimates obtained may be quite satisfactory. For example, the error terms of composite quadrature formulas have such a structure. They were estimated in this way in [8].
§3. Jackson type inequalities for approximation by algebraic polynomials and splines

In this section, we denote by $K_r$ the Favard constants:

$$K_r = \frac{4}{\pi} \sum_{\nu=0}^{\infty} \frac{(-1)^\nu(r+1)}{(2\nu+1)^{r+1}}.$$ 

3.1. Jackson type inequalities for approximation by algebraic polynomials.

In this subsection, Theorem 2.1 is applied to the best approximation functional $\Phi = E_{n-1}(\cdot)_{L_\infty(E)}$, $n \in \mathbb{N}$. For uniformity, it is convenient to denote the norm of a continuous function $f$ by $\|f\|_{L_\infty(E)}$ if we do not want to emphasize that we consider the space $C(E)$.

The following Sinwel inequality is known [23] (see also [24, Chapter 3, §2, pp. 108–115]). Suppose $n \in \mathbb{N}$, $r \in \mathbb{Z}_+$, $n \geq r$, $f \in W^{(r)}(E)$. Then

$$E_{n-1}(f)_{L_\infty(E)} \leq K_r \frac{(n-r)!}{n!} \left( \frac{|E|}{2} \right)^r \|f^{(r)}\|_{L_\infty(E)}.$$ 

For $r = 2$, $n \geq 2$ and for $r = n$ the following stronger inequalities are known:

$$E_{n-1}(f)_{L_\infty(E)} \leq \frac{K_2}{n^2} \left( \frac{|E|}{2} \right)^2 \|f''\|_{L_\infty(E)},$$

$$E_{n-1}(f)_{L_\infty(E)} \leq \frac{1}{2^{n-1}n!} \left( \frac{|E|}{2} \right)^n \|f^{(n)}\|_{L_\infty(E)}.$$ 

Inequality (3.2) is contained in [24, p. 107], and (3.3) in [25, p. 163]. In those sources, the inequalities are formulated for functions of class $C^{(r)}$, but Lemma 2.1 shows that they are valid for functions of class $W^{(r)}$. Inequality (3.3) is sharp for every $n$, and (3.1) is sharp for fixed $r$ and all $n$ in the aggregate, i.e., the constant $K_r$ in it cannot be replaced by a smaller constant independent of $n$.

**Theorem 3.1.** Let $n, m \in \mathbb{N}$, $\gamma > 0$.

1. If $s \in \mathbb{Z}_+$ and $n \geq s + 2m$, then for every $f \in W^{(s)}(E)$ we have

$$E_{n-1}(f)_{L_\infty(E)} \leq \left( \frac{|E|}{n} \right)^s \left( \frac{1}{2m} \right)^{m-1} \frac{K_{s+2k} (n-s-2k)! n^{s+2k} \nu_m^k}{2^{s+2k} \gamma^{2k} n!} \lambda_{2m} \left( \frac{\gamma}{n} \right)^C \omega_{2m} \left( f^{(s)} , \gamma |E| \right)_{L_\infty(E)}.$$ 

2. If $n \geq 2 + 2m$, then for every $f \in W^{(2)}(E)$ we have

$$E_{n-1}(f)_{L_\infty(E)} \leq \left( \frac{|E|}{n} \right)^2 \left( \frac{1}{2m} \right) \frac{K_{2}^{2}}{4} \frac{K_{2}^{2} + \sum_{k=1}^{m-1} K_{2k+2} (n-2-2k)! n^{2k} \nu_m^k}{\gamma^{2k} n!} \lambda_{2m} \left( \frac{\gamma}{n} \right)^C \omega_{2m} \left( f'' , \gamma |E| \right)_{L_\infty(E)}.$$ 

3. If $m \geq 2$ and $n \geq 2m$, then for every $f \in L_\infty(E)$ we have

$$E_{n-1}(f)_{L_\infty(E)} \leq \left( \frac{1}{2m} \right) \frac{1 + \nu_m^k K_{2}^{2}}{\gamma^2} + \frac{\sum_{k=2}^{m-1} K_{2k} (n-2k)! n^{2k} \nu_m^k}{\gamma^{2k} n!} \lambda_{2m} \left( \frac{\gamma}{n} \right)^C \omega_{2m} \left( f , \gamma |E| \right)_{L_\infty(E)}.$$ 


Proof. By Lemmas 2.1 and 2.2 and Remark 2.1, it suffices to prove the above inequalities for \( f \in C^{(s)}(E) \). We prove the first assertion. Applying Theorem 2.1 to the functional \( E_{n-1}(\cdot)_{C(E)} \) and using estimates (3.1), we get

\[
E_{n-1}(f)_{C(E)} \leq \left( \frac{1}{(2m)^n} \sum_{k=0}^{m-1} K_{s+2k} \frac{(n-s-2k)!}{n!} \left( \frac{|E|}{2} \right)^{s+2k} \frac{\nu_m^k}{h^{2k}} \right)
+ \frac{K_{s+2m}(n-s-2m)!}{n!} \left( \frac{|E|}{2} \right)^{s+2m} \frac{\nu_m^m}{4m^2 h^{2m}} \lambda_{2m,E} h \omega_{2m}(f(s), h)_{C(E)}.
\]

It remains to take \( h = \frac{|E|}{n} \) and to perform simplifications.

To prove the second and third assertions, one should use estimate (3.2). □

Remark 3.1. A direct way to prove Theorem 3.1 is to apply Theorem 2.1 to the functional \( E_{n-1}(\cdot)_{L_{\infty}(E)} \) and a function \( f \in W_{\infty}^{(s)}(E) \). This leads to an estimate that involves the extension constant \( \lambda_{2m,E} h_{\infty} \). Since we do not know whether it coincides with \( \lambda_{2m,E} h_{C} \), first we proved the inequality for functions in \( C^{(s)}(E) \), and then used Lemmas 2.1 and 2.2 and Remark 2.1.

This remark also concerns Theorem 3.2 about approximation by splines.

For each \( q \in \mathbb{N} \) the sequence \( \left\{ \frac{(n-q)! n^s}{n!} \right\}_{n=q}^{\infty} \) is monotone decreasing. Applying, moreover, estimate (2.6), from Theorem 3.1 we shall deduce inequalities of the type

\[
E_{n-1}(f)_{L_{\infty}(E)} \leq \left( \frac{|E|}{n} \right)^s A_{m,s}(\gamma) \omega_{2m}(f(s), \gamma |E|)_{L_{\infty}(E)},
\]

where the quantity \( A_{m,s}(\gamma) \) depends only on the written parameters.

Corollary 3.1. Suppose \( n, m \in \mathbb{N}, \gamma > 0 \).

1. If \( s \in \mathbb{Z}_+ \) and \( n \geq s + 2m \), then for every \( f \in W_{\infty}^{(s)}(E) \) we have

\[
E_{n-1}(f)_{L_{\infty}(E)} \leq \left( \frac{|E|}{n} \right)^s \left( \frac{1}{(2m)^n} \sum_{k=0}^{m-1} K_{s+2k}(2m-2k)! (s+2m)^{s+2k} \frac{\nu_m^k}{\gamma^{2k}} \right)
+ \frac{K_{s+2m}(s+2m)^{s+2m} \nu_m^m}{4m^2 \gamma^{2m}} (2^{2m} - 1) W_{2m,\infty} \omega_{2m}(f(s), \gamma |E|)_{L_{\infty}(E)}.
\]

2. If \( n \geq 2 + 2m \), then for every \( f \in W_{\infty}^{(2)}(E) \) we have

\[
E_{n-1}(f)_{L_{\infty}(E)} \leq \left( \frac{|E|}{n} \right)^2 \left( \frac{1}{(2m)^n} \left( \frac{K_2}{4} + \sum_{k=1}^{m-1} K_{2+k}(2m-2k)! (2+2m)^{2+k} \frac{\nu_m^k}{\gamma^{2k}} \right) \right)
+ \frac{K_{2+2m}(2+2m)^{2+2m} \nu_m^m}{4m^2 \gamma^{2m}} (2^{2m} - 1) W_{2m,\infty} \omega_{2m}(f^\prime, \gamma |E|)_{L_{\infty}(E)}.
\]

3. If \( m \geq 2 \) and \( n \geq 2m \), then for every \( f \in L_{\infty}(E) \) we have

\[
E_{n-1}(f)_{L_{\infty}(E)} \leq \left( \frac{1}{(2m)^n} \right)^2 \left( \frac{1}{\gamma^2} + \sum_{k=2}^{m-1} K_{2k}(2m-2k)! (2m)^{2k} \frac{\nu_m^k}{\gamma^{2k}} \right)
+ \frac{K_{2m}(2m)^{2m} \nu_m^m}{4m^2 \gamma^{2m}} (2^{2m} - 1) W_{2m,\infty} \omega_{2m}(f, \gamma |E|)_{L_{\infty}(E)}.
\]

Remark 3.2. For \( n = s + 2m \), the factor \( K_{s+2m} \) in inequality (3.4) and its special cases can be replaced by \( \frac{1}{2^{s+1}} \). This refinement is ensured by inequality (3.3).
Remark 3.3. We write separately the improvement of Corollary 3.1 in the special case where \( s = 0, m = 1, n - 1 \in \mathbb{N} \), which is not contained in the general formulas:

\[
E_{n-1}(f)_{L_\infty(E)} \leq \left( \frac{3}{4} + \frac{3}{8} \gamma^2 \right) \omega_2 \left( f, \frac{\gamma|E|}{n} \right)_{L_\infty(E)}, \quad f \in \mathbb{R}L_\infty(E).
\]

To proof this, we should take into account that \( K_2 = \frac{3}{8}, \nu_1 = 4, \mathbb{R}^\lambda_2(h)_C = \frac{3}{2} \).

For \( n = 2 \), inequality (3.3) takes the form

\[
E_1(f)_{L_\infty(E)} \leq \frac{1}{4} \| f'' \|_{L_\infty(E)}.
\]

So, the constant \( \frac{\pi^2}{8} \) can be lowered to 1:

\[
E_1(f)_{L_\infty(E)} \leq \left( \frac{3}{4} + \frac{3}{8} \gamma^2 \right) \omega_2 \left( f, \frac{\gamma|E|}{n} \right)_{L_\infty(E)}, \quad f \in \mathbb{R}L_\infty(E).
\]

Remark 3.4. Since \( \lim_{n \to \infty} \frac{(n - q)! n^q}{n!} = 1 \), for large \( n \) the constants in Corollary 3.1 may turn out to be greatly overstated in comparison with Theorem 3.1.

Remark 3.5. By applying the known inequalities

\[
E_{n-1}(f)_{L_p(E)} \leq \left( \frac{3\pi}{r!} \right)^r \left( \frac{|E|}{2} \right)^r \| f^{(r)} \|_{L_p(E)}, \quad p \in [1, +\infty)
\]

(see [21] p. 30, Corollary 3′), a certain analog of Theorem 3.1 can be obtained for the spaces \( L_p(E) \). Since the constants in (3.5) are probably far from the best, we do not formulate this analog explicitly.

In [20] Theorem 4], Jackson type inequalities were deduced from (2.10). The comparison of constants was discussed at the end of §2.

3.2. Jackson type inequalities for approximation by splines. We use the following notation: \( S_{N,\mu} \) is the space of splines of order \( \mu \) and defect 1 on a segment \( E = [a, b] \) with the knots \( a + \frac{k(b-a)}{N} \) (\( k \in [0 : N] \)), \( E_{N,\mu} \) is the best approximation by the space \( S_{N,\mu} \),

\[
\varphi_r(t) = \frac{4}{\pi^{r+1}} \sum_{\nu=0}^{\infty} \sin((2\nu + 1)\pi t - r \pi/2) \frac{(2\nu+1)^{r+1}}{(2\nu+1)^{r+1}}, \quad r \in \mathbb{Z}_+,
\]

is the Euler perfect spline, \( \varphi_{r, E}(x) = \varphi_r \left( \frac{x}{|E|} \right) \). Clearly,

\[
\| \varphi_r \|_{L_\infty[0,1]} = \frac{K_r}{\pi^r}, \quad \| \varphi_{r, E} \|_{L_p(E)} = |E|^{1/p} \| \varphi_r \|_{L_p[0,1]}.
\]

The following estimates are known for best approximations of functions defined on a segment by splines of minimal defect [9] Theorem 4.1.17, p. 150]. In [9], these estimates are formulated for the segment [0, 1], the case of an arbitrary segment in easily obtained by a linear change of the variable. If \( r, \mu \in \mathbb{Z}_+ \), \( \mu \geq r - 1 \), then

\[
E_{N,\mu}(f)_{L_\infty(E)} \leq \frac{K_r |E|^r}{(\pi N)^r} \| f^{(r)} \|_{L_\infty(E)}, \quad f \in W_\infty^{(r)}(E).
\]

If \( r, \mu \in \mathbb{Z}_+ \), \( \mu \geq r - 1 \), and \( p \in [1, +\infty] \), then

\[
E_{N,\mu}(f)_{L_p(E)} \leq \frac{|E|^r}{N^r} \| \varphi_{r, E} \|_{L_p(E)} \| f^{(r)} \|_{L_p(E)}, \quad f \in W_p^{(r)}(E).
\]

We mention that, by (3.6), for \( p = 1 \), the constant in (3.8) coincides with that in (3.7).
Theorem 3.2. Suppose \( s \in \mathbb{Z}_+ \), \( N, \mu, m \in \mathbb{N} \), \( \mu \geq s + 2m \), and \( \gamma > 0 \).

1. For every \( f \in W_\infty^{(s)} (E) \) we have

\[
E_{N, \mu}(f)_{L_\infty(E)} \leq \left( \frac{|E|}{N} \right)^s \left( \frac{1}{(2m)^{m-1}} \sum_{k=0}^{m-1} \frac{K_{s+2k} \nu_k^m}{\pi^{s+2k} \gamma^{2k}} + \frac{K_{s+2m} \nu_m^m}{\pi^{s+2m} 4^m m^{2m}} \right) \lambda_{2m} \left( \frac{\gamma}{N} \right)_C \omega_{2m} \left( \frac{f(s)}{N} \right)_{L_\infty(E)}.
\]

2. If \( p \in [1, +\infty) \), then for every \( f \in W_p^{(s)} (E) \) we have

\[
E_{N, \mu}(f)_{L_p(E)} \leq \left( \frac{|E|}{N} \right)^s \left( \frac{1}{(2m)^{m-1}} \sum_{k=0}^{m-1} \frac{\| \varphi_{s+2k, E} \|_{L_p(E)} \nu_k^m}{\gamma^{2k}} + \frac{\| \varphi_{s+2m, E} \|_{L_p(E)} \nu_m^m}{\gamma^{2m} 4^m m^{2m}} \right) \lambda_{2m} \left( \frac{\gamma}{N} \right)_P \omega_{2m} \left( \frac{f(s)}{N} \right)_{L_p(E)}.
\]

For \( p = +\infty \) the quantity \( \lambda_{2m} (\cdot)_{\infty} \) can be replaced by \( \lambda_{2m} (\cdot)_C \).

Proof. By Lemmas 2.1 and 2.2 and Remark 2.1, it suffices to prove the claims stated for \( f \in W_\infty^{(s)} (E) \) only for \( f \in C^{(s)} (E) \). Applying Theorem 2.1 to the functionals \( E_{N, \mu} (\cdot)_C(E) \) and \( E_{N, \mu} (\cdot)_{L_1(E)} \), and using estimates (3.7) and (3.8), respectively, we get

\[
E_{N, \mu}(f)_{C(E)} \leq \left( \frac{1}{(2m)^{m-1}} \sum_{k=0}^{m-1} \frac{K_{s+2k} |E|^{s+2k} \nu_k^m}{(\pi N)^{s+2k} h^{2k}} + \frac{K_{s+2m} |E|^{s+2m} \nu_m^m}{(\pi N)^{s+2m} 4^m h^{2m}} \right) \lambda_{2m, E}(h)_C \omega_{2m} \left( \frac{f(s)}{N} \right)_{C(E)};
\]

\[
E_{N, \mu}(f)_{L_1(E)} \leq \left( \frac{1}{(2m)^{m-1}} \sum_{k=0}^{m-1} \frac{|E|^{s+2k} \| \varphi_{s+2k, E} \|_{L_1(E)} \nu_k^m}{N^{s+2k} h^{2k}} + \frac{|E|^{s+2m} \| \varphi_{s+2m, E} \|_{L_1(E)} \nu_m^m}{N^{s+2m} 4^m h^{2m}} \right) \lambda_{2m, E}(h)_P \omega_{2m} \left( \frac{f(s)}{N} \right)_{L_p(E)}.
\]

It remains to take \( h = \gamma |E| / N \) and to perform simplifications. \( \square \)

§4. Estimates for Values Related to Interpolation, Numerical Differentiation and Integration

In this section, the remainder terms of different formulas will be written in the integral form. First, we state a general assertion that provides such a possibility.

Lemma 4.1. Let \( r \in \mathbb{N} \); suppose that a vector space \( X \) of functions defined on a segment \( E \) and a linear functional \( Q \) defined on \( X \) satisfy the following conditions.

1) \( W_1^{(r)} (E) \subset X \).

2) For almost every \( t \in E \) the function \( x \mapsto (x - t)^{r-1}_+ \) belongs to \( X \), and the function \( t \mapsto Q((\cdot - t)^{r-1}_+) \) belongs to \( L_\infty(E) \).

3) For each \( g \in L_1(E) \), we have

\[
Q \left( \int_E g(t)(\cdot - t)^{r-1}_+ \, dt \right) = \int_E g(t)Q((\cdot - t)^{r-1}_+) \, dt.
\]

4) If \( f \) is a polynomial of degree at most \( r - 1 \), then \( Q(f) = 0 \).

Then

\[
Q(f) = \frac{1}{(r-1)!} \int_E f^{(r)}(t)Q((\cdot - t)^{r-1}_+) \, dt
\]

for every \( f \in W_1^{(r)} (E) \).
Proof. The proof follows immediately if we write the Taylor formula with the integral remainder term
\[ f(x) = T_{r-1,n}(f,x) + \frac{1}{(r-1)!} \int_E f^{(r)}(t)(x-t)^{r-1}_t \, dt \]
and use the conditions of the lemma. \qed

The functionals to be dealt with in the sequel are linear combinations of the values of a function itself and its derivatives at a point, and also integrals. Obviously, such functionals satisfy the conditions of Lemma 4.1; this fact will not be mentioned specially.

4.1. Estimates of remainder terms for interpolation formulas and for their derivatives. Assume that \( n \in \mathbb{Z}_+, x_0, \ldots, x_n \in E, L \) is the operator that takes a function \( f \) to its interpolational polynomial with the nodes \( x_k \). Some of the \( x_k \) may coincide; in this case the nodes are treated as multiple. For brevity, we call \( L \) an interpolational operator of degree \( n \). Denote by \( \rho \) the maximal multiplicity of the nodes; then \( \rho \leq n + 1 \). By Lemma 4.1, for every \( r \in [\rho : n + 1], x \in E, \) and \( f \in W_1^{(r)}(E) \), we have

\[ f(x) - L(f,x) = \int_E f^{(r)}(t)G_r(x,t) \, dt, \tag{4.1} \]

where
\[ G_r(x,t) = \frac{(x-t)^{r-1}}{(r-1)!} - L\left(\frac{(x-t)^{r-1}}{(r-1)!},x\right). \]
The kernel is well defined for every \( t \) except, possibly, the nodes of interpolation. For uniformity of notation, for \( r = 0 \) we agree to treat the function \( t \mapsto \frac{(x-t)^{r-1}}{(r-1)!} \) as a \( \delta \)-measure, and to treat the norm \( \|G_0(x, \cdot)\|_{L_1(E)} \) as the variation of the signed measure \( G_0(x, \cdot) \), i.e., the norm of the functional \( f \mapsto f(x) - L(f,x) \) defined on \( C(E) \). Clearly, if \( x \) does not coincide with any of the interpolation nodes, then \( \|G_0(x, \cdot)\|_{L_1(E)} = 1 + \|L(\cdot, x)\|_{C^*(E)}. \)

If \( \alpha \in \mathbb{N}, \max\{\alpha + 1, \rho\} \leq r \leq n + 1, \) and \( f \in W_1^{(r)}(E) \), then, differentiating formula (4.1) \( \alpha \) times, we get

\[ f^{(\alpha)}(x) - L^{(\alpha)}(f,x) = \int_E f^{(r)}(t)G_r^{(\alpha,0)}(x,t) \, dt. \tag{4.2} \]

Here \( G_r^{(\alpha,0)} \) means the \( \alpha \)-fold derivative of the function \( G_r \) with respect to the first argument. For \( r = \alpha \), we treat the function \( \Theta_{(\alpha,0)}^{*}(x, \cdot) \) in (4.2) as a signed measure, and \( \|G_r^{(\alpha,0)}(x, \cdot)\|_{L_1(E)} \) as its variation.

Formulas (4.1) and (4.2) imply that if \( \max\{\alpha + 1, \rho\} \leq r \leq n + 1, \) \( p \in [1, +\infty], \) and \( f \in W_p^{(r)}(E) \), then

\[ \left| f^{(\alpha)}(x) - L^{(\alpha)}(f,x) \right| \leq \left\| G_r^{(\alpha,0)}(x, \cdot) \right\|_{L_p^*(E)} \left\| f^{(r)} \right\|_{L_p(E)}. \tag{4.3} \]

Moreover, if \( \max\{\alpha, \rho - 1\} \leq r \leq n + 1, \) \( f \in C^{(r)}(E), \) then

\[ \left| f^{(\alpha)}(x) - L^{(\alpha)}(f,x) \right| \leq \left\| G_r^{(\alpha,0)}(x, \cdot) \right\|_{L_1(E)} \left\| f^{(r)} \right\|_{C^*(E)}. \tag{4.4} \]

Inequalities (4.3) and (4.4) are sharp.

Applying Theorem 2.1 to the functional \( \Phi \) defined by \( \Phi(f) = \left| f^{(\alpha)}(x) - L^{(\alpha)}(f,x) \right|, \)
we arrive at the following result.
Theorem 4.1. Assume that \( s, n, \alpha \in \mathbb{Z}_+, \rho, m \in \mathbb{N}, \) \( L \) is an interpolational operator of degree \( n, \max\{\alpha + 1, \rho\} \leq s \leq n + 1 - 2m, \) \( x \in E, h > 0, \) and \( p \in [1, +\infty]. \) Then for every \( f \in W_p^{(s)}(E) \) we have

\[
|f^{(\alpha)}(x) - L^{(\alpha)}(f, x)| \leq \left( \frac{1}{(2m)^n} \sum_{k=0}^{m-1} \left\| G_{s+2k}(x, \cdot) \right\|_{L_p^\nu(E)} \frac{\nu^k_m}{h^{2k}} + \left\| G_{s+2m}(x, \cdot) \right\|_{L_p^\nu(E)} \frac{\nu^m_m}{4m h^{2m}} \right) \lambda_{2m,E}(h)^p \omega_{2m}(f^{(s)}, h) L_p(E).
\]

If \( p = +\infty \) and \( s = \max\{\alpha, \rho - 1\}, \) then the claim is valid for every \( f \in C^{(s)}(E). \) For \( p = +\infty \) the value \( \lambda_{2m,E}(h)^\infty \) can be replaced by \( \lambda_{2m,E}(h)_C. \)

The possibility to replace \( \lambda_{2m,E}(h)^\infty \) by \( \lambda_{2m,E}(h)_C \) is provided by Lemma 2.1.

We list the estimates of moments that we know. All the nodes in these estimates are assumed to be simple. It is possible to generalize the majority of relations to the case of multiple nodes by passage to the limit, but we shall not perform this. We denote by \( \Omega(x) = \prod_{i=0}^n (x - x_i) \) the nodal polynomial.

The following identity is commonly known:

\[
\left\| G_{n+1}(x, \cdot) \right\|_{L_1(E)} = \frac{\left| \Omega(x) \right|}{(n + 1)!}.
\]

Turetskiï studied the norms of the functional \( L(x, \cdot) \) defined on \( C(E) \) and of the operator \( L \) as an operator from \( C(E) \) to \( C(E). \) We formulate his results for the segment \( E = [-1,1]. \) Suppose \( l \in \{0 : n-1\}, \alpha \in [0,1], x_k = -1 + 2k/n \) for \( k \in \{0 : n\}, \) \( x = -1 + 2(l+\alpha)/n. \) Then \([26, \text{Problem 3.14}]\)

\[
\|L(\cdot, x)\| = \frac{\Gamma(l + 1 + \alpha)\Gamma(n + 1 - l - \alpha)}{\pi} \sum_{k=0}^{n} \frac{1}{k!(n-k)!|l-k+\alpha|}.
\]

The following asymptotic relations (see \([26, \text{Problems 3.24 and 3.30}]\)) are true as \( n \to \infty:\)

\[
\|L\| = \frac{2^{n+1}}{\pi n \ln n} (1 + o(1)),
\]

\[
\|L(\cdot, 1/2)\| = \frac{\ln m}{\pi} (1 + o(1)), \quad n = 2m + 1.
\]

In \([27, \text{formula (3.4)}]\), the intermediate moments were estimated:

\[
\left\| G_r(x, \cdot) \right\|_{L_1(E)} \leq \min_{0 \leq i_{r-1} < \ldots < i_n \leq n} \frac{1}{r!} \sum_{j=r-1}^{n} \prod_{l=1, l \neq j}^{n} \frac{\left| \Omega(x) \right|}{|x_{i_{j}} - x_{i_l}|}.
\]

The book \([28, \S 3.1 \text{and 3.2}]\) contains asymptotics for the quantities \( \left\| G_r(x, \cdot) \right\|_{L_2[-1,1]} \) in the cases of interpolation with respect to the Chebyshev nodes of the first and the second kind.

A. Yu. Shadrin \([29]\) proved that

\[
\max_{x \in E} \left\| G_{n+1}^{(\alpha,0)}(x, \cdot) \right\|_{L_1(E)} = \frac{\left\| \Omega^{(\alpha)} \right\|_{C(E)}}{(n + 1)!}.
\]

for all \( \alpha \in \{0 : n\}. \) For \( \alpha = n, \) this result was established earlier by Howell in \([30]\); another proof can be found in \([31]\).

Along with the estimates (pointwise and in norm) for the deviation \( f - L(f) \) and its derivatives, it is natural to estimate the quantity \( \int_{-\infty}^{f - L(f)} \) and its derivatives. Suppose
that a point \( x \in E \) does not coincide with any of the nodes \( x_k \). Rewriting formula (4.1) divided by the nodal polynomial, for all \( r \in [\rho : n + 1] \) we have

\[
\frac{f(x) - L(f,x)}{\Omega(x)} = \int_E f^{(r)}(t)H_r(x,t) \, dt,
\]

where

\[
H_r(x,t) = \frac{1}{\Omega(x)} \left( \frac{(x-t)^{r-1}}{(r-1)!} - L \left( \frac{(\cdot - t)^{r-1}}{(r-1)!}, x \right) \right).
\]

The derivative of order \( \beta \) of the left-hand side of (4.5) vanishes on the polynomials of degree at most \( \beta + n \). By Lemma 4.1, if \( \beta \in \mathbb{N} \), \( \max\{\beta + 1, \rho\} \leq r \leq \beta + n + 1 \), and \( f \in W_1^{(r)}(E) \), then

\[
\left( \frac{f(x) - L(f,x)}{\Omega(x)} \right)^{(\beta)} = \int_E f^{(r)}(t)H_r^{(\beta,0)}(x,t) \, dt.
\]

As usual, for \( r = \beta \) we treat the kernel as a signed measure.

Formulas (4.5) and (4.6) show that if \( \max\{\beta + 1, \rho\} \leq r \leq n + \beta + 1 \), \( p \in [1, +\infty) \), and \( f \in W_p^{(r)}(E) \), then

\[
\left| \left( \frac{f(x) - L(f,x)}{\Omega(x)} \right)^{(\beta)} \right| \leq \left\| H_r^{(\beta,0)}(x, \cdot) \right\|_{L_p(E)} \left\| f^{(r)} \right\|_{L_p(E)}.
\]

Moreover, if \( \max\{\beta, \rho - 1\} \leq r \leq n + \beta + 1 \), \( f \in C^{(r)}(E) \), then

\[
\left| \left( \frac{f(x) - L(f,x)}{\Omega(x)} \right)^{(\beta)} \right| \leq \left\| H_r^{(\beta,0)}(x, \cdot) \right\|_{L_1(E)} \left\| f^{(r)} \right\|_{C(E)}.
\]

Inequalities (4.7) and (4.8) are sharp.

**Theorem 4.2.** Assume that \( s, n, \beta \in \mathbb{Z}_+, \rho, m \in \mathbb{N}, L \) is an interpolational operator of degree \( n \), \( \max\{\beta + 1, \rho\} \leq s \leq n + \beta + 1 - 2m \), \( x \in E \), \( x \) does not coincide with any of the interpolation nodes, \( h > 0 \), and \( p \in [1, +\infty] \). Then for every \( f \in W_p^{(s)}(E) \) we have

\[
\left| \left( \frac{f(x) - L(f,x)}{\Omega(x)} \right)^{(\beta)} \right| \leq \left( \frac{1}{2m} \right) \sum_{k=0}^{m-1} \left\| H_{s+2k}^{(\beta,0)}(x, \cdot) \right\|_{L_p(E)} \frac{\nu_k}{h^{2k}}
\]

\[
+ \left\| H_{s+2m}^{(\beta,0)}(x, \cdot) \right\|_{L_p(E)} \frac{\nu_m}{4m^2 h^{2m}} \lambda_{2m,E}(h) \omega_{2m}(f^{(s)}, h) L_p(E).
\]

If \( p = +\infty \) and \( s = \max\{\beta, \rho - 1\} \), then the claim is valid for every \( f \in C^{(s)}(E) \). For \( p = +\infty \), we can replace \( \lambda_{2m,E}(h) \) by \( \lambda_{2m,E}(h)_C \).

**Remark 4.1.** If \( x = x_k \), and \( p_k \) is the multiplicity of the node \( x_k \), then the quantity \( \left( \frac{f(x) - L(f,x)}{\Omega(x)} \right)^{(\beta)} \) is well defined for \( f \in C^{(s)}(E) \) when \( \max\{\beta + p_k, \rho - 1\} \leq s \); in this case the identities for the moments remain true. In particular, if \( \beta + \rho \leq s \), then the above quantity is defined for all points \( x \in E \). Thus, the assertions of Theorem 4.2 remain valid for the nodes provided \( \max\{\beta + p_k + 1, \rho\} \leq s \) and \( s = \max\{\beta + p_k, \rho - 1\} \).

An analog of Theorem 4.2 can be stated for estimates of the norms \( \left\| (L - L)_{\Omega}^{(\beta)} \right\| \) in \( C(E) \) and \( L_p(E) \). Since we have no explicit expressions for the moments of these functionals, we shall not formulate this assertion in its general form, but obtain estimates in the case of equidistant nodes.
Lemma 4.2. Assume that $$\beta \in \mathbb{Z}_+, \ n \in \mathbb{N}, \ l \in [0,n], \ \eta = \frac{b-a}{n}, \ L$$ is an interpolational operator of degree $$n$$ with respect to the equidistant nodes $$x_k = a + k\eta \ (k \in [0,n]),$$ $$p \in [1, +\infty],$$ and $$\beta + p > 1.$$ Then for every $$f \in W_p^{(\beta+l+1)}(E)$$ we have

$$\left\| \frac{f - L(f)}{\Omega} \right\|_{L_p(E)}^{(\beta)} \leq \frac{B(l + 1, \beta + \frac{1}{p})}{n!\eta^n l} \omega_n^{-l}(f^{(\beta+l+1)}, \eta)_{L_p(E)}.$$  

Proof. We use the formula (see [32])

$$\frac{f(x) - L(f,x)}{\Omega(x)} = \frac{1}{n!\eta^n} \int_0^1 \Delta_n^\eta(f', au + x(1-u)) \, du.$$  

Differentiating $$\beta$$ times and denoting the derivative of the left-hand side by $$A,$$ we get

$$A(x) = \left( \frac{f(x) - L(f,x)}{\Omega(x)} \right)^{(\beta)} = \frac{1}{n!\eta^n} \int_0^1 \Delta_n^\eta(f^{(\beta+1)}, au + x(1-u))(1-u)^\beta \, du.$$  

Hence,

$$\|A\|_{L_p(E)} \leq \frac{1}{n!\eta^n} \int_0^1 \|\Delta_n^\eta(f^{(\beta+1)}, au + \cdot (1-u))\|_{L_p(E)} (1-u)^\beta \, du.$$  

Since $$au + b(1-u) = b - \eta mu,$$ it is clear that

$$\|\Delta_n^\eta(g, au + \cdot (1-u))\|_{L_p(E)} = \int_a^b \|\Delta_n^\eta(g, au + x(1-u))\|^p \, dx = \frac{1}{1-u} \int_a^b \|\Delta_n^\eta(g, t)\|^p \, dt \leq \frac{1}{1-u} \omega_n^p(g)_{L_p(E)}.$$  

Consequently, for all $$l \in [0,n],$$

$$\|A\|_{L_p(E)} \leq \frac{1}{n!\eta^n} \int_0^1 \omega_n(f^{(\beta+1)}, u\eta)_{L_p(E)} (1-u)^{\beta - \frac{1}{p}} \, du \\
\leq \frac{1}{n!\eta^n} \int_0^1 (\eta)^l \omega_n^{-l}(f^{(\beta+l+1)}, u\eta)_{L_p(E)} (1-u)^{\beta - \frac{1}{p}} \, du \\
\leq \frac{B(l + 1, \beta + \frac{1}{p})}{n!\eta^{n-l}} \omega_n^{-l}(f^{(\beta+l+1)}, \eta)_{L_p(E)}. \quad \square$$

Remark 4.2. If $$p = 1$$ and $$\beta = 0,$$ the inequality of Lemma 4.2 does not make sense.

Remark 4.3. If $$p = \infty,$$ then the constant before the modulus of continuity is equal to $$\frac{B(l + 1, \beta + \frac{1}{p})}{n!\eta^{n-l}}$$.

We deduce two consequences of Lemma 4.2. First, it yields a simple estimate of the moments of the functional $$\|A\|_{L_p(E)}.$$

Corollary 4.1. Under the conditions of Lemma 4.2, we have

$$\left\| \frac{f - L(f)}{\Omega} \right\|_{L_p(E)}^{(\beta)} \leq \frac{B(l + 1, \beta + \frac{1}{p})}{n!\eta^n l} 2^{n-l} \|f^{(\beta+l+1)}\|_{L_p(E)}. $$

Second, the estimate in Lemma 4.2 is given in terms of the modulus of continuity with a fixed step $$\eta.$$ This yields an estimate by the modulus of continuity with an arbitrary step $$h.$$

Corollary 4.2. Under the conditions of Lemma 4.2, let $$h > 0.$$ Then

$$\left\| \frac{f - L(f)}{\Omega} \right\|_{L_p(E)}^{(\beta)} \leq \frac{B(l + 1, \beta + \frac{1}{p})}{n!\eta^n l} h^{-l} \omega_n^{-l}(f^{(\beta+l+1)}, h)_{L_p(E)}.$$
Remark 4.4. Unlike Theorem 2.1, Lemma 4.2 does not allow us to estimate \( \|A\|_{L_p(E)} \) by the modulus of continuity of \( f^{(\beta)} \).

4.2. Estimates for error terms of numerical differentiation formulas. Assume that \( \rho \in \mathbb{N}, \{x_k\}_{k \in \mathbb{Z}} \) is a real sequence, and \( \{A_{kl}\}_{k \in \mathbb{Z}, l \in [0, \rho-1]} \) is a real or complex sequence with

\[
\sum_{k=-\infty}^{\infty} \sum_{l=0}^{\rho-1} |A_{kl}| < +\infty.
\]

Consider a summatory operator \( S \) of the form

\[
S(f, x) = \sum_{k=-\infty}^{\infty} \sum_{l=0}^{\rho-1} A_{kl} f^{(l)}(x + x_k).
\]

For a function \( S(f) \) to be defined on a segment \( F = [c, d] \), we demand the function \( f \) to be defined on a segment \( E \) such that \( c + x_k, d + x_k \in E \) for all \( k \in \mathbb{Z} \).

Also, let \( \alpha, n \in \mathbb{N}, \rho \leq \alpha \leq n \). Assume that the deviation \( f^{(\alpha)} - S(f) \) vanishes on the polynomials of degree at most \( n \). Then the operator \( S \) can be utilized for approximation of the derivative of order \( \alpha \), and the error term admits estimation in terms of the derivative of order \( n + 1 \).

If \( \rho = 1 \), we use the one-fold numeration of coefficients:

\[
S(f, x) = \sum_{k=-\infty}^{\infty} A_k f(x + x_k).
\]

In this case the conditions of vanishing of the deviation \( f^{(\alpha)} - S(f) \) on the polynomials of degree at most \( n \) are written as

\[
\sum_{k=-\infty}^{\infty} A_k x_j^k = 0, \quad j \in [0 : n] \setminus \{\alpha\}; \quad \sum_{k=-\infty}^{\infty} A_k x_k^{\alpha} = \alpha!.
\]

By Lemma 4.1, if \( \alpha + 1 \leq r \leq n + 1 \) and \( f \in W_1^{(r)}(E) \), then

\[
f^{(\alpha)}(x) - S(f, x) = \int_E f^{(r)}(t) M_r(x, t) \, dt,
\]

where

\[
M_r(x, t) = \frac{(x - t)^{r-\alpha-1}}{(r - \alpha - 1)!} - S\left(\frac{(\cdot - t)^{r-1}}{(r - 1)!}, x\right).
\]

As usual, for \( r = \alpha \) we treat the kernel as a signed measure.

The representation (4.10) shows that if \( \alpha + 1 \leq r \leq n + 1, \rho \in [1, +\infty], \) and \( f \in W_\rho^{(r)}(E) \), then

\[
|f^{(\alpha)}(x) - S(f, x)| \leq \|M_r(x, \cdot)\|_{L_\rho(E)} \|f^{(r)}\|_{L_\rho(E)}.
\]

Moreover, if \( \alpha \leq r \leq n + 1 \) and \( f \in C^{(r)}(E) \), then

\[
|f^{(\alpha)}(x) - S(f, x)| \leq \|M_r(x, \cdot)\|_{L_1(E)} \|f^{(r)}\|_{C(E)}.
\]

Inequalities (4.11) and (4.12) are sharp.

Applying Theorem 2.1 to the functional \( \Phi \) defined by \( \Phi(f) = |f^{(\alpha)}(x) - S(f, x)| \), we arrive at the following result.
Theorem 4.3. Assume that \( s, p, \alpha, n, m \in \mathbb{N}, p \leq \alpha \leq n \), \( S \) is an operator of the form (4.9) that vanishes on the polynomials of degree at most \( n \), \( F = [c, d], c + x_k, d + x_k \in E \) for all \( k \in \mathbb{Z}, \alpha + 1 \leq s \leq n + 1 - 2m, x \in F, h > 0 \), and \( p \in [1, +\infty] \). Then for every \( f \in W_p^{(s)}(E) \) we have

\[
|f^{(\alpha)}(x) - S(f, x)| \leq \left( \frac{1}{2m} \right)^{m-1} \sum_{k=0}^{m-1} \left\| M_{s+2k}(x, \cdot) \right\|_{L_p(E)} \frac{\nu_m}{h^{2k}} + \left\| M_{s+2m}(x, \cdot) \right\|_{L_p(E)} \frac{\nu_m}{h^{2m}} \lambda_{2m,E}(h)p \omega_{2m}(f^{(s)}, h)_{L_p(E)}.
\]

If \( p = +\infty \) and \( s = \alpha \), then the claim is valid for every \( f \in C^{(s)}(E) \). For \( p = +\infty \), we can replace \( \lambda_{2m,E}(h)_{\infty} \) by \( \lambda_{2m,E}(h)_{C} \).

The possibility to replace \( \lambda_{2m,E}(h)_{\infty} \) by \( \lambda_{2m,E}(h)_{C} \) is provided by Lemma 2.1.

A similar assertion can be stated for estimates of the norm \( \| f^{(\alpha)} - S(f) \|_{L_p(F)} \). We give two examples.

Let \( N \in \mathbb{N}, \theta > 0 \). Consider the following expansion of a derivative in terms of differences:

\[
f^{(\alpha)} = \frac{1}{\theta^{\alpha}} \sum_{\nu=0}^{N-1} \beta^{(\nu)}_\alpha \delta^{\alpha+2\nu}_{\theta} (f) + R_N(f).
\]

For the right-hand side to be defined on a segment \( F = [c, d] \), we demand the function \( f \) to be defined on the segment \( E = [c - (\alpha/2 + N - 1)\theta, d + (\alpha/2 + N - 1)\theta] \).

The coefficients \( \beta^{(\nu)}_\alpha \) (which do not depend on \( \theta \)) are defined by

\[
\left( \frac{\ln(z/2 + \sqrt{1 + z^2/4})}{z/2} \right)^r = \sum_{\nu=0}^{\infty} \beta^{(r)}_\nu z^{2\nu}, \quad |z| < 2.
\]

They satisfy the following relations (see, e.g., [33 pp. 186, 61, 194]):

\[
\begin{align*}
\beta^{(0)}_0 &= 1, & \beta^{(1)}_1 &= -\frac{\alpha}{24}, & \beta^{(1)}_\nu &= (-1)^\nu \left( \frac{(2\nu - 1)!!}{2^{2\nu}(2\nu + 1)!} \right), \\
\beta^{(2)}_\nu &= (-1)^\nu \frac{2 (\nu!)^2}{(2\nu + 2)!}, & \beta^{(\alpha+1)}_\nu &= \sum_{\mu=0}^\nu \beta^{(\mu)}_\mu \beta^{(1)}_{\nu-\mu}, & \beta^{(\alpha)}_\nu &= \frac{D^\alpha O^{[\alpha+2\nu]}}{(\alpha + 2\nu)!}.
\end{align*}
\]

In the last identity, \( D^\alpha O^{[\alpha+2\nu]} \) means the derivative of order \( \alpha \) of the central factorial polynomial

\[
x^{[\alpha+2\nu]} = x\left( x + \frac{\alpha + 2\nu}{2} - 1 \right) \cdots \left( x - \frac{\alpha + 2\nu}{2} + 1 \right)
\]

at the zero point.

For even \( \alpha \), formula (4.13) is called the Bessel formula, for odd \( \alpha \) it is called the Stirling formula of numerical differentiation. It is exact on the polynomials of degree at most \( \alpha + 2N - 1 \).

Denote

\[
E_x = [x - (\alpha/2 + N - 1)\theta, x + (\alpha/2 + N - 1)\theta], \quad F_n = [c - n\theta, d + n\theta].
\]

It is known (see [33] and also [35, Chapter III, §1, p. 196]) that for real-valued functions \( f \) the remainder term \( R_N(f) \) can be written in the Lagrange form

\[
R_N(f, x) = \beta^{(\alpha)}_N \theta^{2N} f^{(\alpha+2N)}(\xi), \quad \xi \in E_x.
\]
Hence, we obtain sharp estimates of the last moment:

\[
|R_n(f, x)| \leq |\beta_N^{(\alpha)}| \theta^{2N} \|f^{(\alpha+2N)}\|_{C(E_x)},
\]

\[
\|R_n(f)\|_{C(F)} \leq |\beta_N^{(\alpha)}| \theta^{2N} \|f^{(\alpha+2N)}\|_{C(E)}.
\]

On the other hand, the remaining term can be written in the integral form:

\[
R_N(f, 0) = \int_{E_0} f^{(\alpha+2N)}(t)M(t) \, dt
\]

(we do not reflect notationally the dependence of the function \(M\) on the parameters).

Applying (4.16) to the function \(f(x + \cdot)\), we get

\[
R_N(f, x) = \int_{E_0} f^{(\alpha+2N)}(x + t)M(t) \, dt.
\]

The possibility to write the integral (4.17) in the Lagrange form means that the kernel does not change its sign and

\[
\int_{E_0} |M| = |\beta_N^{(\alpha)}| \theta^{2N}.
\]

Moving the norm under the integral sign, we obtain the inequalities

\[
\|R_N(f)\|_{L^p(F)} \leq |\beta_N^{(\alpha)}| \theta^{2N} \|f^{(\alpha+2N)}\|_{L^p(E)}.
\]

Moreover, estimates (4.14), (4.15), and (4.18) are also true for complex-valued functions, and inequality (4.18) is sharp for \(p = 1\).

Now we prove a lemma that gives estimates of the intermediate moments.

**Lemma 4.3.** Suppose \(\alpha, N \in \mathbb{N}, n \in [0 : N], \theta > 0, p \in [1, +\infty], \) and 

\[
F = [c, d], \quad E = [c - (\frac{\alpha}{2} + N - 1)\theta, d + (\frac{\alpha-1}{2} + N - 1)\theta].
\]

Then for every \(f \in W^{(\alpha+2n)}_p(E)\) we have

\[
\|R_n(f)\|_{L^p(F)} \leq \left( |\beta_n^{(\alpha)}| + \sum_{\nu=n}^{N-1} |\beta_{\nu}^{(\alpha)}| 2^{2\nu-2n} \right) \theta^{2n} \|f^{(\alpha+2n)}\|_{L^p(E)}.
\]

**Proof.** For \(n = N\), inequality (4.19) has already been proved and coincides with (4.18).

For \(n < N\), we represent \(R_n(f)\) in the form

\[
R_N(f) = R_n(f) + \frac{1}{\theta^\alpha} \sum_{\nu=n}^{N-1} \beta_{\nu}^{(\alpha)} \delta_\theta^{\alpha+2\nu}(f).
\]

Using the estimate for the last moment, which has already been established, and the inequalities

\[
\|\delta_\theta^{\alpha+2\nu}(f)\|_{L^p(F)} \leq 2^{2\nu-2n} \|\delta_\theta^{\alpha+2\nu}(f)\|_{L^p(F_n)} \leq 2^{2\nu-2n} \theta^{\alpha+2n} \|f^{(\alpha+2n)}\|_{L^p(E)},
\]

we get the required inequality.

Substituting the estimates for the moments, we arrive at the following theorem.

**Theorem 4.4.** Suppose that \(q \in \mathbb{Z}_+, \alpha, N, m \in \mathbb{N}, \alpha + 2q \leq 2N - 2m, \theta, h > 0, \) and 

\[
F = [c, d], \quad E = [c - (\frac{\alpha}{2} + N - 1)\theta, d + (\frac{\alpha-1}{2} + N - 1)\theta].
\]
Then for every \( f \in W_p^{(\alpha+2q)}(E) \) we have

\[
\left\| f^{(\alpha)} - \frac{1}{\vartheta^\alpha} \sum_{\nu=0}^{N-1} \beta^{(\alpha)}_{\nu} \vartheta^{\alpha+2\nu}(f) \right\|_{L_p(F)} \leq \left( \frac{1}{2m} \sum_{k=0}^{m-1} \left( |\beta^{(\alpha)}_{q+k}| + \sum_{\nu=q+k}^{N-1} |\beta^{(\alpha)}_{\nu}| 2^{2\nu-2q-2k} \right) \nu_m \vartheta^{2k} \right) h^{2k} + \left( |\beta^{(\alpha)}_{q+m}| + \sum_{\nu=q+m}^{N-1} |\beta^{(\alpha)}_{\nu}| 2^{2\nu-2q-2m} \right) \nu_m \vartheta^{2m} h^{2m} \theta^{2q} \lambda_{2m,E}(h) \nu_2m \left( f^{(\alpha+2q)}(h) \right)_{L_p(E)}.
\]

For \( p = +\infty \), we can replace \( \lambda_{2m,E}(h)_{\infty} \) by \( \lambda_{2m,E}(h)_{C} \).

The possibility to replace \( \lambda_{2m,E}(h)_{\infty} \) by \( \lambda_{2m,E}(h)_{C} \) is provided by Lemmas 2.1 and 2.2 and Remark 2.1.

Consider the expansion of a derivative in terms of means of differences:

\[
(4.20) \quad f^{(\alpha)} = \frac{1}{\vartheta^\alpha} \sum_{\nu=0}^{N-1} \varepsilon^{(\alpha)}_\nu \square_\vartheta \vartheta^{\alpha+2\nu}(f) + Q_N(f).
\]

Here \( \square_\vartheta \) is the arithmetic mean operator, i.e.,

\[
\square_\vartheta(g, x) = \frac{g(x + \frac{\vartheta}{2}) + g(x - \frac{\vartheta}{2})}{2}.
\]

For the right-hand side to be defined on a segment \( F = [c, d] \), we demand a function \( f \) to be defined on the segment

\[
E = [c - (\frac{\alpha+1}{2} + N)\theta, d + (\frac{\alpha+1}{2} + N)\theta].
\]

The coefficients \( \varepsilon^{(\alpha)}_\nu \) (which do not depend on \( \theta \)) are defined by

\[
\left( \frac{\ln(z/2 + \sqrt{1 + z^2/4})}{z/2} \right)^\alpha \frac{1}{\sqrt{1 + z^2/4}} = \sum_{\nu=0}^{\infty} \varepsilon^{(\alpha)}_\nu \vartheta^{2\nu}, \quad |z| < 2.
\]

They satisfy the following relations (see [33] pp. 187, 195):

\[
\varepsilon^{(\alpha)}_0 = 1, \quad \varepsilon^{(\alpha)}_1 = -\frac{1}{8} - \frac{\alpha}{24}, \quad \varepsilon^{(1)}_\nu = (\nu!)^2 (2\nu + 1)!,
\]

\[
\varepsilon^{(\alpha+1)}_\nu = \sum_{\mu=0}^{\nu} \varepsilon^{(\alpha)}_\mu \beta^{(1)}_{\nu-\mu}, \quad \varepsilon^{(\nu)}(\alpha) = \frac{D^{\alpha+1} O^{(\alpha+1+2\nu)}(\alpha + 2\nu)!}{(\alpha + 2\nu)! (\alpha + 1)!}.
\]

Inversely to (4.13), for even \( \alpha \) formula (4.20) is called the Stirling formula, and for odd \( \alpha \) it is called the Bessel formula of numerical differentiation. It is exact on the polynomials of degree at most \( \alpha + 2N - 1 \).

For the error term in (4.20), the same moment estimates as for (4.13) hold true, with the replacement of \( \beta^{(\alpha)}_\nu \) by \( \varepsilon^{(\alpha)}_\nu \) and of \( E_x \) by \( [x - (\frac{\alpha+1}{2} + N)\theta, x + (\frac{\alpha+1}{2} + N)\theta] \).

Substituting these moment estimates, we arrive at the following theorem.

**Theorem 4.5.** Suppose that \( q \in \mathbb{Z}_+, \alpha, N, m \in \mathbb{N}, \alpha + 2q \leq 2N - 2m, \theta, h > 0, p \in [1, +\infty], \) and

\[
F = [c, d], \quad E = [c - (\frac{\alpha+1}{2} + N)\theta, d + (\frac{\alpha+1}{2} + N)\theta].
\]
Then for every $f \in W^{(\alpha + 2q)}_p(E)$ we have

$$
\left\| f^{(\alpha)} - \frac{1}{\theta^{\alpha}} \sum_{\nu=0}^{N-1} \varepsilon^{(\alpha)}_\nu \delta_{\theta^{\alpha + 2\nu}}(f) \right\|_{L_p(F)} \\
\leq \left( \frac{1}{2m^2} \sum_{k=0}^{m-1} \left( |\varepsilon^{(\alpha)}_k| + \sum_{\nu=q+k}^{N-1} \left| \varepsilon^{(\alpha)}_\nu \right| 2^{\nu - 2q - 2k} \right) \right) \frac{\rho^{2k}}{h^{2k}} \\
+ \left( \frac{1}{2m^2} \sum_{k=0}^{m-1} \left( |\varepsilon^{(\alpha)}_k| + \sum_{\nu=q+m}^{N-1} \left| \varepsilon^{(\alpha)}_\nu \right| 2^{\nu - 2q - 2m} \right) \right) \frac{\rho^{2m}}{4^m h^{2m}} \theta^{2q} \lambda_{2m,E}^{(h)} p \omega_{2m}^{(f^{(\alpha + 2q)}; h)} L_p(E).
$$

For $p = +\infty$, we can replace $\lambda_{2m,E}^{(h)}$ by $\lambda_{2m,E}^{(h)}(C)$.

The possibility to replace $\lambda_{2m,E}^{(h)}$ by $\lambda_{2m,E}^{(h)}(C)$ is provided by Lemmas 2.1 and 2.2 and Remark 2.1.

4.3. Estimates for error terms of quadrature formulas. Suppose $E = [a, b]$, $\rho \in \mathbb{Z}_+$, $f \in C^p(E)$, $N \in \mathbb{N}$, $p_{kl} \in \mathbb{R}$, $x_k \in E$ ($k \in [0 : N - 1]$, $l \in [0 : \rho]$). Consider a quadrature formula

$$
\int_a^b f = \sum_{k=0}^{N-1} \sum_{l=0}^{\rho} p_{kl} f^{(l)}(x_k) + R(f),
$$

where $R(f)$ is its error term. We do not exclude that some of the coefficients $p_{kl}$ are equal to zero.

By Lemma 4.1, if $d \in \mathbb{Z}_+$, the quadrature formula (4.21) is exact on the polynomials of degree at most $d$, and $\rho \leq d$, then for every $r \in [\rho + 1 : d + 1]$, $p \in [1, +\infty]$, and $f \in W^{(p)}_r(E)$ we have the sharp inequality

$$
|R(f)| \leq \| F_r \|_{L_p(E)} \| f^{(r)} \|_{L_p(E)},
$$

where

$$
F_r(t) = \frac{(b-t)^r}{r!} - \sum_{k=0}^{N-1} \sum_{l=0}^{\rho} p_{kl} \frac{(x_k - t)^{r-1-l}}{(r-1-l)!}.
$$

For $r = \rho$ and $p = +\infty$, a sharp estimate of the type (4.22) is also valid, provided for $n = -1$ we treat the functions $t \mapsto \frac{(x_k - t)^{n}}{n!}$ as $\delta$-measures, and the norm $\| F_\rho \|_{L_1(E)}$ as the variation of the signed measure $F_\rho$. Namely, we have the sharp inequality

$$
|R(f)| \leq \| F_\rho \|_{L_1(E)} \| f^{(\rho)} \|_{C(E)},
$$

where

$$
\| F_\rho \|_{L_1(E)} = \int_a^b \frac{(b-t)^\rho}{\rho!} - \sum_{k=0}^{N-1} \sum_{l=0}^{\rho-1} p_{kl} \frac{(x_k - t)^{\rho-1-l}}{(\rho-1-l)!} \Big| dt + \sum_{k=0}^{N-1} |p_{k\rho}|.
$$

We write separately the formulas in the case where $\rho = 0$, i.e., where the quadrature sum contains no derivatives. Suppose $f \in C(E)$, $N \in \mathbb{N}$, $p_k \in \mathbb{R}$, $x_k \in E$ ($k \in [0 : N - 1]$). Consider a quadrature formula

$$
\int_a^b f = \sum_{k=0}^{N-1} p_k f(x_k) + R(f),
$$

$R(f)$ being its error term.
By Lemma 4.1, if the quadrature formula (4.24) is exact on the polynomials of degree at most \(d \in \mathbb{Z}_+\), then for every \(r \in [1 : d + 1], \ p \in [1, +\infty], \) and \(f \in W_p^{(r)}(E)\) we have the sharp inequality

\[
|R(f)| \leq \|F_r\|_{L_p(E)} \|f^{(r)}\|_{L_p(E)},
\]

where

\[
F_r(t) = \frac{(b - t)^r}{r!} - \sum_{k=0}^{N-1} p_k \frac{(x_k - t)^{r-1}}{(r-1)!}.
\]

If we denote

\[
\|F_0\|_{L_1(E)} = b - a + \sum_{k=0}^{N-1} |p_k|,
\]

then, moreover, we have the following sharp inequality:

\[
|R(f)| \leq \|F_0\|_{L_1(E)} \|f\|_{L_p(E)}.
\]

Applying Theorem 2.1, we immediately get the following result.

**Theorem 4.6.** Assume that \(s, \rho, d \in \mathbb{Z}_+, \ m \in \mathbb{N}, \) formula (4.21) is exact on the polynomials of degree at most \(d, \ \rho + 1 \leq s \leq d + 1 - 2m, \ h > 0, \) and \(p \in [1, +\infty].\) Then for every \(f \in W_p^{(s)}(E)\) we have

\[
|R(f)| \leq \left( \frac{1}{2m} \sum_{k=0}^{m-1} \|F_{s+2k}\|_{L_p(E)} \nu_m^k \right) \lambda_{2m,E}(h) \omega_{2m}(f^{(s)}, h)_{L_p(E)}.
\]

If \(p = +\infty\) and \(s = \rho,\) then the claim is valid for every \(f \in C^{(s)}(E).\) For \(p = +\infty,\) we can replace \(\lambda_{2m,E}(h)_{L_\infty}\) by \(\lambda_{2m,E}(h)_{L_p}\).

The possibility to replace \(\lambda_{2m,E}(h)_{L_\infty}\) by \(\lambda_{2m,E}(h)_{L_p}\) is provided by Lemma 2.1.

In [3], §5, pp. 27–36 we find the history of calculation and the tables of the values of \(\|F_r\|_{L_1(E)}\) for the quadrature formulas of Newton–Cotes, Chebyshev, and Gauss with a small number of nodes.

As an example, we give an estimate for the error term of the Simpson formula for the segment \(E = [0, 1]\) by the fourth modulus of continuity of the integrand. In the Simpson formula we have \(N = 3, \ x_0 = 0, \ x_1 = \frac{1}{2}, \ x_2 = 1, \ p_0 = p_2 = \frac{1}{6}, \) and \(p_1 = \frac{2}{5},\) and the constants \(c_r = \|F_r\|_{L_1[0,1]}\) that we need are as follows: \(c_0 = 2, \ c_2 = \frac{4}{5}\), \(c_4 = \frac{1}{2880}\). For estimation, we must also take into account that, by (2.6) and Remark 2.5, \(\lambda_4(h)_{C} \leq 15W_4,h \leq 15, \) and \(\nu_2 = \frac{46}{7}.\)

**Corollary 4.3.** For every \(f \in C[0,1]\) and \(h > 0\) we have

\[
\left| \int_0^1 f - \left( \frac{1}{6} f(0) + \frac{2}{3} f\left(\frac{1}{2}\right) + \frac{1}{6} f(1) \right) \right| \leq \left( 5 + \frac{40}{243h^2} + \frac{1}{648h^4} \right) \omega_4(f, h)_{C[0,1]}.
\]

In [7], Part II, the quantities \(\|F_r\|_{L_2(E)}\) were calculated by the methods of Sobolev and Zlamal for quadrature formulas of the type (4.24), i.e., those that do not involve derivatives. We give the formula for these norms obtained by the Sobolev method, for
the segment $[0, 1]$ (see [7] Chapter 2, Theorem 6, p. 263)):

$$
\|F_r\|_{L^2[0, 1]}^2 = \frac{(-1)^r}{(2r + 1)!} + \sum_{j=0}^{r-1} \frac{(-1)^j}{(r - j)!(r + j + 1)!} + \sum_{k=0}^{N-1} p_k \left( \frac{2(-1)^{r+1}}{(2r)!} x_k^{2r+1} + \sum_{j=0}^{r-1} \frac{(-1)^{j+1} x_k^{r+j}}{(r - j)!(r + j)!} + \frac{(-1)^r}{(2r - 1)!} \sum_{l=0}^{N-1} p_l |x_k - x_l|^{2r-1} \right).
$$

For specific quadratures, these expressions were simplified and tabulated in [7]. For the formulas of rectangles and trapezoids, and for the Simpson formula, they are also contained in [36, p. 29].

As for estimates for the error terms of quadrature formulas in terms of higher order moduli of continuity, we know the result by G. I. Natanson in [37] for the Newton–Cotes formula with $2m + 1$ nodes. Let $\eta = \frac{b-a}{2m}$, $f \in W^{(2)}(E)$. Then

$$(4.25) \quad |R(f)| \leq C_m(b-a)^3 \int_0^1 (1-u)\omega_m(f'', u\eta)_{L^\infty(E)} du,$$

where the constant

$$
C_m = -\frac{1}{(2m)!4m^3} \int_0^m m \prod_{k=0}^{m} (t^2 - k^2) \, dt
$$

is sharp. As was mentioned in [37], for $f \in C^{(2m+2)}(E)$, inequality (4.25) refines the sharp estimate

$$|R(f)| \leq \frac{C_m(b-a)^{2m+3}}{(2m)^{2m}(2m + 1)(2m + 2)} \|f^{(2m+2)}\|_{C(E)}.$$

An inequality similar to (4.25) is true also for the composite Newton–Cotes formula.

In [8], the error terms of the composite quadrature formulas were estimated via the method described at the end of §2.
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