ON SUBSPACES GENERATED BY INDEPENDENT FUNCTIONS IN SYMMETRIC SPACES WITH THE KRUGLOV PROPERTY
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Abstract. For a broad class of symmetric spaces $X$, it is shown that the subspace generated by independent functions $f_k$ ($k = 1, 2, \ldots$) is complemented in $X$ if and only if so is the subspace generated by their disjoint shifts $\tilde{f}_k(t) = f_k(t - k + 1)\chi_{[k-1,k]}(t)$. Moreover, if $\sum_{k=1}^{\infty} m(\text{supp} f_k) \leq 1$, then $Z^2_X$ can be replaced by $X$ itself in the last statement. This result is new even for $L_p$-spaces. Some consequences are deduced; in particular, it is shown that symmetric spaces enjoy an analog of the well-known Dor–Starbird theorem on the complementability in $L_p[0,1]$ ($1 \leq p < \infty$) of the closed linear span of some independent functions under the assumption that this closed linear span is isomorphic to $\ell_p$.

§1. Introduction

It is well known that properties of independent functions and related probabilistic inequalities are an efficient tool for the study of the geometry of function spaces (see, e.g., the monographs [1, 2, 3] and the references therein). Of particular importance is the question as to whether the subspace generated by some system of independent functions is complemented, i.e., admits a bounded projection onto itself. As was shown in [4] (and independently in [1] Theorem 2.4(ii)) in the simplest and most important case of the Rademacher functions $r_k(t) = \text{sign} \sin 2^k \pi t$ ($k = 1, 2, \ldots$) on the interval $[0,1]$, their closed linear span is complemented in a symmetric space $X$ if and only if $G \subset X \subset G'$, where $G$ is the closure of $L_\infty$ in the Orlicz space $L_{N_2}$ constructed by the function $N_2(u) = e^{u^2} - 1$, and $G'$ is its dual (see the next section for the definitions). In particular, the above inclusion is true for $L_p[0,1]$ if and only if $1 < p < \infty$. Soon after that, this result was generalized by Braverman to sequences of independent identically distributed functions (see [5]) and to sequences of independent uniformly bounded functions (see [6]). We mention also the paper [7] by Dor and Starbird, where it was shown that the closed linear span $[f_n]$ in $L_p[0,1]$ ($1 \leq p < \infty$) with independent $f_k$’s is complemented provided it is isomorphic to $\ell_p$.

The main result of the present paper is Theorem 11 saying that, for a broad class of symmetric (or rearrangement invariant, r.i. for short) spaces that possess the so-called Kruglov property together with their dual, the subspace generated by certain independent functions $f_k$ ($k = 1, 2, \ldots$) is complemented if and only if so is the subspace generated by their disjoint copies (e.g., by the shifts $\tilde{f}_k(t) = f_k(t - k + 1)\chi_{[k-1,k]}(t)$) in the r.i. space
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\[ Z_X^2 \] on the semiaxis \([0, \infty)\) that consists of all functions \(f\) satisfying
\[ \|f\|_{Z_X^2} := \|f^* \chi_{[0,1]}\|_X + \|f^* \chi_{[1,\infty]}\|_{L^2[1,\infty)} < \infty; \]
here \(f^*\) is the left-continuous monotone nonincreasing rearrangement of \(|f|\). Under the condition \(\sum_{k=1}^{\infty} m(\text{supp} f_k) \leq 1\) (\(m\) is the Lebesgue measure), the space \(Z_X^2\) can be replaced by \(X\) itself in the last statement (Corollary 2). It should be noted that these results are new already for \(L_p\)-spaces.

A close relationship between properties of independent functions and of their disjoint copies was recognized fairly long ago, at least as early as in 1970, in the remarkable paper \[ by Rosenthal about isomorphic classification of subspaces of \(L_p\). In 1989, Johnson and Schechtman (see [9]) extended Rosenthal’s inequality to the class of r.i. spaces. They showed that for every r.i. space \(X\) on \([0,1]\) there exists a constant \(\beta > 0\) such that an arbitrary sequence of independent functions \(\{f_k\}_{k=1}^{\infty} \subset X\) with \(\int_0^1 f_k(t) \, dt = 0\) \((k = 1, 2, \ldots)\) satisfies the inequality
\[ \left\| \sum_{k=1}^{n} f_k \right\|_{Z_X^2} \leq \beta \left\| \sum_{k=1}^{n} f_k \right\|_X \quad (n \in \mathbb{N}). \]
Moreover, if \(X \supset L_p\) for some \(p < \infty\), then for some \(\alpha > 0\) depending on \(X\) only we have the opposite inequality
\[ \left\| \sum_{k=1}^{n} f_k \right\|_X \leq \alpha \left\| \sum_{k=1}^{n} f_k \right\|_{Z_X^2} \quad (n \in \mathbb{N}). \]
Later, the author and Sukochev (see [10] Theorem 3.1, and also Theorem 25 in the survey [11]) showed that (3) is fulfilled under a less restrictive (and this time sharp) requirement that \(X\) should possess the so-called Kruglov property. For instance, the exponential Orlicz spaces \(L_{N_\gamma}\) have this property for \(0 < \gamma \leq 1\) (surely, the condition “\(X \supset L_p\) for some \(p < \infty\)” fails for these spaces). Inequalities (2) and (3) will play a crucial role both in the proof of Theorem 1 and in that of Theorem 2, the latter being an analog of the Dor–Starbird theorem mentioned above for the r.i. spaces. Theorem 3 is devoted to the important particular case of the Lorentz spaces \(L_{p,q}\) \((1 < p < \infty, 1 \leq q \leq \infty)\). In the final part of the paper, it is shown that the approach exploited here allows us to considerably simplify the proofs of Braverman’s theorems about the complementability of subspaces generated by sequences of independent functions that are either uniformly bounded or identically distributed, provided that the space in question possesses the Kruglov property. Also in the final section, yet another description of the Hilbert space \(L_2\) in terms of complemented subspaces is presented (Theorem 5).

Partly, the results of the present paper were announced in [12].

\[ \text{§2. Definitions and notation} \]

Let \(J\) be either \([0,1]\) or \((0,\infty)\), and let \(m\) be the Lebesgue measure on \(J\). For a measurable function \(x = x(t)\) on \(J\), we introduce the distribution function in the way usual in Analysis: \(n_x(\tau) := m\{t \in J : |x(t)| > \tau\}\) \((\tau > 0)\). Two functions \(x\) and \(y\) are said to be equimeasurable if \(n_x(\tau) = n_y(\tau)\) \((\tau > 0)\). In particular, for every measurable function \(x\) its absolute value is equimeasurable with its monotone decreasing left-continuous rearrangement
\[ x^*(t) := \inf\{\tau \geq 0 : n_x(\tau) < t\} \quad (t \in J). \]

A Banach space \(X\) of real-valued functions Lebesgue measurable on \(J\) is said to be symmetric or rearrangement invariant (r.i. for short) if 1) \(y \in X\) and \(\|y\|_X \leq \|x\|_X\)
whenever \( x \in X \) and \( |y(t)| \leq |x(t)| \); 2) if \( x \in X \) and \( x \) and \( y \) are equimeasurable, then \( y \in X \) and \( \|y\|_X = \|x\|_X \).

If \( X \) and \( Y \) are Banach spaces, we write \( X \subset Y \) to indicate that \( X \) embeds in \( Y \) linearly and continuously; then there is a constant \( C > 0 \) such that \( \|x\|_Y \leq C\|x\|_X \) for all \( x \in X \). Without loss of generality, we assume throughout that \( \|x_{[0,1]}\|_X = 1 \). Then for every r.i. space \( X \) we have \( L_\infty \subset X \subset L_1 \) and \( \|x\|_X \leq \|x\|_{L_\infty} \) \( (x \in L_\infty) \), \( \|x\|_{L_1} \leq \|x\|_X \) \( (x \in X) \), see [13] Theorem 2.4.1.

If \( X \) is an r.i. space on \( J \), then its dual (or associated) space \( X' \) consists of all \( y \) with

\[
\|y\|_{X'} = \sup \left\{ \int_J x(t)y(t) \, dt : \|x\|_X \leq 1 \right\} < \infty.
\]

The space \( X' \) is also r.i., it embeds continuously in the conjugate space \( X^* \). Next, \( X' = X^* \) if and only if \( X \) is separable. An arbitrary r.i. space \( X \) embeds in its second dual, to be denoted \( X'' \). An r.i. space \( X \) is said to be maximal (or to have the Fatou property) if, whenever \( x_n \in X \) \( (n = 1, 2, \ldots) \), \( \sup_{n=1,2,\ldots} \|x_n\|_X < \infty \), and \( x_n \to x \) a.e., we have \( x \in X \) and \( \|x\|_X \leq \limsup_{n \to \infty} \|x_n\|_X \). If an r.i. space \( X \) has a similar property under the additional a priori assumption that \( x \in X \), then \( X \) is said to have order semicontinuous norm. This is equivalent to the statement that \( X \) embeds in \( X'' \) isometrically, see [14] Theorem 6.1.6. A space \( X \) is maximal if and only if its embedding in \( X'' \) is an isometric surjection, see [14] Theorem 6.1.7. As in [1], we assume throughout that all r.i. spaces are separable or maximal. In particular, the norm of every such space is order semicontinuous.

The most well-known symmetric spaces, namely, \( L_p \), are part of the family of Lorentz spaces \( L_{p,q} = L_{p,q}(J) \) \((1 < p < \infty, 1 \leq q \leq \infty)\) that consist of the functions \( x \) measurable on \( J \) and such that the following quantity is finite:

\[
\|x\|_{p,q} = \left\{ \frac{2^q}{p} \int_J (t^{1/p}x^*(t))^{q/p} \, dt \right\}^{1/q}, \quad 1 \leq q < \infty, \quad \text{ess sup}_{t \in J} (t^{1/p}x^*(t)), \quad q = \infty.
\]

Though the functional \( \| \cdot \|_{p,q} \) is not subadditive, it is equivalent to the norm \( \|x\|_{p,q} = \|x^{**}\|_{p,q} \), where \( x^{**}(t) = \frac{1}{t} \int_0^t x^*(s) \, ds \). It can easily be checked (see [13] Lemma 2.6.5) that \( L_{p,q_1} \subset L_{p,q_2} \) \((1 \leq q_1 \leq q_2 \leq \infty)\) and \( L_{p,p} = L_p \).

The Orlicz spaces are an example of another natural generalization of \( L_p \)-spaces. Let \( M(u) \) be an Orlicz function, i.e., a monotone increasing convex function on \([0, \infty)\) with \( M(0) = 0 \). The Orlicz space \( L_M = L_M(J) \) consists of all functions \( x \) measurable on \( J \) with \( \int_J M(|x(t)|/\lambda) \, dt \leq 1 \) for some \( \lambda > 0 \). The norm in it is defined to be the infimum of all \( \lambda \) for which the last inequality holds true. Finally, if \( \psi \) is a nonnegative concave function on \( J \), then the Lorentz space \( \Lambda_\psi = \Lambda_\psi(J) \) consists of all functions \( x \) measurable on \( J \) and such that

\[
\|x\|_{\Lambda_\psi} := \int_J x^*(t) \, d\psi(t) < \infty.
\]

An important characteristic of an r.i. space \( X \) is its fundamental function \( \varphi_X(s) := \|\chi_{(0,s)}\|_X \) \((s \in J)\). In particular, \( \varphi_{L_p,q}(s) = s^{1/p} \), \( \varphi_{\Lambda_\psi}(s) = \psi(s) \). The fundamental function of an arbitrary symmetric space is equivalent to its smallest concave majorant \( \tilde{\varphi}_X(t) \) (see [13] Theorem 2.1.1), more precisely, \( \frac{1}{2} \tilde{\varphi}_X(t) \leq \varphi_X(t) \leq \tilde{\varphi}_X(t) \) \((t \in J)\).

In every r.i. space \( X \), the dilation operator

\[
\sigma_\tau x(t) := x(t/\tau) \cdot \chi_{[0,1]}(t/\tau) \quad \text{if} \quad J = [0,1],
\]

and

\[
\sigma_\tau x(t) := x(t/\tau) \quad \text{if} \quad J = [0, \infty) \quad (\tau > 0)
\]
acts continuously; moreover, \( \| \sigma_\tau \|_{X \to X} \leq \max(1, \tau) \) see [13] Theorem 2.4.5. This operator is used to introduce the upper and lower Boyd indices:

\[ \alpha_X = \lim_{\tau \to 0+} \frac{\ln \| \sigma_\tau \|_{X \to X}}{\ln \tau} \quad \text{and} \quad \beta_X = \lim_{\tau \to +\infty} \frac{\ln \| \sigma_\tau \|_{X \to X}}{\ln \tau}. \]

We always have \( 0 \leq \alpha_X \leq \beta_X \leq 1 \), see [13] §2.1, p. 138. In particular, \( \alpha_{L_{p,q}} = \beta_{L_{p,q}} = 1/p \). A symmetric space \( X \) is said to satisfy the lower \( p \)-estimate (respectively, the upper \( p \)-estimate), where \( 1 \leq p \leq \infty \), if there exists a constant \( C_X > 0 \) such that for every mutually disjoint functions \( x_1, \ldots, x_n \) in \( X \) we have

\[
\left( \sum_{k=1}^{n} \| x_k \|^p \right)^{1/p} \leq C_X \left( \sum_{k=1}^{n} x_k \right) \quad \text{(respectively,} \quad \left( \sum_{k=1}^{n} x_k \right) \leq C_X \left( \sum_{k=1}^{n} \| x_k \|^p \right)^{1/p} \text{)}
\]

(for \( p = \infty \), \( \left( \sum_{k=1}^{n} \| x_k \|^p \right)^{1/p} \) is replaced by \( \max_{k=1, \ldots, n} \| x_k \| \)).

The space \( Z^p_X \) defined by (1) \((X \text{ being an r.i. space on } [0,1])\) was first introduced in [2]. It can easily be shown that the quasinorm on \( X \) is equivalent to a certain norm, so that \( Z^p_X \) is an r.i. space on \([0,\infty)\); see [1] §4.1, p. 27. If \( \{ f_k \} \) is a sequence of functions on \([0,1] \), we denote by \( \{ \hat{f}_k \} \) a sequence of pairwise disjoint copies on \([0,\infty)\) \( (a \text{ copy is an equimeasurable function}), \text{ for example} \)

\[ \hat{f}_k(t) = f_k(t-k+1)\chi_{[k-1,k)}(t). \]

See the monographs [13, 11, 15] for more details on r.i. spaces.

Let \( f \) be a measurable function (random variable) on \([0,1] \). We denote by \( \pi(f) \) the function (random variable) \( \sum_{i=1}^{N} f_i \), where the \( f_i \) are mutually independent copies of \( f \), and \( N \) is a random variable that has Poisson distribution with parameter 1 and is independent of the sequence \( \{ f_i \} \). The following property was introduced and studied by Braverman [5]; he used certain probabilistic constructions by Kruglov, see [16].

**Definition 1.** An r.i. space \( X \) on \([0,1] \) has the Kruglov property \((X \in \mathbb{K}) \) if \( \pi(f) \in X \) whenever \( f \in X \).

Roughly speaking, \( X \in \mathbb{K} \) if \( X \) is “rather far away” from \( L_\infty \). In particular, this is so if \( X \supset L_p \) for some \( p < \infty \) and, moreover, if \( \alpha_X > 0 \), see [5] Theorems 1.2 and 1.3, p. 16. For example, \( L_{p,q} \in \mathbb{K} \) for all \( 1 < p < \infty \), \( 1 \leq q \leq \infty \). Next, if \( L_{\infty,\gamma} \) is the exponential Orlicz space constructed by the function \( N_\gamma(u) = e^{u^\gamma} - 1 \), then \( L_{\infty,\gamma} \in \mathbb{K} \) if only if \( 0 < \gamma \leq 1 \), see [5] p. 42. Consult the monograph [5] and the survey [11] for more information on the Kruglov property and its applications.

In what follows, \( \text{supp} \ f \) stands for the measurable support of \( f \). If \( f, g \) are two nonnegative functions (in particular, two quasinorms) defined on a set \( T \), we write \( f \asymp g \) \((t \in T)\) to signalize that \( C^{-1} f(t) \leq g(t) \leq C f(t) \) with some constant \( C \) independent of \( t \).

\section*{3. Auxiliary results}

The proofs of the first two lemmas are standard and, therefore, will be omitted.

**Lemma 1** (see [7] Fact 2.2). Let \( X \) be a Banach space and \( Y, E \) its subspaces, where \( E \) is finite-dimensional. Then \( Y \) is complemented in \( X \) if and only if \( Y + E \) is complemented in \( X \).

**Lemma 2.** If \( X \) is a separable (maximal) r.i. space on \([0,1] \), then \( Z^1_X \) is a separable (respectively, maximal) r.i. space on \([0,\infty) \). Moreover, \((Z^1_X)' = Z^1_X \).

**Lemma 3.** Suppose that an r.i. space \( X \) on \([0,1] \) satisfies the lower \( p \)-estimate, \( p > 2 \). Then there is a constant \( B > 0 \) such that

\[
\left( \sum_{k=1}^{\infty} \| x_k \|^p_{X} \right)^{1/p} \leq B \left\| \sum_{k=1}^{\infty} x_k \right\|_{Z^2_X}.
\]
for every sequence \( \{x_k\} \subset Z_X^n \) with \( \text{supp} \ x_k \subset [k-1, k] \) \( (k = 1, 2, \ldots) \).

**Proof.** First, if an r.i. space \( X \) satisfies the lower \( p \)-estimate, then \( L_{p,1}[0,1] \subset X \). Indeed, for every \( t \in (0,1) \) there exists \( n \in \mathbb{N} \) with \( 1/2 < nt \leq 1 \). Since \( \chi_{(0,tn)} = \sum_{k=1}^n \chi_{(t(k-1),tk)} \), our assumptions imply the following relation for the fundamental function \( \varphi_X \) of \( X \):

\[
\varphi_X(tn) = \|\chi_{(0,tn)}\|_X \geq C_X^{-1} \left( \sum_{k=1}^n \|\chi_{(t(k-1),tk)}\|^p \right)^{1/p} = C_X^{-1} \varphi_X(t)n^{1/p}.
\]

By the choice of \( n \), we obtain

\[
\varphi_X(t) \leq C_X \varphi(nt)n^{-1/p} \leq C_X \varphi(1)2^{1/p} t^{1/p} = C_1 t^{1/p},
\]

Since \( L_{p,1} = \Lambda_{1/p} \) isometrically, from [13 Theorem 2.5.5] it follows that

\[
(5) \quad L_{p,1}[0,1] \subset \Lambda_{\varphi_X}[0,1] \subset X \quad \text{and} \quad \|x\|_X \leq C_1 \|x\|_{L_{p,1}[0,1]} \quad (x \in L_{p,1}[0,1])
\]

(\( \varphi_X \) is the smallest concave majorant for \( \varphi_X \)).

Denoting by \( Z_X^{p,1} \) the symmetric space of functions \( f : [0, \infty) \to \mathbb{R} \) such that

\[
\|f\|_{Z_X^{p,1}} = \|f^* \chi_{[0,1]}\|_X + \|f^* \chi_{[1,\infty)}\|_{L_{p,1}[0,\infty)} < \infty,
\]

we show that

\[
(6) \quad \left( \sum_{k=1}^\infty \|x_k^*\|^p_X \right)^{1/p} \leq C \left( \sum_{k=1}^\infty \|x_k\|_{Z_X^{p,1}} \right)
\]

for every sequence \( \{x_k\} \subset Z_X^{p,1} \), \( \text{supp} \ x_k \subset [k-1, k] \) \( (k = 1, 2, \ldots) \), with \( C \) independent of the sequence. By the definition of \( \| \cdot \|_{Z_X^{p,1}} \), we have

\[
\left\| \sum_{k=1}^\infty x_k \right\|_{Z_X^{p,1}} = \left( \sum_{k=1}^\infty u_k \right)^* + \sum_{k=1}^\infty v_k \right\|_{L_{p,1}[0,\infty)},
\]

where \( x_k = u_k + v_k, m(\text{supp} \sum_{k=1}^\infty u_k) \leq 1, \text{supp} \ u_k \subset [k-1, k], \text{supp} \ v_k \subset [k-1, k] \), and \( u_k \) and \( v_k \) are disjoint for every \( k = 1, 2, \ldots \). Moreover, since both \( X \) and \( L_{p,1}(0, \infty) \) admit the lower \( p \)-estimate (see, e.g., [17] or [18]) and \( m(\text{supp} \ v_k) \leq 1 \), we obtain

\[
\left\| \left( \sum_{k=1}^\infty u_k \right)^* \right\|_X \geq C_X^{-1} \left( \sum_{k=1}^\infty \|u_k^*\|^p_X \right)^{1/p}
\]

and

\[
\left\| \sum_{k=1}^\infty v_k \right\|_{L_{p,1}[0,\infty)} \geq C_{p,1}^{-1} \left( \sum_{k=1}^\infty \|v_k^*\|^p_{L_{p,1}[0,1]} \right)^{1/p}.
\]

Consequently, by (5), we arrive at

\[
\left\| \sum_{k=1}^\infty x_k \right\|_{Z_X^{p,1}} \geq \min(C_X^{-1}, C_{p,1}^{-1}) \left( \sum_{k=1}^\infty \left( \|u_k^*\|_X + \|v_k^*\|_{L_{p,1}[0,1]} \right)^p \right)^{1/p}
\]

\[
\geq C_1^{-1} \min(C_X^{-1}, C_{p,1}^{-1}) \left( \sum_{k=1}^\infty \left( \|u_k^*\|_X + \|v_k^*\|_X \right)^p \right)^{1/p}
\]

\[
\geq C^{-1} \left( \sum_{k=1}^\infty \|x_k^*\|^p_X \right)^{1/p},
\]

and (6) is proved.
Next, since $p > 2$ and $\|\chi_{[0,1]}\|_X = 1$, we see that
\[
\|f^*\chi_{[1,\infty]}\|_{L_p,1(0,\infty)} := \frac{1}{p} \int_0^\infty f^*(t+1)t^{1/p-1} dt
\leq \frac{1}{p} \left( f^*(1)p + \left( \int_1^\infty f^*(t)^2 dt \right)^{1/2} \left( \int_1^\infty t^{2/p-2} dt \right)^{1/2} \right)
\leq \|f^*\chi_{[0,1]}\|_X + (p(p-2))^{-1/2}\|f^*\chi_{[1,\infty]}\|_{L_2(1,\infty)}.
\]
By the definition of the norms in $\mathcal{Z}_X^p$ and $\mathcal{Z}_X^q$, it follows that $\|f\|_{\mathcal{Z}_X^p} \leq A\|f\|_{\mathcal{Z}_X^q}$ ($f \in \mathcal{Z}_X^q$) with some constant $A = A(p) > 0$. Together with (6), this implies (4), and the lemma is proved.

The proof of the next statement is much the same, so we omit it.

**Lemma 4.** Suppose that an r.i. space $X$ admits the lower 2-estimate and $X \supset L_2[0,1]$. Then there exists a constant $B_X > 0$ such that
\[
\left( \sum_{k=1}^\infty \|x_k\|_X^2 \right)^{1/2} \leq B_X \left\| \sum_{k=1}^\infty x_k \right\|_{\mathcal{Z}_X^2}
\]
for every sequence $\{x_k\} \subset \mathcal{Z}_X^2$ with $\text{supp } x_k \subset [k-1,k]$ ($k = 1,2,\ldots$).

The last statement in this section shows that, for a subspace generated by disjoint functions in a symmetric space, the property to be complemented is completely determined by their distributions.

**Lemma 5.** Suppose that measurable functions $g_k, h_k$ belonging to an r.i. space $X$ on $[0,\infty)$ are equimeasurable for every $k = 1,2,\ldots$ and $\text{supp } g_k \subset [k-1,k]$, $\text{supp } h_k \subset [k-1,k]$ ($k = 1,2,\ldots$). Then the subspaces $[g_k]$ and $[h_k]$ are complemented or not in $Z$ simultaneously.

**Proof.** Suppose, for example, that $[g_k]$ is complemented in $Z$, and let $Q$ be a bounded projection from $Z$ onto $[g_k]$. Then (see [13] Theorem 2.2.1 or [15] Proposition 2.7.4), given $\delta > 0$, for every $k = 1,2,\ldots$ there exists a measure preserving mapping $w_k : [k-1,k] \to [k-1,k]$ (one-to-one up to a set of measure 0) and a measurable function $\varepsilon_k : [k-1,k] \to \{\pm1\}$ such that
\[
\|h_k - \varepsilon_k g_k(w_k)\|_Z \leq \delta 2^{-k} \quad (k = 1,2,\ldots).
\]
It is easily seen that the mapping $w : (0,\infty) \to (0,\infty)$ defined by
\[
w(t) := \sum_{k=1}^\infty w_k(t)\chi_{[k-1,k]}(t)
\]
is measure preserving. Consequently, the operator $T_{w,\varepsilon}x(t) := x(w(t))\cdot \varepsilon(t)$, where $\varepsilon(t) := \sum_{k=1}^\infty \varepsilon_k(t)\chi_{[k-1,k]}(t)$ is an isometry of $Z$, and $P := T_{w,\varepsilon}Q \cdot T_{w,\varepsilon}^{-1}$ is a bounded projection of $Z$ onto the subspace $[T_{w,\varepsilon}g_k] = [\varepsilon g_k(w)]$. So, this subspace is also complemented in $Z$.

At the same time, $\sum_{k=1}^\infty \|h_k - \varepsilon g_k(w)\|_Z \leq \delta$ by (7). By the stability of the property to be complemented (see, e.g., [19] Theorem 1.3.9), we can take $\delta > 0$ so small that the last inequality ensures that $[h_k]$ is complemented in $Z$.

§4. **Main result**

**Proposition 1.** Let $X$ be an r.i. space on $[0,1]$ with $X \in \mathbb{K}$. If the subspace $[f_k]$ generated by a sequence $\{f_k\}_{k=1}^\infty \subset X$ of independent functions is complemented in $X$, then the subspace $[\tilde{f}_k]$ generated by their pairwise disjoint copies is complemented in $\mathcal{Z}_X^2$. 
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Proof. By Lemma 1, we may and do assume that \( \int_0^1 f_k(t) \, dt = 0 \) (\( k = 1, 2, \ldots \)). Next, it can easily be verified that the subspace

\[
\tilde{N}(X) := \left\{ y \in Z_X^2 : \int_{k-1}^k y(s) \, ds = 0 \text{ for all } k = 1, 2, \ldots \right\}
\]
is closed in \( Z_X^2 \). Moreover, by [13] 2.3.2, p. 111, the linear operator

\[
U_y(t) := y(t) - \sum_{k=1}^{\infty} \int_{k-1}^k y(s) \, ds \chi_{[k-1,k)}(t)
\]
is a bounded projection from \( Z_X^2 \) onto \( \tilde{N}(X) \). So, \( \tilde{N}(X) \) is complemented in \( Z_X^2 \).

Denote by \( \Sigma_k \) the \( \sigma \)-algebra \( \sigma(f_k) \) of subsets of \( [0,1] \) generated by the function \( f_k \), and let \( \mathbb{E}_k \) be the corresponding conditional expectation operator, i.e., \( \mathbb{E}_k f := \mathbb{E}(f \mid \Sigma_k) \). Putting \( y_k(s) := y(s+k-1) \) (\( 0 \leq s \leq 1 \)), where \( y \in \tilde{N}(X) \) is arbitrary, and using the fact that the \( \sigma \)-algebras \( \Sigma_k \) are mutually independent, we see that the functions \( \mathbb{E}_k y_k \) are mutually independent and

\[
\int_0^1 \mathbb{E}_k y_k(t) \, dt = \int_0^1 y_k(t) \, dt = \int_{k-1}^k y(s) \, ds = 0.
\]

Applying (3), we obtain

\[
\left\| \sum_{k=1}^n \mathbb{E}_k y_k \right\|_X \leq \alpha \left\| \sum_{k=1}^n (\mathbb{E}_k y_k)(t-k+1) \chi_{[k-1,k)}(t) \right\|_{Z_X^2}
\]

for all \( n \in \mathbb{N} \). On the other hand, since the operators \( \mathbb{E}_k \) are bounded on \( L_p[0,1] \) (\( 1 \leq p \leq \infty \)) (see, e.g., [20] Remark 1.14), we see that the operator

\[
T y(t) := \sum_{k=1}^{\infty} (\mathbb{E}_k y_k)(t-k+1) \chi_{[k-1,k)}(t)
\]
is bounded and of norm 1 both on \( L_1[0,\infty) \) and \( L_\infty(0,\infty) \). By Lemma 2, \( Z_X^2 \) is separable or maximal (because so is \( X \)). So, it is an interpolation space for the couple \( (L_1[0,\infty),L_\infty(0,\infty)) \) with constant 1, see [13] Theorem 2.4.9. Thus, \( T \) is bounded with norm 1 on \( Z_X^2 \). Now, it is easy to check that the operator

\[
V y(t) := \sum_{k=1}^{\infty} \mathbb{E}_k y_k(t) \quad (0 \leq t \leq 1)
\]
acts boundedly from \( \tilde{N}(X) \) to \( X \). Indeed, if \( X \) (hence, also \( Z_X^2 \)) is separable, then the series on the right in (10) converges in \( Z_X^2 \) for an arbitrary \( y \in Z_X^2 \). Thus, by (9), the series \( \sum_{k=1}^{\infty} \mathbb{E}_k y_k \) converges in \( X \) and

\[
\|V y\|_X \leq \alpha \|Ty\|_{Z_X^2} \leq \alpha \|y\|_{Z_X^2}.
\]

Now, suppose that \( X \) is maximal. Then, by (9), the norms \( \left\| \sum_{k=1}^n \mathbb{E}_k y_k \right\|_X \) (\( n = 1, 2, \ldots \)) are uniformly bounded for every \( y \in Z_X^2 \). By [21] Corollary 5.2.3, the series on the right in (11) converges a.e. on \([0,1]\). Since \( X \) is maximal, we see that \( V y \in X \), and we obtain (12) again.

Next, by assumption, there exists a bounded projection \( R : X \to [f_k] \). Consider the operator \( S := LRVU : Z_X^2 \to [\bar{f}_k] \), where the operator \( L : [f_k] \to [\bar{f}_k] \) is defined by the formula \( L(\sum_{k=1}^\infty a_k f_k) = \sum_{k=1}^\infty a_k \bar{f}_k \) (\( a_k \in \mathbb{R} \)). Since the \( f_k \) are independent and \( \int_0^1 f_k(t) \, dt = 0 \) (\( k = 1, 2, \ldots \)), we see that \( L \) is bounded from \([f_k]\) to \([\bar{f}_k]\) by (2). Thus, \( S \) is also bounded and its image coincides with \([\bar{f}_k]\). Furthermore, since \( \mathbb{E}_i f_i = f_i \), we have

\[
S \bar{f}_i = LRV \bar{f}_i = LR f_i = L f_i = \bar{f}_i
\]
for every \( i \in \mathbb{N} \). As a result, we see that \( S \) is a bounded projection from \( Z_X^2 \) onto \( [f_k] \), and the claim follows. \( \square \)

If we assume additionally that \( X' \in \mathbb{K} \), the converse is also true.

**Proposition 2.** Suppose that \( X \) is an r.i. space on \([0,1]\) with \( X \in \mathbb{K} \) and \( X' \in \mathbb{K} \). If a sequence \( \{f_k\}_{k=1}^\infty \subset X \) of independent functions has the property that the space \([f_k] \) is complemented in \( Z_X^2 \), then \([f_k] \) is complemented in \( X \).

**Proof.** As in the proof of the preceding statement, we may assume that \( \int_0^1 f_k(t) \, dt = 0 \) \((k = 1, 2, \ldots)\). Next,

\[
N(X) := \left\{ f \in X : \int_0^1 f(s) \, ds = 0 \right\}
\]

is a complemented subspace of \( X \). Indeed, putting \( Qf(t) := f(t) - \int_0^1 f(s) \, ds \), we have \( \|Qf\|_X \leq 2\|f\|_X \) because \( \|f\|_{L_1} \leq \|f\|_X \) \((f \in X)\) by [13] Theorem 2.4.1. Moreover, \( Qf = f \) for \( f \in N(X) \).

As before, let \( \mathbb{E}_k \) be the conditional expectation operator with respect to the \( \sigma \)-algebra \( \sigma(f_k) \) generated on \([0,1]\) by \( f_k \). On \( N(X) \), we define the operator

\[
Gf(t) := \sum_{k=1}^\infty (\mathbb{E}_k f)(t - k + 1)\chi_{[k-1,k)}(t) \quad (t > 0)
\]

and show that it is bounded on \( Z_X^2 \). By Lemma [2] \( Z_X^2 \) is either separable or maximal (together with \( X \)). So, it embeds isometrically into its second dual \((Z_X^2)'' = Z_{X''}^2 \). Consequently,

\[
\|Gf\|_{Z_X^2} = \sup \left\{ \int_0^1 \sum_{k=1}^\infty (\mathbb{E}_k f)(s - k + 1)\chi_{[k-1,k)}(s)y(s) \, ds : \|y\|_{Z_X^2} \leq 1 \right\}
\]

\[
= \sup \left\{ \sum_{k=1}^\infty \int_0^1 (\mathbb{E}_k f)(s)y_k(s) \, ds : \|y\|_{Z_X^2} \leq 1 \right\}, \tag{13}
\]

where \( y_k(s) := y(s + k - 1) \) \((0 \leq s \leq 1)\). The properties of conditional expectation and the relation \( f \in N(X) \) allow us to observe that

\[
\int_0^1 (\mathbb{E}_k f)(s)y_k(s) \, ds = \int_0^1 \mathbb{E}_k (\mathbb{E}_k f \cdot y_k)(s) \, ds = \int_0^1 (\mathbb{E}_k f)(s) \cdot (\mathbb{E}_k y_k)(s) \, ds
\]

\[
= \int_0^1 \mathbb{E}_k (f \cdot \mathbb{E}_k y_k)(s) \, ds - \int_0^1 \mathbb{E}_k y_k(t) \, dt \, f(s) \, ds
\]

\[
= \int_0^1 f(s) \cdot \left( (\mathbb{E}_k y_k)(s) - \int_0^1 y_k(t) \, dt \right) \, ds.
\]

By [13], it follows that

\[
\|Gf\|_{Z_X^2} = \sup \left\{ \sum_{k=1}^\infty \int_0^1 f(s) \left( (\mathbb{E}_k y_k)(s) - \int_0^1 y_k(t) \, dt \right) \, ds : \|y\|_{Z_X^2} \leq 1 \right\}
\]

\[
\leq \|f\|_X \sup \left\{ \left\| \sum_{k=1}^\infty (\mathbb{E}_k y_k)(s) - \int_0^1 y_k(t) \, dt \right\|_{X'} : \|y\|_{Z_X^2} \leq 1 \right\}. \tag{14}
\]
The functions \( g_k(s) := (E_k y_k)(s) - \int_0^1 y_k(t) \, dt \) are independent and \( \int_0^1 g_k(s) \, ds = 0 \) \((k = 1, 2, \ldots)\). Therefore, since \( X' \in \mathbb{K} \), formula (3) implies

\[
\left\| \sum_{k=1}^n \left( (E_k y_k)(s) - \int_0^1 y_k(t) \, dt \right) \right\|_{X'} \leq \alpha \left\| \sum_{k=1}^n \left( (E_k y_k)(s - k + 1) - \int_0^1 y_k(t) \, dt \chi_{[k-1,k)}(s) \right) \right\|_{Z^2_X},
\]

(15)

\[
\leq \alpha \|Ty\|_{Z^2_X} + \alpha \left\| \sum_{k=1}^n \int_{k-1}^k y(t) \, dt \chi_{[k-1,k)} \right\|_{Z^2_X},
\]

for every \( n \in \mathbb{N} \), where the operator \( T \) is defined by (10). As in the proof of Proposition 1 we see that \( \|Ty\|_{Z^2_X} \leq \|y\|_{Z^2_X} \) \((y \in Z^2_X)\). Moreover, by [13, 2.3.2, p. 111] it follows that

\[
\left\| \sum_{k=1}^\infty \int_{k-1}^k y(t) \, dt \chi_{[k-1,k)} \right\|_{Z^2_X} \leq \|y\|_{Z^2_X},
\]

Since \( X' \) is maximal, by (15) we obtain

\[
\left\| \sum_{k=1}^\infty \left( (E_k y_k)(s) - \int_0^1 y_k(t) \, dt \right) \right\|_{X'} \leq 2\alpha \|y\|_{Z^2_X}, \quad (y \in Z^2_X).
\]

Thus, by [14], \( G \) acts boundedly from \( N(X) \) to \( Z^2_X \).

By assumption, there exists a bounded projection \( N : Z^2_X \to \bar{f}_k \). Consider the operator \( S := NGQ : X \to [f_k] \), where the operator \( M : [f_k] \to [f_k] \) is defined by \( M(\sum_{k=1}^\infty a_k f_k) = \sum_{k=1}^\infty a_k f_k \) \((a_k \in \mathbb{R})\). Since the \( f_k \) are mutually independent, \( \int_0^1 f_k(t) \, dt = 0 \) \((k = 1, 2, \ldots)\) and \( X \in \mathbb{K} \), applying (3) once again we conclude that \( M \) is bounded from \([f_k]\) to \([f_k]\). As a result, \( S \) is bounded and its image coincides with \([f_k]\). Moreover, since \( E_k f_i = 0 \) for \( k \neq i \) and \( E_i f_i = f_i \), \( i \in \mathbb{N} \), we see that

\[
S f_i = MNG f_i = MN( f_i(t - i + 1) \chi_{[i-1,i)}(t) ) = MN \bar{f}_i = M \bar{f}_i = f_i.
\]

Thus, \( S \) is a bounded projection of \( X \) onto \([f_k]\), and the proof is complete.

\[ \square \]

Remark 1. Generally speaking, neither of the conditions \( X \in \mathbb{K} \) and \( X' \in \mathbb{K} \) can be dropped in the last statement. Indeed, the system of Rademacher functions (see the Introduction) generates a complemented subspace in an r.i. space \( X \) if and only if \( G \subset X \subset G' \), where \( G \) is the closure of \( L_\infty \) in the Orlicz space \( L_{N_2} \) with \( N_2(u) = e^{u^2} - 1 \) (see [4] or [1] Theorem 2.b.4(ii)). At the same time, the sequence of their disjoint copies \( \{ \chi_{[k-1,k-1/2]} - \chi_{[k-1/2,k)} \} \) (or the equivalent sequence \( \{ \chi_{[k-1,k]} \} \)), see Lemma [5] generates a complemented subspace in \( Z^2_X \) for every r.i. space \( X \).

Propositions 1 and 2 imply the main result of the paper.

Theorem 1. Suppose that \( X \) is an r.i. space on \([0,1]\) such that \( X \in \mathbb{K} \) and \( X' \in \mathbb{K} \). Let \( \{f_k\}_{k=1}^\infty \subset X \) be an arbitrary sequence of independent functions, and let \( \{\bar{f}_k\}_{k=1}^\infty \) be a sequence of their pairwise disjoint copies on \([0,\infty)\). Then the space \([f_k]\) is complemented in \( X \) if and only if the space \([\bar{f}_k]\) is complemented in \( Z^2_X \).

Corollary 1. Let an r.i. space \( X \) satisfy the assumptions of Theorem 1. If \( \{f_k\} \) and \( \{f'_k\} \) are two sequences of independent functions in \( X \) such that \( f_k \) and \( f'_k \) are equimeasurable for every \( k = 1, 2, \ldots \), then the spaces \([f_k]\) and \([f'_k]\) are complemented or not in \( Z^2_X \) simultaneously.
Proof. Consider the sequences \( \{ f_k \} \) and \( \{ f'_k \} \) of disjoint copies for \( \{ f_k \} \) and \( \{ f'_k \} \), respectively. Then the functions \( f_k \) and \( f'_k \) are equimeasurable for every \( k = 1, 2, \ldots \). By Lemma 5, the subspaces \( [f_k] \) and \( [f'_k] \) are complemented or not in \( Z^2_X \) simultaneously. Applying Theorem 11, we prove the claim. \( \square \)

Corollary 2. Let an r.i. space \( X \) satisfy the assumptions of Theorem 11 and let \( \{ f_k \} \subset X \) be a sequence of independent functions with \( \sum_{k=1}^{\infty} m(\text{supp } f_k) \leq 1 \). Then the spaces \( [f_k] \) and \( [f'_k] \) are complemented or not in \( X \) simultaneously.

Proof. It is easily seen that \( X \) is complemented in \( Z^2_X \). Next, if \( f \in Z^2_X \) is such that

\[
 m(\text{supp } f) \leq 1, \text{ then } \| f \|_{Z^2_X} = \| f^* \|_X. 
\]

Thus, the subspace \( [f_k] \) is complemented in \( Z^2_X \) if and only if it is complemented in \( X \). Applying Theorem 11, we prove the claim. \( \square \)

\section{5. On Sequences of Independent Functions Equivalent to the Standard Basis of \( \ell_p \)}

We shall prove an r.i. space version of the well-known Dor–Starbird theorem about complemented subspaces in \( L_p[0, 1] \) generated by independent functions equivalent to the standard basis of \( \ell_p \).

**Theorem 2.** Let \( 1 \leq p < \infty \). Suppose that an r.i. space \( X \) admits the lower \( p \)-estimate and \( \{ f_k \} \subset X \) is a sequence of independent functions equivalent to the standard basis of \( \ell_p \). If (a) \( p > 2 \), or (b) \( p = 2 \) and \( X \supseteq L_2 \), or (c) \( \| f_k \|_X \geq \delta > 0 \) \( (k = 1, 2, \ldots) \) for some sets \( A_k \subset [0, 1] \) with \( \sum_{k=1}^{\infty} m(A_k) < \infty \), then \( [f_k] \) is complemented in \( X \).

Proof. An argument similar to that at the beginning of the proof of Lemma 3 shows that the lower \( p \)-estimate for \( X \) implies \( C_{\ell^1/p} \) \( (0 < t \leq 1) \). Thus, \( \alpha_X > 0 \), and, in particular, \( X \in \mathbb{K} \) (see [2, Theorem 1.3]). Therefore, \( X \) satisfies the assumptions of Theorem 11. Without loss of generality, we assume that \( \| f_k \|_X = 1 \) \( (k = 1, 2, \ldots) \). Next, assuming first that \( \int_0^1 f_k(s) \, ds = 0 \) \( (k = 1, 2, \ldots) \) we consider three cases, depending on a particular assumption mentioned in the theorem.

(a) Let \( f_k \) be disjoint copies of \( f_k \), \( \text{supp } f_k \subset [k - 1, k] \) \( (k = 1, 2, \ldots) \). We take some functions \( g_k \in Z^2_X \), with \( \| g_k \|_{Z^2_X} = 1 \), \( \text{supp } g_k \subset [k - 1, k] \), \( \int_0^\infty f_k(s) g_k(s) \, ds = 1 \) \( (k = 1, 2, \ldots) \) and define an operator \( P \) on \( Z^2_X \) by

\[
 P f(t) := \sum_{k=1}^{\infty} \int_0^\infty f(s) g_k(s) \, ds \cdot f_k(t) \quad (t > 0). 
\]

By [2], the assumptions of the theorem, and Lemma 3, we obtain

\[
 \| Pf \|_{Z^2_X} \leq \frac{\beta}{\| f_k \|_{Z^2_X}} \| f(s) g_k(s) \, ds \cdot f_k \|_X \leq \beta C \left( \sum_{k=1}^{\infty} \int_0^\infty f(s) g_k(s) \, ds \right)^{1/p}
\]

\[
 \leq \beta C \left( \sum_{k=1}^{\infty} \| g_k \|_{Z^2_X}^p \| f \chi_{[k-1,k]} \|_{Z^2_X}^p \right)^{1/p}
\]

\[
 = \beta C \left( \sum_{k=1}^{\infty} \| (f \chi_{[k-1,k]})^* \|_X^p \right)^{1/p} \leq \beta C \| f \|_{Z^2_X}.
\]

Therefore, \( P \) projects \( Z^2_X \) boundedly onto \( [f_k] \), and it remains to apply Theorem 11.

(b) The proof is the same as in case (a) with the difference that Lemma 4 is used instead of Lemma 3.
(c) Denote \( f_k = f_k \chi_{A_k} \) \((k = 1, 2, \ldots)\). Since \( \|f_k\|_X \geq \delta \) by assumption for all \( k = 1, 2, \ldots \), there exist functions \( h_k \in X' \), \( \|h_k\|_{X'} \leq \delta^{-1} \), sup \( h_k \subset A_k \), with
\[
\int_0^1 f_k(s)h_k(s) \, ds = \int_0^1 f'_k(s)h_k(s) \, ds = 1 \quad (k = 1, 2, \ldots).
\]
Putting \( \tilde{f}_k(t) = f_k(t - k + 1) \chi_{[k-1,k]}(t) \), \( \tilde{h}_k(t) = h_k(t - k + 1) \chi_{[k-1,k]}(t) \), we see that
\[
\int_0^\infty \tilde{h}_k(t)\tilde{f}_k(t) \, dt = 1 \quad (k = 1, 2, \ldots), \quad \int_0^\infty \tilde{h}_k(t)\tilde{f}_i(t) \, dt = 0 \quad (k \neq i)
\]
and
\[
\| \tilde{h}_k \|_{Z^2_X} = \| h_k \|_{X'} \leq \delta^{-1} \quad (k = 1, 2, \ldots).
\]

Suppose that \( m_0 := \sum_{k=1}^\infty m(A_k) > 1 \) (if \( m_0 \leq 1 \), the arguments simplify). Since \( m(\operatorname{supp} h_k) \leq m(A_k) \) \((k = 1, 2, \ldots)\) and \( |\sigma|_{Y \to Y} \leq \max(1, \tau) \) \((\tau > 0)\) for every symmetric space \( Y \) (see \cite{[13]} Corollary 2.4.1)), the definition of the norm in \( Z^2_X \), shows that
\[
\left\| \sum_{k=1}^\infty a_k \tilde{h}_k \right\|_{Z^2_X} \leq m_0 \left\| \sum_{k=1}^\infty a_k \sigma_{m_o-1} \tilde{h}_k \right\|_{Z^2_X} = m_0 \left\| \left( \sum_{k=1}^\infty a_k \sigma_{m_o-1} \tilde{h}_k \right)^* \right\|_{X'}.
\]
By assumption, \( X' \) admits the upper \( q \)-estimate with \( 1/p + 1/q = 1 \) (see \cite{[1]} Proposition 1.6.5). Since the functions \( \sigma_{m_o-1} \tilde{h}_k \) are disjoint, applying the inequality
\[
\left\| \left( \sigma_{m_o-1} \tilde{h}_k \right)^* \right\|_{X'} \leq \| h_k \|_{X'} \leq \delta^{-1}
\]
and (17) we deduce from the preceding inequality that
\[
\left\| \sum_{k=1}^\infty a_k \tilde{h}_k \right\| \leq C_{X',m_0} \left( \sum_{k=1}^\infty |a_k|^q \left\| \left( \sigma_{m_o-1} \tilde{h}_k \right)^* \right\|_{X'}^q \right)^{1/q} \leq C_{X',m_0} \delta^{-1} \left( \sum_{k=1}^\infty |a_k|^q \right)^{1/q}
\]
(if \( p = 1 \), then \( \left( \sum_{k=1}^\infty |a_k|^q \right)^{1/q} \) should be replaced by sup \( \| h_k \|_{X'} \).

On the other hand, since \( X \in K \), relations (2) and (3) imply
\[
\left\| \sum_{k=1}^\infty a_k f_k \right\|_X \leq \left\| \sum_{k=1}^\infty a_k \tilde{f}_k \right\|_{Z^2_X},
\]
so that, by assumption, the sequence \( \{ \tilde{f}_k \} \) is equivalent in \( Z^2_X \) to the standard basis of \( \ell_p \). Furthermore, by (16), the sequence \( \{ \tilde{h}_k \} \) is biorthogonal to it. By (18) and the well-known criterion for a subspace degenerated by a sequence equivalent to the standard basis of \( \ell_p \) to be complemented (see, e.g., \cite{[7]} Fact 2.1)), we see that \( \tilde{f}_k \) is complemented in \( Z^2_X \). But then \( f_k \) is complemented in \( X \) by Theorem 1.

In the general case, consider the functions \( u_k := f_k - \int_0^1 f_k(s) \, ds \) \((k = 1, 2, \ldots)\). They are independent and \( \int_0^1 u_k(s) \, ds = 0 \) \((k = 1, 2, \ldots)\). We show that the sequence \( \{ u_k \} \) also satisfies the assumptions of the theorem.

By the well-known stability result for bases in \cite{[22]}, to show that this sequence is equivalent to the standard basis of \( \ell_p \), it suffices to prove that \( \sum_{k=1}^\infty \| f_k - u_k \|_X^q < \infty \). But indeed, since \( \{ f_k \} \) is equivalent to the standard basis of \( \ell_p \), we have
\[
\sum_{k=1}^\infty \| f_k - u_k \|_X^q = \sum_{k=1}^\infty \left\| \int_0^1 f_k(s) \, ds \right\|_X^q \leq \sup \left\{ \left( \int_0^1 \left\| \sum_{k=1}^\infty a_k f_k(s) \right\|_X \, ds \right)^q : \sum_{k=1}^\infty |a_k|^p \leq 1 \right\}
\]
\[
\leq \sup \left\{ \left\| \sum_{k=1}^\infty a_k f_k(s) \right\|_X^q : \sum_{k=1}^\infty |a_k|^p \leq 1 \right\} < \infty.
\]
Moreover, if \( \{ f_k \} \) satisfies (c), then so does \( \{ u_k \} \) starting with some index, because \( \int_0^1 f_k(s) \, ds \to 0 \) as \( k \to \infty \): the same sets \( A_k \) fit with a somewhat smaller \( \delta > 0 \).

Invoking Lemma 1 we reduce the proof to the case considered above.

**Remark 2.** The “almost disjointness” condition for \( \{ f_k \} \subset X \) in part (c) of the above theorem is essential if \( 1 \leq p \leq 2 \). Indeed, it is well known that a sequence of independent \( p \)-stable random variables is equivalent in \( L_r = L_r[0, 1] \) to the standard basis of \( \ell_p \) for \( 1 \leq r < p < 2 \) and generates an uncomplemented subspace of \( L_r \) (see, e.g., [9, Theorems 6.4.18 and 6.4.21]).

Now, we consider the particular case of the Lorentz spaces \( L_{p,q} = L_{p,q}[0, 1] \) \((1 < p < \infty, 1 < q < \infty)\). It is well known (see, e.g., [23, Theorem 5.1] and [24, Lemma 3.1]) that every sequence of pairwise disjoint functions in \( L_{p,q} \) has a subsequence \( \{ g_k \} \) equivalent to the standard basis of \( \ell_q \) and such that \( \{ g_k \} \) is complemented in \( L_{p,q} \). Note that \( L_{p,q} \in \mathbb{K} \) and \( (L_{p,q})' = L_{p',q'} \in \mathbb{K} \) \((1/p + 1/p' = 1, 1/q + 1/q' = 1)\), see the Introduction. By Corollary 2, the subspace \( \{ f_k \} \), where the \( f_k \) are independent copies of \( g_k \) \((k = 1, 2, \ldots)\), is also complemented in \( L_{p,q} \). Moreover, since \( L_{p,q} \) obeys the lower \( \max(p,q) \)-estimate (see [17] or [25, Theorem 3]), the following consequence of Theorem 2 holds.

**Theorem 3.** Let \( 1 < \min(p,q) \leq r < \infty \). If \( \{ f_k \} \subset L_{p,q} \) is a sequence of independent functions equivalent in \( L_{p,q} \) to the standard basis of \( \ell_q \), then the subspace \( \{ f_k \} \) is complemented in \( L_{p,q} \) provided either \( r > 2 \), or \( p < r = 2 \), or \( p = q = r = 2 \), or \( \| f_k \chi_{A_k} \|_{L_{p,q}} \geq \delta > 0 \) \((k = 1, 2, \ldots)\) for some sequence of sets \( A_k \subset [0,1] \) with \( \sum_{k=1}^\infty m(A_k) < \infty \).

Since \( L_{p,p} = L_p \), we arrive at the following statement.

**Corollary 3.** If \( 1 < p < 2 \) and \( \{ f_k \} \subset L_p \) is a sequence of independent functions equivalent in \( L_p \) to the standard basis of \( \ell_2 \), then \( \{ f_k \} \) is complemented in \( L_p \).

In connection with this corollary, we recall the classical result by Kadec and Pełczyński [26, Corollary 1] saying that every subspace of \( L_p \), \( p > 2 \), isomorphic to \( \ell_2 \), is complemented in \( L_p \). Corollary 3 shows that this statement extends to \( 1 < p < 2 \) if we restrict ourselves to subspaces generated by independent functions. At the same time, it is well known (see [27, Theorem 3.3]) that for every \( p \in (1,2) \) the space \( L_p \) has an uncomplemented subspace isomorphic to \( \ell_2 \).

Assume that \( 1 \leq p < \infty \) and that \( \{ f_k \}_{k=1}^\infty \) is a sequence of independent functions in \( L_p = L_p[0,1] \) with \( \| f_k \|_{\ell_p} = 1 \), \( \int_0^1 f_k(t) \, dt = 0 \) \((k = 1, 2, \ldots)\) and such that \( \{ f_k \} \) is isomorphic to \( \ell_p \). We show that then \( \{ f_k \} \) is equivalent in \( L_p \) to the standard basis of \( \ell_p \). Indeed, first, an arbitrary sequence of mean zero independent random variables lying in a symmetric space is an unconditional basic sequence in that space, see [5 Proposition 1.1.4]. Thus, if \( p = 1 \) or \( p = 2 \), it suffices to refer to the uniqueness of a normalized unconditional basis in \( \ell_1 \) (see [28]) or in a separable Hilbert space (see [29 Proposition 1.1]).

If \( 2 < p < \infty \), then Theorem 4 and Lemma 7 in [8] show that either \( \{ f_k \} \) is equivalent in \( L_p \) to the standard basis of \( \ell_p \) or \( \{ f_k \} \) contains a subspace isomorphic to \( \ell_2 \); the latter is impossible in our setting. Finally, if \( 1 < p < 2 \), then the arguments at the beginning of the proof of Theorem A in [7] (see p. 168, 169) show that \( \{ f_k \} \) is equivalent in \( L_p \) to the standard basis of \( \ell_p \).

Since \( L_{p,p} = L_p \) \((1 < p < \infty)\) and for \( p \neq 2 \) we have \( \| f_k \chi_{A_k} \|_{L_p} \geq \delta > 0 \) \((k = 1, 2, \ldots)\) for some sequence of pairwise disjoint sets \( A_k \subset [0,1] \)(see [30, Theorem B]), provided that the sequence \( \{ f_k \} \) of independent functions is equivalent to the standard basis in \( \ell_p \), the above arguments together with Theorems 2 and 3 imply the result by Dor and Starbird mentioned above.
Corollary 4 (see [17] Theorem A). Suppose that $1 \leq p < \infty$ and $\{f_k\}_{k=1}^{\infty}$ is a sequence of independent functions in $L_p = L_p[0,1]$. If the closed linear span $[f_k]$ is isomorphic to $\ell_p$, then it is complemented in $\ell_p$.

§6. COMPLEMENTABILITY OF SUBSPACES GENERATED BY SEQUENCE OF INDEPENDENT FUNCTIONS THAT ARE EITHER EQUIDISTRIBUTED OR UNIFORMLY BOUNDED

(a) The case of equidistributed functions. Theorem [1] and the results of [31] make it possible to characterize the complemented subspaces generated by sequences of independent equidistributed functions in an r.i. space with the Kruglov property.

Theorem 4. Let $X$ be an r.i. space on $[0,1]$ such that $X \in \mathbb{K}$ and $X' \in \mathbb{K}$. Suppose that functions $f_k \in X$ ($k = 1, 2, \ldots$) are independent and equidistributed, and $\int_0^1 f_1(t) \, dt = 0$. Then the sequence $\{f_k\}$ generates a complemented subspace in $X$ if and only if it is equivalent to the standard basis of $\ell_2$.

Proof. Clearly, the disjoint copies $\tilde{f}_k$ of the functions $f_k$ are the corresponding shifts of the function $f_1$. Therefore, by [31] Theorem 2.2 and Corollary 2.4, the subspace $[\tilde{f}_k]$ is complemented in $Z_X^2$ if and only if $\{\tilde{f}_k\}$ is equivalent to the sequence $\{X_{[k-1,k]}\}$, which, in its turn, is clearly equivalent to the standard basis of $\ell_2$. Since the $f_k \in X$ are mutually independent, $\int_0^1 f_k(t) \, dt = 0$ ($k = 1, 2, \ldots$), and $X \in \mathbb{K}$, by [2] and [3] relation (19) holds true. Thus, the claim follows directly from Theorem [1].

The next result is yet another characterization of the Hilbert space $L_2$ in terms of the complementation property for its subspaces.

Theorem 5. Let $X$ be an r.i. space on $[0,1]$ with $X \in \mathbb{K}$, $X' \in \mathbb{K}$. The following statements are equivalent:

(i) For every two sequences of independent and equidistributed functions $\{f_k\} \subset X$ and $\{f'_k\} \subset X'$ with $\int_0^1 f_1(t) \, dt = \int_0^1 f'_1(t) \, dt = 0$, the subspaces $[f_k]$ and $[f'_k]$ are complemented in $X$ and $X'$, respectively;

(ii) $X = L_2[0,1]$.

Proof. It suffices to prove that (i) implies (ii). By Theorem [1] (i) is equivalent to the fact that for every sequences $\{a_k\} \subset X$ and $\{a'_k\} \subset X'$ of equidistributed functions with $\text{supp} \, a_k \subset [k-1, k]$ and $\text{supp} \, a'_k \subset [k-1, k]$, the subspaces $[a_k]$ and $[a'_k]$ are complemented in $Z_X^2$ and $(Z_X^2)' = Z_X^2$, respectively. But then from [31] Theorem 5.4 it follows that $Z_X^2 = L_p[0,\infty)$ for some $1 < p < \infty$. Surely, this implies that $X = L_2[0,1]$.

(b) The case of uniformly bounded functions.

Theorem 6. Let $X$ be an r.i. space on $[0,1]$ with $X \in \mathbb{K}$, $X' \in \mathbb{K}$. If $\{f_k\} \subset X$ is a sequence of independent functions with $\int_0^1 f_k(t) \, dt = 0$ ($k = 1, 2, \ldots$) and

$$M := \sup_k \|f_k\|_{L_p} < \infty, \quad \alpha := \inf_k \|f_k\|_{L_2} > 0,$$

then the subspace $[f_k]$ is complemented in $X$.

Proof. By Theorem [1] it suffices to prove that the subspace $[\tilde{f}_k]$ is complemented in $Z_X^2$. Lemma [5] allows us to assume that $\tilde{f}_k \geq 0$. On the space $Z_X^2$, we consider the operator

$$Pf(t) := \sum_{k=1}^{\infty} \left( \int_{k-1}^{k} \tilde{f}_k(s) \, ds \right)^{-1} \int_{k-1}^{k} f(s) \, ds \cdot \tilde{f}_k(t), \quad t > 0.$$
Then \( Pf_k = \tilde{f}_k (k = 1, 2, \ldots) \). Next, since
\[
\int_{k-1}^{k} \tilde{f}_k(s) \, ds \geq \frac{1}{M} \int_{k-1}^{k} \tilde{f}_k^2(s) \, ds \geq \frac{\alpha^2}{M} (k = 1, 2, \ldots)
\]
by (20), it follows that
\[
Pf(t) \leq \frac{M}{\alpha^2} \sum_{k=1}^{\infty} \left| \int_{k-1}^{k} f(s) \, ds \right| \cdot \tilde{f}_k(t) \leq \left( \frac{M}{\alpha} \right)^2 \sum_{k=1}^{\infty} \left| \int_{k-1}^{k} f(s) \, ds \right| \cdot \chi_{[k-1,k]}(t).
\]
Applying [13, 2.3.2, p. 111] once again, we obtain \( \| Pf \|_{Z_X^2} \leq \left( M/\alpha \right)^2 \| f \|_{Z_X^2} \), and the theorem is proved. \( \square \)

Remark 3. Theorem 4 and 6 show to what extent the Kruglov property simplifies the study of subspaces generated by either equidistributed or uniformly bounded independent functions, compared to the general case studied earlier by Braverman. In [5] (see Theorem 4.2), a much more involved proof of the claim of Theorem 4 was presented under the assumption \( G \subset X \subset G' \), which is weaker than \( X \in K \) and \( X' \in K \). Furthermore, it was shown there that these embeddings and the equivalence (in \( X \)) of a sequence of independent equidistributed functions \( \{ f_k \} \) with \( \int_{0}^{1} f_k(t) \, dt = 0 \) \( (k = 1, 2, \ldots) \) to the standard basis of \( \ell_2 \) are consequences of the fact that \( \{ f_k \} \) is complemented in \( X \). In [6], a similar and stronger version of Theorem 6 was stated without proof; the sharpness of the condition \( G \subset X \subset G' \) follows by considering the Rademacher functions (see [4] or [1] Theorem 2.6.4(ii)).

In conclusion, we note that a weaker version of the last statement was proved in [5, Theorem 4.1]. In that paper, the \( L_2 \)-norm was replaced by the \( L_1 \)-norm in the second expression in (20).
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