ON THE PROBLEM OF THE 10TH DISCRIMINANT

I. R. SHAFAREVICH

Abstract. An elementary proof is given for Heegner’s theorem describing imaginary quadratic fields with class number one.

Introduction

Gauss proved (see [1, no. 174]) that the number \( h(D) \) of equivalence classes of quadratic forms with discriminant \( D \) is finite. This led to the natural question of how the mysterious number \( h(D) \) is expressed in terms of \( D \), or at least how \( h(D) \) grows as \( D \) increases. Tables give a definite answer to this question (at least for positive \( D \)). Gauss mentioned this, but remarked that “the proof of these statements turned out to be very difficult” (see [1, no. 303]). From the current point of view, we deal with the growth of the class number \( h \) of a field \( K \) of a given degree over \( \mathbb{Q} \) as the discriminant \( D \) of the field increases.

In the paper [2] C. L. Siegel predicted the relation

\[
\frac{\log(hR)}{\log \sqrt{|D|}} \to 1 \quad \text{as} \quad D \to \infty,
\]

where \( h \) is the class number and \( R \) is the regulator of \( K \), but he wrote: “The application of class field theory can give relation (1) only for the fields solvable over a fixed field. The general case remains unproved as long as decomposition laws are unknown for unsolvable extensions”.

However, in the book [3, p. 132–139], relation (1) (called there the Siegel–Brauer theorem) was proved with the help of a pure group-theoretic statement (called Brauer’s lemma), without “decomposition laws for unsolvable extensions”. So, there is some evidence against Siegel’s prediction.

However, relation (1) says nothing about the growth of \( h \) since we do not know how the regulator \( R \) of the field changes. Only for imaginary quadratic fields, for which the regulator is 1, formula (1) implies the relation

\[
\frac{\log h}{\log \sqrt{|D|}} \to 1
\]

proved by Siegel in the paper [2].

It was not until 1934 that Heilbronn [4], using the results of Deuring [5], managed to prove the following statement seen from the tables presented by Gauss in “Disquisitiones” (no. 303): “the class number of an imaginary quadratic field grows unboundedly with the discriminant” [4] (note that Disquisitiones appeared in 1801!). In other words, for each constant \( c \), there exists a constant \( C \) such that \( h > c \) whenever \( |D| > C \). Unfortunately, these results are not efficient, i.e., they do not allow one to find the constant \( C \) in terms of \( c \). In the same 1934, Heilbronn and Linfoot [6] proved only that, for \( h = 1 \) (i.e., for \( c = 1 \)), there exist at most 10 imaginary quadratic fields with class number one (the tables show that there are 9 such fields and all these fields have discriminants \( D \) with \( |D| < 200 \)).
Lemer even proved that if the “tenth discriminant” $D$ exists, then $|D| > 5 \cdot 10^8$. The problem of the existence of the “tenth discriminant” (for imaginary quadratic fields with class number one) was named the problem of the 10th discriminant. The present paper is also devoted to this problem.

In 1952, Heegner published the paper [7], in which he claimed that he had solved this problem. However, the exposition was unclear, and a long time (about 20 years) it was believed that his proof had gaps.

I am very glad that Deuring said in the paper [11]: “It must be admitted that it is hard to understand Heegner’s reasoning”. Because of this, Heegner’s work had not been recognized by mathematicians, and it was believed that the first correct proof was given by Stark in the paper [8], which appeared 16 years after the work of Heegner. In his paper, Stark quoted Heegner but said about Heegner’s work: Unfortunately, it is believed that this paper has a gap related, possibly, to the reference to the book of Weber.”

In the same year, A.Baker published the paper [9] in which the nonefficiency of Helbronn’s arguments mentioned above was eliminated. Baker’s approach essentially differs from Heegner’s but solves the same problem (see also [10]).

One year after the publication of Stark’s result, Deuring [11] and Birch [12], following Heegner’s ideas, found a complete proof of the theorem announced in Heegner’s paper. In the present exposition, we follow the idea of Heegner with simplifications suggested by Deuring and Birch, and also by Eichler [15] (see Borel’s talk), but the calculation showing that some functions are modular is replaced by geometric consideration of the corresponding Riemann surface. As a result, we obtain a proof of Heegner’s theorem accessible to everyone who has mastered the basics of algebraic number theory (e.g., at the level of the book [13]). The subsequent exposition is based on the notes of the lectures given in Moscow State University in the 1970th. Thus, our goal in this paper is the proof of the following result.

**Theorem 1 (Heegner theorem).** The only imaginary quadratic fields with class number one are $\mathbb{Q}(\sqrt{-d})$, where $d = 1, 2, 3, 7, 11, 19, 43, 67, 163$.

Heegner’s idea is to apply the theory of complex multiplication. The basics of this theory can be found in the book by Füeter [14] or in [15]. Heegner’s idea is as follows: the theory of complex multiplication implies that, if $z$ is an algebraic integer belonging to an imaginary quadratic field $k$ and $z \notin \mathbb{Q}$, then the value of the modular function $j(z)$ is an algebraic integer belonging to the Hilbert class filed $K$ of $k$, where $(K : k) = h$. Consequently, if the field $k$ has class number one, then $j(\alpha) \in k$ for an integer $\alpha \in k$. It is easily seen that this number is real, i.e., $j(\alpha) \in \mathbb{Z}$. Heegner also constructed some other functions having the same property and related to each other by some algebraic relations. As a result, the class number one fields turn out to be in one-to-one correspondence with the integral points of a certain algebraic curve. The exact result is as follows: the class number one fields of the form $\mathbb{Q}(\sqrt{-d})$ with $d > 3$ correspond to the integral points of the curve $y^2 = 2x(1 - x^3)$ and are uniquely determined by the corresponding points. To find the integral points on this curve is an elementary problem.

The exposition is divided into three parts. In §1, we study the values of some modular functions of level $n$ at the points belonging to an imaginary quadratic field. In §2, we construct some special modular functions. In §3, we consider the values of these functions, which gives the solution of the problem on the tenth discriminant.

**§1. The values of modular functions of level $n$**

Let $\Gamma$ be the modular group and $G \subset \Gamma$ a normal subgroup of finite index. Let $H = \{z, \text{Im} z > 0\}$, and let $S = \mathbb{P}^1(\mathbb{Q})$ be the set of rational point of the boundary of $H$. 
The space $\Gamma \setminus H$ is noncompact, but it can be compactified by embedding it in $\Gamma \setminus \bar{H}$, where $\bar{H} = H \cup S$, and extending the action of $\Gamma$ to $\bar{H}$. The space $\Gamma \setminus \bar{H}$ is already compact if we put a neighborhood of the point $\infty \in S$ equal to $\text{Im} \ z > c$, $c \in \mathbb{R}$, and a neighborhood of a point $s \neq \infty \in S$ equal to the interior of the disk in $H$ tangent to the real axis $\text{Im} \ z = 0$ at $s$. The space $\Gamma \setminus \bar{H}$ is denoted by $X_\Gamma$. Since $\Gamma \setminus S = (\text{a point})$, the space $\Gamma \setminus H$ is compactified by adding one point. Since $G \setminus \bar{H} = \Gamma \setminus G \setminus \Gamma \setminus \bar{H}$, we see that $G \setminus \bar{H}$ is compact. We can transfer the complex structure on $\Gamma \setminus \bar{H}$ to $X_\Gamma$. For this, we introduce the local parameter $\phi \equiv (q_\infty = e^{2\pi i z}$ for $s = \infty \in \mathbb{P}(Q)$ and $q_s = \gamma^*(q_\infty)$ for $s \neq \infty$, and a transformation $\gamma \in \Gamma$ such that $\gamma(\infty) = 1$. We call a function on $\bar{H} \setminus \Gamma$ meromorphic if it is meromorphic on $H$ and is representable by a series (in a neighborhood of a point $s \in S$) containing only a finite number of terms $q_s^{-n}$ with $n > 0$. The field of meromorphic functions on $G \setminus \bar{H}$ is denoted by $K_G$. The space $\Gamma \setminus \bar{H}$ is complex isomorphic to $\mathbb{P}^1(\mathbb{C})$. The function providing the isomorphism is denoted by $j(z)$ (as a function on $H$). This definition can be carried over to $G \setminus \bar{H}$ by the covering $G \setminus \bar{H} \rightarrow \Gamma \setminus \bar{H}$. The field of meromorphic functions on $G \setminus \bar{H}$ is denoted by $K_G$.

Let $\Gamma(n)$ be the principal congruence subgroup of level $n$, i.e., the set of transformations $\gamma \in F$ such that $\gamma(z) = \frac{az+b}{cz+d}$ and $A \equiv E \mod n$, where $A$ is the matrix $\left( \begin{array}{cc} a & b \\ c & d \end{array} \right)$. The field $K_{\Gamma(n)}$ is denoted by $K_n$. This field has a subring $R_n$ consisting of all functions $f \in K_n$ such that 1) $f$ is regular at all points $z \in H$ and 2) the coefficients of the $q_s$-expansions of $f$ at the points $s \in S$ belong to the ring $\Sigma_n$ of integers of the field $\mathbb{Q}(\zeta_n)$, where $\zeta_n = e^{2\pi i/n}$.

We formulate a generalization of the main theorem of the classical theory of complex multiplication.

**Theorem 2.** Let $\alpha$ be an algebraic integer belonging to an imaginary quadratic field $k$, and let $\alpha \notin \mathbb{Q}$. If $f \in R_n$, then $f(\alpha)$ is contained in the class field of $k$ with conductor $n$.

Let $p$ be a prime, $p \equiv 1 \mod n$. We denote by $M_p(n)$ the set of all $(2 \times 2)$-matrices $A$ over $\mathbb{Z}$ such that $\text{det} A = p$ and $A \equiv E \mod n$. The group $\Gamma(n)$ acts on this set. The inclusion $M_p(n) \rightarrow M_p(1)$ gives rise to the mapping $\varphi : \Gamma(n) \setminus M_p(n) \rightarrow \Gamma \setminus M_p$. We check that $\varphi$ is one-to-one. If $a, b \in M(n)$ and $a = b\gamma$ for a $\gamma \in \Gamma$, then $\gamma \equiv e \mod n$, i.e., $\gamma \in \Gamma(n)$, and, therefore, $\varphi$ is an embedding. If $A \in M_p$, then $A \mod n \in \text{SL}(2, \mathbb{Z}/n)$. It can easily be verified that this homomorphism is surjective (e.g., by decomposing the elements of $\text{SL}(2, \mathbb{Z}/n)$ into elementary matrices). Therefore, $A \equiv \gamma \mod n$ for a $\gamma \in \Gamma$ and $A \gamma^{-1} \in M_p(n)$, Consequently, $\varphi$ is surjective.

Let $G$ be a group acting on a set $X$, let $Y \subset X$, and let $H$ be a subgroup of $G$. Assume that the following conditions are fulfilled:

- (1) if $y_1, y_2 \in Y$ and $g(y_2) = y_1$ for $g \in G$, then $g \in H$;
- (2) $GY$ (i.e., the set of all $x \in X$ of the form $g(y)$ for $g \in G, y \in Y$) $= X$.

Then, by restriction, the embedding $Y \rightarrow X$ gives rise to a map

$$\varphi : G \setminus X \rightarrow H \setminus Y.$$

We claim that $\varphi$ is one-to-one. Since $GY = X$, every $x \in X$ has the form $g(y)$. We put $\varphi(Gx) = Hy$. By condition (1), the class $Hy$ is uniquely determined by the class $Gx$. Let $x_1, x_2 \in X$ and $\varphi(x_1) = \varphi(x_2)$. Then $x_1 = g(y_1), x_2 = g(y_2), y_2 = h(y_1), h \in H$, which, in its turn, means that $Gx_2 = Gx_1$. We apply this to the case where $X = M_p, G = \Gamma, Y = M_p(n)$, and $H = \Gamma(n)$. We have already proved properties (1) and (2).

Using the map $\varphi$, we can easily find that the number of elements in $\Gamma(n) \setminus M_p(n)$ is equal to $p + 1$ and find a system of representatives of the classes; for example, if $n = 1,$
we have:

\[
P_a = \begin{pmatrix}
1 & a \\
0 & p
\end{pmatrix} \pmod{p},
\]

\[
P_\infty = \begin{pmatrix}
p & 0 \\
0 & 1
\end{pmatrix}.
\]

If \( f \in R_n \) and \( g \in M_p(n) \), then the function \( f_g(z) = f(gz) \) depends only on the class \( \Gamma(n)g \). We denote the function \( f_g \), \( g \in \alpha \subset \Gamma(n) \setminus M(n) \), by \( f_\alpha \) and consider the polynomial

\[G_f(T) = \prod_{\alpha \in \Gamma_p(n) \setminus M_p(n)} (T - f_\alpha).\]

**Lemma 1.** \( G_f(T) \in R_n[T] \).

Let \( \gamma \in \Gamma(n) \), and let \( G_f^\gamma(T) \) be the polynomial obtained by applying the transformation \( \gamma \) to all coefficients of \( G_f \). Since \( f_\alpha(\gamma z) = f_{\alpha \gamma}(z) \) and \( \Gamma(n) \) acts by permutations on the set \( \Gamma(n) \setminus M(n) \), we have \( G_f^\gamma(T) = G_f(T) \). To prove that the coefficients of \( G_f \) belong to \( R_n \), it remains to show that the coefficients of their \( q_s \)-expansions at the vertices \( s \in S \) belong to \( \Sigma_n \subset Q(\zeta_n) \).

We consider the case where \( s = \infty \), \( q_s = e^{2\pi i z/n} \). Using the system of representatives \( (2) \), we obtain \( f_\alpha(z) = f(\frac{z + na}{p}) \) and \( f_\infty(z) = f(pz) \). If \( f = u(q_s) \), then \( f_\alpha = u(q_{s\alpha}^{1/p} e^a) \), \( \varepsilon = e^{2\pi i z/p} \), and \( f_\infty = u(q_\infty^a) \). Therefore, the coefficients of the polynomial \( G_f \) can be expanded in powers of \( e^{2\pi i z/n} \) with finite number of negative terms. But these functions are invariant under the action of \( \Gamma(n) \) and, in particular, under the action of the transformation \( z \to z + n \). Consequently, they have series expansions in powers of \( e^{2\pi i z/n} \), and from the above it follows that these series have a finite number of negative terms. It remains to prove that the coefficients of these series lie in the ring \( \Sigma_n \).

By definition, they are integers of the field \( Q(\zeta_n) \), and it suffices to prove that they are contained in \( Q(\zeta_n) \). For every residue \( c \pmod{p} \), the permutations \( f_\alpha \to f_{\alpha c} \), \( f_\infty \to f_\infty \) can be expressed in terms of power series as \( u(q_s^{1/p} \varepsilon^a) \to u(q_s^{1/p} \varepsilon^{ac}) \), i.e., as the automorphism \( \varepsilon \to \varepsilon^c \) of the field \( Q(\zeta_n, \varepsilon)/Q(\zeta_n) \). Therefore, the coefficients appearing in the Lorang expansions of the coefficients of the polynomial \( G_f \) are invariant under these automorphisms, and, consequently, belong to \( Q(\zeta_n) \).

Now, we consider an arbitrary vertex \( s \in S \). Instead of the system of representatives \( (1) \), we consider the system \( P_\alpha = \gamma^{-1} P_{\alpha \gamma} \), where the \( P_\alpha \) are taken from \( (1) \), \( \gamma \in \Gamma \), and \( \gamma s = s \). Then \( q_s(P_{\alpha z}) = q_{\infty}(\gamma^{-1} P_{\alpha \gamma z}) = q_{\infty}(P_{\alpha \gamma z}) \). Therefore, \( q_s(P_{\alpha z}) = q_{s\alpha}^{1/p} \varepsilon^a \) and \( q_s(P_{\alpha z}) = q_{\infty}^{1/p} \varepsilon^a \), all previous arguments remain valid. The lemma is proved.

**Lemma 2.** If \( f \in R_n \), \( \alpha \in k = Q(\sqrt{-d}) \), \( d > 0 \), and \( \alpha \notin Q \), then \( f(\alpha) \) is an algebraic number.

Let \( \alpha = \lambda/\mu \) be the quotient of two integers of the field \( k \), and let \( p \) be a prime in \( k \) of order 1, \( \pi \equiv 1 \pmod{n} \), \( p = N\pi \). The numbers \( \pi \lambda \) and \( \pi \mu \) can be expressed in terms of \( \lambda \) and \( \mu \) by means of the matrix \( M_p(n) \). Consequently, there is \( P \in M_p(n) \) such that \( P(\alpha) = \alpha \). Hence, for each function \( f \in R_n \), we have \( f(P(\alpha)) = f(\alpha) \).

The ring \( R_n \) is of finite type over \( \mathbb{Z} \). Indeed, \( R_n \) is invariant under \( \Gamma / \Gamma(n) \). The elementary symmetric functions of the elements \( f^{\sigma} \), where \( \sigma \in \Gamma / \Gamma(n) \) and \( f \in R_n \), are contained in \( R_1[\zeta_n] \). Therefore, \( R_n \) is integral over \( R_1[\zeta_n] \), and the latter is isomorphic to \( \Sigma_n[j] \). It follows that \( R_n \) is of finite type and has transcendence degree 1. As we saw in the proof of Lemma 1, the map \( f(z) \to f(P(z)) \) gives rise to a homomorphism

\[\chi_p : R_n \to R_{np} \]
The map \( f \to f(\alpha) \) yields homomorphisms \( R_n \to \mathbb{C} \) and \( R_{np} \to \mathbb{C} \), and we have seen that there is \( P \in M_p(n) \) such that the diagram

\[
\begin{array}{ccc}
R_n & \xrightarrow{\chi_p} & R_{np} \\
\downarrow & & \downarrow \\
\mathbb{C} & & \mathbb{C}
\end{array}
\]

is commutative.

If at least one of the values \( f(\alpha) \), where \( f \in R_n \), is transcendent, then the homomorphisms \( R_n \to \mathbb{C} \) and \( R_{np} \to \mathbb{C} \) do not decrease the transcendence degree over \( \mathbb{Q} \) and, therefore, are isomorphisms. However, in this case diagram (3) shows that \( \chi_p \) is the identity map. It remains to prove that this is not the case. Indeed, \( \chi_p f = f \) means that \( f(P(z)) = f(z) \) identically. In particular, \( j(P(z)) = j(z) \), i.e., there is \( \gamma \in \Gamma \) such that \( P(z) = \gamma(z) \), \( \gamma^{-1}P(z) = z \). Now it suffices to choose \( z \) distinct from the fixed points of the transformations \( g \in M_p \) to make the last identity invalid.

**Lemma 3.** The following congruence is valid in the ring \( R_n[T] \):

\[
G_f(T) \equiv (T^p - f(T))^p \mod p. 
\]

Obviously, it suffices to prove that the above congruence is valid if we replace \( f \) by its \( q_s \)-expansion at a vertex \( s \in S \). We check this for \( s = \infty \). The general case is obtained as in the proof of Lemma 1.

Let \( s = \infty \). Then

\[
G_f(T) = (T - f_{\infty}) \prod_a (T - f_a),
\]

\[
f_{\infty}(z) = f(pz), \quad f_a(z) = f(P_a(z)),
\]

where the \( P_a \) are the matrices occurring (2). If \( f = u(q_s) \), then \( f_{\infty}(z) = u(q_s)^p \equiv (u(q_s))^p \mod p \). This follows from the fact that \( p \equiv 1 \mod n \), and, therefore, \( \xi^p \equiv \xi \mod p \) for \( \xi \in \Sigma_n \). Similarly,

\[
f_a(z) = u(q_s^{1/p} \xi^a) \equiv u(q_s^{1/p}) \mod (1 - \varepsilon)
\]

and

\[
\prod (T - f_a) \equiv T^p - u(q_s) \mod (1 - \varepsilon).
\]

Thus,

\[
\prod (T - f_a) \equiv (T - u^p)(T^p - u) \mod (1 - \varepsilon).
\]

Since, on the other hand, the coefficients of all these series are contained in \( \mathbb{Q}(\zeta_n) \) and \( (1 - \varepsilon) \cap \Sigma_n = (p) \), we obtain the congruence (4).

**Proof of the theorem.** Let \( \pi \equiv 1 \mod n \) be a prime of degree 1 in \( \Sigma_n \), let \( \alpha \in k \), and let \( P \in M_p(n) \) be a transformation such that \( P(\alpha) = \alpha \). Then \( G_f(Pf) = 0 \). We replace all the functions by thier values at \( \alpha \). By Lemma 2, we obtain a homomorphism of the ring \( R_{np} \) to the field of all algebraic integers. By Lemma 3, we have the relation

\[
(f(\alpha)^p - f(\alpha))^p \equiv 0 \mod p.
\]

It follows that, for each prime divisor \( \mathfrak{p} \) of \( p \) in the field \( k(f(\alpha)) \), we have \( f(\alpha)^p \equiv f(\alpha) \mod \mathfrak{p} \) (if we exclude a finite number of primes dividing the denominators of the numbers \( f(\alpha) \)). Therefore, almost all prime divisors of degree 1 that split completely in the class field \( k_n \) with conductor \( n \) split completely in the field \( k(f(\alpha)) \). It is well known (see [3], Chapter V, §3, Theorem 2) that this implies the relation \( k(f(\alpha)) \subset k_n \). The theorem is proved. \( \Box \)
Remark 1. Since we can change arbitrarily a finite set of divisors in the proof of the theorem, the requirement \( f \in R_n \) can be relaxed. Namely, it suffices to require that the coefficients of the \( q_n \)-expansions of \( f \) be elements of the field \( \mathbb{Q}(\zeta_n) \) the denominators of which are divisible only by primes from a prescribed finite set \( S \) of prime divisors of this field.

Remark 2. A more accurate calculation of the coefficients of the \( q \)-expansion of \( j \) makes it possible to prove similarly that the values \( j(\alpha) \) are algebraic integers. See [15], Serre’s talk.

§2. SOME SPECIAL SUBGROUPS OF THE MODULAR GROUP

a) Consider the group \( \Gamma_0(2) \) (as usual, \( \Gamma_0 = \left\{ \begin{pmatrix} a & b \\ 0 & d \end{pmatrix} \right\} \) and \( \Gamma_0(n) = \Gamma_0 \cap \Gamma(n) \)). We need explicit equations for the field corresponding to this subgroup. We consider the functions

\[
e_\alpha(\omega_1, \omega_2) = \varphi \left( \frac{a_1 \omega_1 + a_2 \omega_2}{2}, \omega_1, \omega_2 \right), \quad a_1, a_2 \in \mathbb{Z},
\]

where \( a_1 \) and \( a_2 \) are not even simultaneously. These functions depend only on \( \alpha \mod 2 \) and, therefore, there exist three such \( e_\alpha \) with \( \alpha = (1, 0), (0, 1), \) and \( (1, 1) \). We index them by 1, 2, and 3, respectively. The function

\[
\lambda = \frac{e_1 - e_2}{e_1 - e_3}
\]

depends only on \( \frac{a_1}{a_2} \), and it is easy to prove that \( \lambda \) is a modular function of level 2. Under the transformations \( \gamma \in \Gamma \), the functions \( e_i \) undergo all possible permutations, because \( (\Gamma : \Gamma(2)) = |S_3| = 6 \). The function \( \lambda \) transforms to the following six distinct functions:

\[
\lambda, \quad 1 - \lambda, \quad 1/\lambda, \quad 1 - 1/\lambda, \quad 1/(1 - \lambda), \quad \lambda/(1 - \lambda).
\]

Hence \( K_1(\lambda) = K_2 \). There is a subfield in \( K_2/K_1 \) corresponding to \( \Gamma_0(2) \). Since \( (\Gamma_0(2) : \Gamma(2)) = 2 \), we see that this subfield corresponds to a subgroup of order 2 in \( \text{Gal}(K_1(\lambda)/K_1) \). Changing, if necessary, the numeration of \( e_i \), we may assume that this subgroup is generated by the automorphism \( \lambda \mapsto 1 - \lambda \). Then our subfield is generated by the function \( \mu = \lambda(1 - \lambda) \).

Since \( (\Gamma : \Gamma_0(2)) = 3 \), we have \( [K_1(\mu) : K_1] = 3 \), and \( \mu \) satisfies a third degree equation over \( K_1 = \mathbb{C}(j) \).

To find this equation, we use the fact that \( e = e_1, e_2, \) and \( e_3 \) are the roots of the equation

\[
4e^3 - g_2e - g_3 = 0.
\]

By direct calculation, we obtain

\[
\mu = \lambda(1 - \lambda) = \frac{(e_1 - e_2)(e_2 - e_3)}{(e_3 - e_1)^2} = \frac{(e_1 - e_2)(e_2 - e_3)(e_3 - e_1)}{(e_3 - e_1)^6},
\]

\[
\mu^2 = \frac{(e_1 - e_2)^2(e_2 - e_3)^2(e_3 - e_1)^2}{(e_3 - e_1)^6} = -\frac{4(-g_2/4)^3 - 27(-g_3/4)^2}{(e_3 - e_1)^6} = \frac{g_2^3 - 27g_3^2}{4^2(e_3 - e_1)^6},
\]

\[
\mu - 1 = \frac{(e_1 - e_2)(e_2 - e_3)(e_3 - e_1)^1}{(e_3 - e_1)^1} = \frac{e_1e_2 - e_1e_3 - e_2^3 + e_2e_3 - e_3 - 2e_1e_3 - e_1^2}{(e_3 - e_1)^2}
\]

\[
= \frac{e_1e_2 + e_1e_3 + e_2e_3 - e_1^2 - e_2^2 - e_3^2}{(e_3 - e_1)^2} \times \frac{3(e_1e_2 + e_1e_3 + e_2e_3)}{(e_3 - e_1)^2} = -\frac{3g_2}{4(e_3 - e_1)^2},
\]

\[
(\mu - 1)^3 = -\frac{27g_2^3}{4^3(e_3 - e_1)^6}, \quad \frac{(\mu - 1)^3}{\mu^2} = -\frac{3^3g_2^3}{4(g_2^3 - 27g_3^2)} = -\frac{1}{4^4j}, \quad \left( j = \frac{4^3g_2^3g_2^3}{g_2^3 - 27g_3^2} \right),
\]
This means that \((\mu - 1)^3 = -\frac{1}{4\pi}j\mu^2\), \((\mu_1 - 1)^3 = -\frac{1}{4\pi}j\mu_1\), \(\mu_1 = \frac{1}{\mu}\), \(u = 4^2\mu_1\), \(u - 4^2\mu_1 = ju.

(5)

b) \(G\) is a subgroup of \(\Gamma\) such that \(G \supset \Gamma(3)\) and \((\Gamma : G) = 3\). The group \(\Gamma / \Gamma(3) \simeq \text{PSL}(1,\mathbb{F}_3)\) can be regarded as the transformation group of \(\mathbb{P}^1(\mathbb{F}_3)\). We recall that \(|\text{PGL}(1,\mathbb{F}_3)| = 24\) and \(|\text{PSL}(1,\mathbb{F}_3)| = 12\). Hence, the transformations in \(\text{PGL}(1,\mathbb{F}_3)\) induce on \(\mathbb{P}^1(\mathbb{F}_3)\) all permutations in \(S_4\). It is easily seen that \(\text{PSL}(1,\mathbb{F}_3)\) yields even permutations, and thus \(\text{PSL}(1,\mathbb{F}_3) \simeq A_4\). The group \(A_4\) has a normal subgroup of index 3 and order 4 that consists of the permutations \((12)(34), (13)(24),\) and \((14)(23)\). The corresponding normal subgroup of \(\text{PSL}(1,\mathbb{F}_3)\) contains the transformation \(x \mapsto -1/x\) and all conjugate transformations. We denote the corresponding normal subgroup of index 3 in \(\Gamma\) by \(G\). Then \(K \subset K_G \subset K_3\) and \([K_3 : K] = 3\). It is obvious that \(K_G = K(\sqrt[3]{j})\) for some \(f \in K\). We must find \(f\). The Riemann surface \(X_G\) is a three-fold covering of \(X = X_1\). The ramification points of the covering \(X_G \to X_1\) correspond to the fixed points of \(\Gamma / G\) on \(X_G\). In other words, they are the classes of \(G\)-equivalent points on \(H\) fixed under the transformations \(\gamma \in \Gamma\) such that \(\gamma \notin G\). However, only automorphisms of order two and three and automorphisms in parabolic subgroups have fixed points on \(H\).

The group \(G\) contains an automorphism of order 2 since \((\Gamma : G) = 3\). Thus, the covering \(X_G \to X\) has only two ramification points: \(\rho\), where \(\rho^3 = 1\), and \(\infty\). The function \(j\) gives rise to a map from \(X_1\) to \(\mathbb{P}^1(\mathbb{C})\) that takes \(\rho\) to 0 and \(\infty\) to \(\infty\). Indeed, \(j = \frac{4^3\sqrt[3]{j}}{g_2^3 - 27g_3^2}\) and \(g_2 = \sum \frac{1}{\alpha^2}\), where \(\alpha\) runs through the nonzero points of a lattice \(O\) such that \(\rho O = O\). This means that \(g_2 = \sum \frac{1}{(\rho \alpha)^2} = \rho^{-4}g_2\) and \(g_2 = j = 0\). Thus, \(X_G \to X_1\) has two ramification points, 0 and \(\infty\), and, therefore, \(K_G = K_1(\sqrt[3]{j}) = \mathbb{C}(\sqrt[3]{j})\). Consequently, \(\sqrt[3]{j}\) is a modular function of level 3. We denote this function by \(\gamma\).

N. B. It is well known that \(\Gamma\) is a free product of a group of order 2 and a group of order 3 (see [16, §43]). Therefore, \(\Gamma / (\Gamma, \Gamma) \simeq \mathbb{Z}/2 \times \mathbb{Z}/3\). It follows that there exist modular functions \(\varphi\) and \(\psi\) such that \(\sqrt[3]{\varphi}\) and \(\sqrt[3]{\psi}\) belong, respectively, to normal subgroups of index 2 and 3 in \(\Gamma\). We have proved that \(\psi = j\), It can be proved that \(\varphi = j - 4^3 \cdot 3^3\).

c) Schl"afli modular functions. We consider congruence subgroups \(G \supset \Gamma_0(2)\) of levels \(2^k\) with Abelian factors. In other words, \(\Gamma_0(2) \supset G \supset \Gamma(2^k)\) for some \(k\), and \(\Gamma_0(2) / G\) is Abelian. To find them, it suffices to consider the quotient group of \(F = \Gamma_0(2) / \Gamma(2^k)\) by its commutator subgroup for sufficiently large \(k\). The elements of \(F\) can be written in the matrix form

\[
\begin{pmatrix}
    a & b \\
    2c & d
\end{pmatrix}, \quad ad - 2bc = 1, \quad a, b, c, d \in \mathbb{Z} / 2^k.
\]

It is easy to describe the structure of \(F\), by using the fact that, under condition (6), we have \(a \equiv 1 \mod 2\), \(a^{-1} \in \mathbb{Z} / 2^k\), and

\[
\begin{pmatrix}
    a & b \\
    2c & d
\end{pmatrix} = \begin{pmatrix}
    1 & 0 \\
    2c/a & 1
\end{pmatrix} \begin{pmatrix}
    a & 0 \\
    0 & 1/a
\end{pmatrix} \begin{pmatrix}
    1 & b/a \\
    0 & 1
\end{pmatrix}.
\]

We put \(S_\alpha = \begin{pmatrix}
    1 & 0 \\
    2a & 1
\end{pmatrix}\), \(T_\beta = \begin{pmatrix}
    1 & \beta \\
    0 & 1
\end{pmatrix}\), and \(U_\gamma = \begin{pmatrix}
    \gamma & 0 \\
    0 & \gamma^{-1}
\end{pmatrix}\), where \(2\alpha, \beta \in \mathbb{Z} / 2^k\), and \(\gamma \in (\mathbb{Z} / 2^k)^*\). Each element \(f \in F\) can be represented uniquely in the form \(f = S_\alpha U_\gamma T_\beta\), and the multiplication in \(F\) will be given if we describe how to represent the product of two
such elements in the same form. This is determined by the relations
\begin{align}
U_\gamma S_\alpha U^{-1}_\gamma &= S_{\gamma^{-2}\alpha}, \\
T_\beta S_\alpha &= S_{\alpha/1+2\alpha\beta}U_{1/1+2\alpha\beta}T_{\beta/1+2\alpha\beta},
\end{align}
which can be checked directly.

Thus, formulas (7) are defining relations for the group \( F \) generated by the subgroups \{\( S_\alpha, 2\alpha \in 2\mathbb{Z}/2^k \), \( T_\beta, \beta \in \mathbb{Z}/2^k \), and \( U_\gamma, \gamma \in (\mathbb{Z}/2^k)^* \).

We consider the group \( F/(F, F) \), where, as usual, \( (F, F) \) is the commutator subgroup of \( F \).

**Lemma 4.** The group \( F/(F, F) \) is generated by the images \( s \) and \( t \) of the matrices \( S_1 \) and \( T_1 \), respectively. For \( k > 3 \), the defining relations of this group have the form \( s^8 = t^8 = 1 \), \( (st^{-1})^4 = 1 \).

We denote the images of the elements \( S_\alpha, T_\beta, \) and \( U_\gamma \) in \( F/(F, F) \) by \( s_\alpha, t_\beta, \) and \( u_\gamma \), respectively. Relations (7) yield the following defining relations for the group \( F/(F, F) \):
\begin{align}
s_\alpha s_\alpha' &= s_{\alpha+\alpha'}, \\
t_\beta t_\beta' &= t_{\beta+\beta'}, \\
\gamma u_\gamma' &= u_{\gamma\gamma'},
\end{align}
Equation (8) implies that \( s_\alpha = t_\alpha = 1 \) for \( \alpha \equiv 0 \mod 8 \). In what follows, we shall assume that \( \alpha, \beta \in \mathbb{Z}/8 \). Putting \( \alpha = 2 \) and \( \beta \equiv 0(2) \) in (9), we deduce that \( u_\gamma^2 = 1 \) if \( \gamma \equiv 1 \mod 8 \).

Thus, the group \( F/(F, F) \) is finite and has quite simple defining relations. The elements \( u_\gamma \) can take four distinct values \( 1, u_3, u_7, \) and \( u_5 \), and formulas (8) and (9) yield the following complete system of defining relations for \( F/(F, F) \):
\begin{align}
s^2t^2 &= u_3, \\
s^2t^{-2} &= u_7, \\
u_3^2 &= u_7^2 = u_5^2 = 1, \\
s^4 &= u_5, \\
u_3u_7 &= u_5,
\end{align}
where \( s = s_1 \) and \( t = t_1 \). It follows that the group \( F/(F, F) \) is generated by the elements \( s \) and \( t \) satisfying \( s^8 = t^8 = 1 \) and \( (st^{-1})^4 = 1 \). The lemma is proved.

We denote by \( G \) the preimage of the subgroup \( \{st^{-1}\} \subset F/(F, F) \) in \( \Gamma_0(2) \). By Lemma 4, we have \( \Gamma_0(2)/G \cong \mathbb{Z}/8 \). Let \( K^0_2 \) be the field of modular functions with respect to \( \Gamma_0(2) \). Then \( [K_G : K^0_2] = 8 \) and \( K_G = K^0_2(\sqrt{\eta}) \). By Example a), we have \( K^0_2 = \mathbb{C}(\mu) \), and so \( \eta \) is a rational function of \( \mu \). Let us find this function. Arguing as in Example b), we see that the ramification points of the covering \( X_G \to X_{\Gamma_0(2)} \) correspond to the classes of \( G \)-equivalent points \( z \in \bar{H} \) that contain fixed points of the automorphisms \( \gamma \in \Gamma_0(2), \gamma \notin G \). Again we must consider the automorphisms of orders 2 and 3 and the automorphisms in parabolic groups. If \( \gamma \in \Gamma_0(2) \) and \( \gamma^3 = 1 \), then \( \gamma \in G \) because \( (\Gamma_0(2) : G) = 8 \). The automorphisms of order 2 are conjugate in \( \Gamma \). One of them is given by the matrix \( \begin{pmatrix} 1 & -1 \\ 2 & -1 \end{pmatrix} \) and is contained in \( \Gamma_0(2) \). This automorphism is the image of the element \( S_1T_{-1} \) under the homomorphism \( \text{SL}(2, \mathbb{Z}) \to \Gamma \). It can be checked that an automorphism in \( \Gamma_0(2) \) conjugate to the above automorphism in \( \Gamma \) is also conjugate to this automorphism in \( \Gamma_0(2) \). Since \( S_1T_{-1} \in G \), we see that there are no corresponding ramification points.

It remains to consider the ramification points belonging to \( S \). They correspond to the elements of the set \( \Gamma/\Gamma_0(2) \), i.e., \( \mathbb{P}^1(\mathbb{F}_2) \). The group \( \Gamma_0(2) \) acts on the ramification points by translations, and, therefore, the two finite points in \( \mathbb{P}^1(\mathbb{F}_2) \) are equivalent, but \( \infty \) is
not equivalent to them. These two points are unique ramification points of the covering $X_G \to X_{\Gamma_0(2)}$, i.e., they are the zeros and poles of the function $h$.

The preimages of the point $j = \infty$ under the covering $X_{\Gamma_0(2)} \to X_\Gamma$ are the points $\mu = \infty$ and $\mu = 0$. This is seen from (4). Thus, the ramification points of $X_G \to X_{\Gamma_0(2)}$ correspond to the values $\mu = \infty$ and $\mu = 0$. This shows that $\mu = h$, and, therefore, the function $\sqrt[3]{u} = f$ is also a modular function of level 16. This function is called Schlöfli’s modular function.

Remark 1. Using the undetermined coefficients method, we can easily prove that the functions $\sqrt[3]{j}$, $u$, and $f = \sqrt[3]{u}$ have $q$-expansions with coefficients belonging, respectively, to the fields $\mathbb{Q}(\zeta_3)$, $\mathbb{Q}$, and $\mathbb{Q}(\zeta_8)$. This is not immediately obvious only for the function $u$. However, the extension $\mathbb{Q}(u)/\mathbb{Q}(j)$ has degree 3, and there are two points, $u = 0$ and $u = \infty$, over $j = \infty$ having ramification indices 1 and 2, respectively. It follows that the inertia degrees of these points are equal to 1, i.e., the coefficients of the $q$-expansions lie in $\mathbb{Q}$.

Eisenstein’s theorem implies that the denominators of the coefficients of all $q$-expansions of these functions are divisible only by primes from a certain finite set. Theorem 2 shows that, for $\alpha \in k$ such that $\alpha \notin \mathbb{Q}$, the field $k$ is an imaginary quadratic field with class number one, $\sqrt[3]{j}(\alpha) \in k_3$, $u(\alpha) \in k_2$, and $f(\alpha) \in k_{16}$.

Remark 2. In what follows, $k_n$ is regarded as a class field with conductor $n$ (but not as a function of level $n$). The extension $k_n/\mathbb{Q}$ is Galois and coincides with the composite $k k_n^0$, where $k_n^0$ is the maximal real subfield of $k_n$. The functions $\sqrt[3]{j}$, $u$, and $f$ can be normalized so that their values at the points $\alpha \in k$ be real, i.e., lie in $k_n^0$. For this, we must use the fact that the $q$-expansions of $j$,

$$j = \frac{1}{q} + \sum c_n q^n,$$

have real (even integral) coefficients. Therefore, if $z = \frac{1}{2} + it$, then $q$, and, consequently, also $j(z)$ is real. Since $q < 0$, we see that if $t$ is sufficiently large, then $|q|$ is sufficiently small to make $j(z)$ negative. Since $j(\frac{1}{2} + i \frac{\sqrt{3}}{2}) = 0$ and the ray $\frac{1}{2} + it$ with $t > \frac{\sqrt{3}}{2}$ lies in the fundamental region of the group $\Gamma$, we see that $j(z) \neq 0$ on this ray, so that $j(z)$ is negative. We choose the branch of the function $\gamma = \sqrt[3]{j}$ for which $\gamma(\frac{1}{2} + it) < 0$ if $t > \frac{\sqrt{3}}{2}$.

If $j < 0$, then the equation $(u - 16)^3 = ju$ has a unique real root, which is positive. We denote it by $u$, i.e., we define $u$ by the condition that $u(\frac{1}{2} + it)$ is real and $u > 0$ for $t > \frac{\sqrt{3}}{2}$. Similarly, we define $f$ by the condition $f(\frac{1}{2} + it) > 0$ for $t > \frac{\sqrt{3}}{2}$.

Under the above normalizations, the values of the functions $\gamma$, $u$, and $f$ at the points $\alpha \in k$ are real and lie in the corresponding fields $k_n^0$.

§3. List of fields with class number one

We begin with some obvious simplifications of the problem. If an imaginary quadratic field $k$ has class number one and its discriminant is not divisible by 2, then $k = \mathbb{Q}(\sqrt{-1})$ or $k = \mathbb{Q}(\sqrt{-2})$. Indeed, in this case the field $k$ has integral basis of the form 1, $\sqrt{-d}$. Since 2 does not divide the discriminant, we see that (2) = $p^2$ and $Np = 2$. Since $k$ has class number one, we have $p = (\pi) = (x + y\sqrt{-d})$ and $x^2 + dy^2 = 2$. The latter equation has integral solution only if $d$ is 1 or 2.

Thus, except for these two cases, we have $k = \mathbb{Q}(\sqrt{-d})$, where $d \equiv 3$ mod 4, and the integral basis of the field $k$ has the form 1, $\omega$, where $\omega = \frac{1 + \sqrt{-d}}{2}$. If $d \equiv 7$ mod 8, then 2 splits into two prime factors in $k$, and again we have the relation $2 = N(x + y\omega) =$
If \( d > 7 \), then this equation has no integral solutions. It follows that for \( d \neq 7 \) we may assume that \( d \equiv 3 \text{ mod } 8 \).

Finally, we note that the discriminant of a field with class number one must be prime. If \( d = d'd'' \) and \( d \equiv 3 \text{ mod } 4 \), then \( d' \equiv 3 \text{ mod } 4 \) and \( d'' \equiv 1 \text{ mod } 4 \), and it is easy to show that the extension \( \mathbb{Q}(\sqrt{-d'}, \sqrt{-d''})/\mathbb{Q}(\sqrt{-d}) \) is unramified, which, by class field theory, contradicts the fact that the field \( k \) has class number one.

Thus, removing the three fields \( \mathbb{Q}(\sqrt{-1}), \mathbb{Q}(\sqrt{-2}), \text{ and } \mathbb{Q}(\sqrt{-7}) \) from consideration, we may assume that \( k = \mathbb{Q}(\sqrt{-p}) \), where \( p \) is a prime such that \( p \equiv 3 \text{ mod } 8 \). In what follows, all these conditions are assumed to be fulfilled.

**Lemma 1.** Let \( \omega \in k, \omega = \frac{1 + \sqrt{-p}}{2} \). Then \( \gamma(\omega) \in \mathbb{Z} \) (for the definition of \( \gamma \), see §2).

By Theorem 2 in §1, we obtain \( \gamma(\omega) \in k_3 \). In the general case, we have

\[
[k_n : k_1] = |(\mathcal{O}/n\mathcal{O})^* / \mathcal{E}|
\]

where \( \mathcal{O} \) is the ring of integers of \( k \), and \( \mathcal{E} \) is the subgroup of \((\mathcal{O}/n\mathcal{O})^* \) generated by the images of the units of \( k \). In the case of \( k_3 \), we immediately deduce that \([k_3 : k_1] = 2 \) or \( 4 \) depending on whether \( 3 \) splits into two factors in \( k \) or remains prime. On the other hand, since \( \gamma = \frac{\sqrt{7}}{2} \) and \( j(\omega) \in k_1 \), we obtain \( \gamma(\omega) \in k_1 \). Since \( k \) has class number one, we have \( k = k_1 \). Finally, \( \gamma(\omega) \) is real, and so \( \gamma(\omega) \in \mathbb{Q} \). Since \( j(\omega) \) is an algebraic integer, the same is true for \( \gamma(\omega) \). Thus, \( \gamma(\omega) \in \mathbb{Z} \).

**Lemma 2.** \( f(\omega)^2 \in k_2^0 \).

Relation (10) and the condition \( p \equiv 3 \text{ mod } 8 \) imply that \([k_2 : k] = 3 \) and, therefore, \([k_2^0 : \mathbb{Q}] = 3 \). The equation \((u-16)^3 = ju \) can be represented in the form \((u-16)^3 = \gamma^3u \), i.e.,

\[
v^3 - 16 = \gamma v,
\]

where

\[
v = \frac{u - 16}{\gamma}, \quad v^3 = u.
\]

By Theorem 2, we have \( v(\omega) \in k_2 \). The number \( f(\omega)^4 = \sqrt{u(\omega)} = v(\omega)^{3/2} \) belongs, on the one hand, to a quadratic extension \( K \) of the field \( k_2 \), and, on the other hand, to an Abelian extension of \( k \). Therefore, \( K = k_2(\sqrt{\alpha}) \) with \( \alpha \in k_1 \), and either \( f(\omega)^4 \in k_2 \) or \( f(\omega)^8 = \alpha \beta^2 \) with \( \beta \in k_2 \). In the second case, we have \( v(\omega) = \alpha \beta^2 \), whence \( N_{k_2/k}(v(\omega)) = \alpha^3(N_{k_2/k}(\beta))^2 \). However, by (2) we obtain \( N_{k_2/k}(v(\omega)) = 4^2 \) and, consequently, \( \alpha \in (k_2)^2 \), \( K = k_2 \). Thus, \( f(\omega)^4 \in k_2 \) and \( N_{k_2/k}(f(\omega)^4) = 2^2 \), so that \( N_{k_2/k}(f(\omega)^4) = \pm 8^2 \). Since the number \( f(\omega)^4 \) is real and positive and \( N_{k_2/k}(f(\omega)^4) > 0 \), we obtain \( N_{k_2/k}(f(\omega)^4) = 8^2 \). Now, repeating the argument, we arrive at the fact that \( f(\omega)^2 \in k_2 \). Since \( f(\omega) \) is real, we have \( f(\omega)^2 \in k_2^0 \). Lemma 2 is proved.

We have arrived at the following situation. For \( \omega = \frac{1 + \sqrt{-p}}{2} \), the value \( \theta = v(\omega) = \frac{u(\omega)-16}{\gamma(\omega)} \) satisfies the equation

\[
\theta^3 - a \theta - 16 = 0, \quad a = \gamma(\omega) \in \mathbb{Z},
\]

over \( \mathbb{Q} \) and \( \sqrt{\theta} \in \mathbb{Q}(\theta) \).

It turns out that all such cubic irrationalities \( \theta \) can be found easily. We put \( F(T) = T^3 - aT - 16 \). Let \( \theta_1 = \sqrt{\theta} \), and let \( F_1(T) = T^3 + 2aT^2 + 2bT + 4c \) be the minimal polynomial of this number. Then \( F(T^2) = -F_1(T)F_1(-T) \), whence

\[
B = A^2, \quad 4(B^2 - 2AC) + a = 0, \quad C^2 = 4.
\]
Since \( \sqrt{b_1} \in \mathbb{Q}(\theta) \) is real, we have \( -C = N(\sqrt{b_1})^2 > 0 \). Therefore, \( C = -2 \) and 
\[ F_1(T) = T^3 + 2AT^2 + 2B^2 - 4. \]
Similarly, \( F_1(T^2) = -F_3(T)F_2(-T) \), where \( F_2(T) = T^3 + 2pT^2 + 2qT + 2t \). We obtain \( t^2 = 1, 2(q-p^2) = A, \) and \( 2(q^2 - 2p) = A^2 \). Consequently, 
\[ 2(q-p^2)^2 = q^2 - 2p \text{ or } (q-p^2)^2 = 2p^4 - 2p, \]
and, for \( s = q - 2p^2 \), we have 
\[ s^2 = 2p(p^3 - 1). \]
We note that a solution \((s, p)\) of equation (12) determines \( A = 2(q - p^2) \) and \( a = -4(A^2 + 4A) \), and since \( a = \gamma(\omega) \), it also determines \( j(\omega) = a^3 \). Therefore, the number of solutions of equation (12) does not exceed the number of the fields with properties that interest us.

Now, the full list of fields with class number one can be obtained from the following elementary statement.

**Lemma 3.** The equation 
\[ s^2 = 2p(p^3 - 1) \]
has only the following solutions in \( \mathbb{Z} \):
\[ (p, s) = (0, 0), (1, 0), (-1, \pm 2), (-2, \pm 6). \]

Indeed, we know 9 fields with class number one, which have the discriminants \(-3, -4, -7, -8, -11, -19, -43, -67, \) and \(-163 \). All the fields, except the three ones with discriminants \(-4, -8, \) and \(-7 \), correspond to the solutions of the above equation, and each field is uniquely determined by the corresponding solution. But the total number of solutions is also 6. Therefore, there are six fields with class number one and discriminant distinct from \(-4, -8, \) and \(-7 \).

**Proof of Lemma 3.** We have \( s = 0 \) if \( p \) is equal to 0 or 1 and \( s = \pm 2 \) if \( p = -1 \). Let \( s \neq 0, \pm 2 \). We may assume that \(|p| > 1 \). Since \( p \) is prime to \( p^3 - 1 \), we have the following possible cases: a) \( p \) is a square, b) \(-p \) is a square, c) \( 2p \) is a square, and d) \(-2p \) is a square.

a) In this case \( p^3 - 1 = 2v^2, p^3 = N(1 + \sqrt{-2}) \). Thus, \( 1 + \sqrt{-2} = (a + b\sqrt{-2})^3 \) and \( 1 = a(a^2 - 6b^2) \). The latter equation has only the solution \( a = 1, b = 0 \), i.e., \( p = 1 \), which contradicts the condition \(|p| > 1 \).

b) \(-p = q^2 \) and \( 1 - p^3 = 1 + q^6 = 2v^2 \), i.e., \( 2v^2 = (1 + q^2)(\rho + q^2)(\rho^2 + q^2) \). All three factors are relatively prime because they are not divisible by \( \sqrt{-3} \). Therefore, two of them are squares and one is twice a square. Since \( \rho + q^2 \) and \( \rho^2 + q^2 \) are conjugate, we see that they must be squares, \( \pm(\rho + q^2) = (a + b\rho)^2 \). Hence \( \pm 1 = b(2a - b) \) and \( \pm q^2 = a^2 - b^2 \). For + signs, we obtain \( b = \pm 1, a = \pm 1, \) and \( q = 0 \), which is impossible because \( 1 + q^6 = 2v^2 \). For - signs, we have \( b = \pm 1, a = 0, \) and \( q = \pm 1 \), arriving at the solutions \( p = -1, \ s = \pm 2 \).

c) In this case we have \( p^3 - 1 = v^2 \) and \( p^3 = (1 + iv)(1 - iv) \). Here, \( v \) must be even because otherwise \( p^3 \equiv 0(2) \) and \( p^3 \not\equiv 0(8) \). It follows that the factors must be relatively prime. Consequently, \( 1 + iv = (a + bi)^3 \) and \( 1 = a(a^2 - 3b^2) \), i.e., \( a = 1, b = 0, \) and \( p = 1 \), i.e., \( 2p \) is not a square.

d) In this case we deal with the equation \( 1 - p^3 = v^2 \).

Euler found all rational solutions of this equation. He proved that if \( p \neq 0 \), then the solutions are exhausted by \( v = \pm 3, \ p = -2, \ s = \pm 6 \). Euler’s proof can be found in [15] (Borel’s talk). The lemma is proved.
Finally, we obtain the following one-to-one correspondence between the fields with class number one and discriminant $-d \equiv 3 \mod 8$ and the solutions $(p, s)$ of equation (3):

<table>
<thead>
<tr>
<th>$-d$</th>
<th>3</th>
<th>11</th>
<th>19</th>
<th>43</th>
<th>67</th>
<th>163</th>
</tr>
</thead>
<tbody>
<tr>
<td>$p$</td>
<td>0</td>
<td>-1</td>
<td>1</td>
<td>-2</td>
<td>-1</td>
<td>-2</td>
</tr>
<tr>
<td>$s$</td>
<td>0</td>
<td>-2</td>
<td>0</td>
<td>-6</td>
<td>2</td>
<td>6</td>
</tr>
</tbody>
</table>

Theorem 1 is proved.

All who wrote about this topic (Deuring [11], Siegel [17]) pointed out the striking fact that not only a field with class number one determines an integral point on the curve given by equation (13), but also each integral point of this curve corresponds to such a field. This shows that this elliptic curve plays the role of a "moduli space" for the imaginary quadratic fields with class number one (see a discussion of "moduli spaces" in [18 Chapter 5, §1]).

Seemingly, Heegner’s success was due to the fact that he constructed the first example of this notion. This guess is confirmed by the fact that, for the case of imaginary quadratic fields with class number two and an even discriminant, the three elliptic curves given by the equations $x^3 + 3x = y^2$, $x^3 + 3x = 2y^2$, and $9x^4 - 1 = 2y^2$ (i.e., the union of the sets of integral points) play the same role. Here, the integral points of the first curve correspond to the fields $\mathbb{Q}(\sqrt{-5})$, $\mathbb{Q}(\sqrt{-13})$, and $\mathbb{Q}(\sqrt{-37})$; the integral points of the second curve correspond to the fields $\mathbb{Q}(\sqrt{-10})$ and $\mathbb{Q}(\sqrt{-58})$, and the integral points of the third curve correspond to the field $\mathbb{Q}(\sqrt{-22})$. As in the case of fields with class number one (the condition $p > 7$), the field with a small discriminant $\mathbb{Q}(\sqrt{-6})$ is studied "by hand" separately (see [19]).

It should be noted that, refining his method, Stark determined all fields with class number two (without any restriction on the discriminant, see [20]).
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