GENERALIZED COCOMMUTATIVITY OF SOME HOPF ALGEBRAS AND THEIR RELATIONSHIP WITH FINITE FIELDS

S. YU. SPIRIDONOVA

ABSTRACT. Semisimple finite-dimensional Hopf algebras with only one summand of dimension not equal to one are considered. The group of group-like elements in the dual Hopf algebra is assumed to have minimal order and to be cyclic. Under these restrictions it is proved that the Hopf algebra is cocommutative up to numerical coefficients in the comultiplication and the antipode. A natural relationship is established between such Hopf algebras and finite fields, and it is proved that these Hopf algebras exist only for \( n = p^k - 1 \), where \( n \) is the order of the group of group-like elements in the dual Hopf algebra, \( p \) is prime, and \( k \) is a positive integer.

§1. INTRODUCTION

The Hopf algebras are of interest as structures that combine the notions of algebra and coalgebra and, like groups, they possess an antipode that takes any element to its inverse (see [4]). In particular, the classification of semisimple finite-dimensional Hopf algebras over algebraically closed fields is of interest. It is known that all semisimple (co)commutative Hopf algebras are either group algebras or dual to them [4]. At the same time, the question concerning the non(co)commutative algebras remains open. The semisimple Hopf algebras with only one summand of dimension not equal to one represent the simplest noncommutative case. The classification of the Hopf algebras of the class next in order of complexity, namely, those with several summands of pairwise distinct dimensions not equal to one, was reduced in [3] to the case of one summand of dimension not equal to one.

As was shown in [4, §3.1], the one-dimensional summands in the semisimple decomposition correspond to group-like elements of the dual Hopf algebra.

If we restrict ourselves to algebras with only one irreducible summand of dimension not equal to one, then any such algebra over an algebraically closed field \( k \) has the form

\[
H = \bigoplus_{h \in G} ke_h \oplus \text{Mat}(n, k)E,
\]

where \( G = G(H^*) \) is the group of group-like elements of \( H^* \), and the set \( \{e_h, h \in G\} \) is a system of orthogonal central idempotents in \( H \).

In the general form, the semisimple Hopf algebras over an algebraically closed field of characteristic not dividing the dimension of the algebra were considered in [1]. As was shown in [1, §§1, 2], the comultiplication in an algebra of the form (1.1) looks like this:

\[
\Delta(x) = \begin{cases} 
\sum_{h} ((h \rightarrow x) \otimes e_h + e_h \otimes (x \leftarrow h)) + \Delta'(x), & x \in \text{Mat}(n, k), \\
\sum_{f \in G} e_f \otimes e_{f^{-1}h} + \Delta_h, & x = e_h,
\end{cases}
\]
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where
\[ \Delta_h = [1 \otimes (h^{-1} \to)] \Delta_1 = [(\leftarrow h^{-1}) \otimes 1] \Delta_1 \in \text{Mat}(n, k) \otimes \text{Mat}(n, k) \]
for all \( h \in G \), the element \( \Delta_1 \) corresponds to the unit element in the group \( G \), and
\[ \Delta' : \text{Mat}(n, k) \to \text{Mat}(n, k) \otimes \text{Mat}(n, k) \]
is an algebra homomorphism not preserving the unity. Moreover, the left and right actions \( f \to x \) and \( x \leftarrow f \) of the elements \( f \in H^* \) on \( x \in H \) are given by the following rule: if
\[ \Delta(x) = \sum x(1) \otimes x(2), \]
then
\[ f \to x = \sum x(1)\langle f, x(2) \rangle, \quad x \leftarrow f = \sum \langle f, x(1) \rangle x(2). \]
Next, the order of \( G = G(H^*) \) divides \( n^2 \), because the number of one-dimensional summands divides the dimension of the algebra (see [1 §3.1]) and \( \dim(H) = |G| + n^2 \). The case of maximal order, \( |G| = n^2 \), occurs if and only if \( \Delta' = 0 \) (see [1 §4]). The algebras of that type were classified in [2]. If \( \Delta' \neq 0 \), then the order of the group \( G \) is equal to \( nq \), where \( q \) divides \( n \) (see [1 §9]).

In the present paper, we study the case where the group \( G \) has minimal order \( n \) and is cyclic. The case of a cyclic group \( G \) of an arbitrary order \( n \) generalizes the case of algebras of the type \((1, p; p, 1)\) treated in [5], i.e., algebras of the form \((1,1)\) with prime \( n = p \). That case was completely described in [5], where it was proved that, for \( p > 2 \), the condition \( p = 2^k - 1 \) is fulfilled for some natural \( k \).

The main result of the present paper shows that Hopf algebras with a cyclic group \( G \) of minimal order may exist only for \( n = p^k - 1 \) and only in a specific form, namely, when they are cocommutative in a certain wide sense. A Hopf algebra of the form \((1,1)\) is said to be cocommutative in the wide sense if for any indices \( i, j, k, l, p, q \) the symmetric coefficients \( \omega_{klpq}^{ij} \) and \( \omega_{pqkl}^{ij} \) are both equal to zero, or are both not equal to zero. Here the coefficients \( \omega_{klpq}^{ij} \) determine the algebra homomorphism \( \Delta' \):
\begin{equation}
(1.2) \quad \Delta'(E_{ij}) = \sum_{k, i, p, q = 1}^{n} \omega_{klpq}^{ij} E_{kl} \otimes E_{pq}.
\end{equation}
The algebra that is not cocommutative in the wide sense is said to be strongly nonco-
commutative. As was shown in [6 §7], a Hopf algebra of the form \((1,1)\) is cocommutative if and only if the homomorphism \( \Delta' \) is cocommutative, which means that the symmetric coefficients \( \omega_{klpq}^{ij} \) and \( \omega_{pqkl}^{ij} \) are equal for all indices. Thus, the class of Hopf algebras of the form \((1,1)\) that are cocommutative in the wide sense does include the class of cocommutative algebras.

In [2] we present some auxiliary definitions and statements from [1] and [6].

In [3] we show that with every Hopf algebra \( H \) of the form \((1,1)\) with \( \dim(H) = n(n+1) \) we can naturally associate a certain multiplicative group \( M_H \) of order \( n+1 \) on which multiplication is given in accordance with the comultiplication in \( H \). Moreover, an operation of addition can be introduced on the group \( M_H \), which is linked with multiplication by several relations similar to distributivity in a field. Next, in [3] we prove that a Hopf algebra is cocommutative in the wide sense if and only if the corresponding multiplicative group \( M_H \) is Abelian.

In [4] we show that if a Hopf algebra is cocommutative in the wide sense, then the corresponding structure \( M_H \) is a field. This enables us to conclude that Hopf algebras that are cocommutative in the wide sense exist only for \( n = p^k - 1 \), where \( p \) is prime.
and \( k \) is a positive integer. Also in \([1]\) we introduce a homomorphism \( M_H \rightarrow S_n \) and consider the case where \( H \) is strongly noncommutative.

In \([5]\) using the group \( M_H \) and the homomorphism mentioned above, we prove that all the Hopf algebras of the form \((1.1)\) are cocommutative in the wide sense; thus, they exist only for \( n = p^k - 1 \), where \( n \) is prime and \( k \) is natural.

§2. Auxiliary definitions and statements

In the Hopf algebras \((1.1)\) under consideration, the coassociativity of comultiplication is equivalent to the following conditions on \( \Delta' \) (see \([1] \S\S1, 2\)):

\[
(1 \otimes \Delta')\Delta_1 = (\Delta' \otimes 1)\Delta_1,
\]
\[
(2.1)
\]
\[
\Delta'(x \leftarrow h) = [\langle \leftarrow h \rangle \otimes 1]\Delta'(x),
\]
\[
(2.2)
\]
\[
[1 \otimes (h \rightarrow)]\Delta'(x) = \Delta'(h \rightarrow x),
\]
\[
(2.3)
\]
\[
[1 \otimes (\leftarrow h)]\Delta'(x) = [(h \rightarrow) \otimes 1]\Delta'(x),
\]
\[
(2.4)
\]
\[
[\Delta'(E) \otimes E][y \otimes \Delta_1] = [(\Delta' \otimes 1)\Delta'(y)][E \otimes \Delta_1],
\]
\[
(2.5)
\]
\[
(\Delta_1 \otimes E)[(1 \otimes \Delta')\Delta'(y)] = [\Delta_1 \otimes y][E \otimes \Delta'(E)],
\]
\[
(2.6)
\]
\[
[\Delta'(E) \otimes E][(1 \otimes \Delta')\Delta'(x)] = [(\Delta' \otimes 1)\Delta'(x)][E \otimes \Delta'(E)],
\]
\[
(2.7)
\]

for all \( x \in \text{Mat}(n,k) \), \( h \in G \), where \( E \) denotes the identity matrix in \( \text{Mat}(n,k) \).

Moreover, in \([1]\) \S4 it was shown that the actions \( \rightarrow \) and \( \leftarrow \) of the group \( G \) on \( H \) can be represented in the form

\[
h \rightarrow x = A_h x A_h^{-1}, \quad x \leftarrow h = B_h x B_h^{-1},
\]

where the matrices \( A_h, B_h \in GL(n, k) \) and \( h \in G \) satisfy

\[
A_h A_f = \lambda_h f A_h f, \quad \lambda_h f \in k^*,
\]
\[
B_h = \omega_h U A_h^{-1} U^{-1}, \quad \omega_h \in k^*,
\]
\[
(2.10)
\]
\[
\text{tr} A_h = n \delta_{e,h},
\]

\( U \in GL(n, k) \) being a (skew-)symmetric matrix.

Moreover, the antipode in \( H \) has the form

\[
S(x) = \begin{cases} 
U x^t U^{-1}, & x \in \text{Mat}(n,k), \\
e_h^{-1}, & x = e_h,
\end{cases}
\]

and for \( \Delta_1 \) we have

\[
\Delta_1 = \frac{1}{n} \sum_{i,j=1}^n E_{ij} \otimes S(E_{ji}),
\]

where the \( E_{ij} \) are matrix units. Next, in view of \([1]\) \S1, yet another condition

\[
(2.12)
\]
\[
\mu(1 \otimes S)\Delta'(x) = \mu(S \otimes 1)\Delta'(x) = 0
\]

is imposed on the antipode and the homomorphism \( \Delta' \).

Thus, to endow a semisimple finite-dimensional algebra of the form considered with the structure of a Hopf algebra, it is necessary to specify the matrices \( A_h, B_h, h \in G \), the matrix \( U \), and the algebra homomorphism \( \Delta' \) in such a way that all the above conditions be fulfilled.

In \([6]\), it was proved that if the group \( G \) is cyclic, then there exists a basis in which the matrix \( U \) is monomial, i.e.,

\[
U = \sum_{r=1}^n u_r E_{r \sigma(r)},
\]
\[
(2.13)
\]
where $\sigma \in S_n$ is a permutation of order 2. At the same time, in that basis, the two matrices $A_g$ and $B_g$, where $g$ is a generator of the group $G$, have a diagonal form; moreover, the entries on the diagonals are distinct roots of unity:

$$A_g = \begin{pmatrix} \lambda_1 & 0 & \cdots & 0 \\ 0 & \lambda_2 & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \cdots & \lambda_n \end{pmatrix}, \quad B_g = \begin{pmatrix} \lambda_{\sigma(1)} & 0 & \cdots & 0 \\ 0 & \lambda_{\sigma(2)} & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \cdots & \lambda_{\sigma(n)} \end{pmatrix},$$

where $\lambda_i$, $i = 1, \ldots, n$, are distinct roots of unity of degree $n$.

If we consider the algebra homomorphism $\Delta'$ in the general form (1.2), then the conditions (2.1)–(2.7) are equivalent to the following system of conditions on the coefficients $\omega_{klpq}^{ij}$ and the entries of the matrix $U$ (see [6]):

\begin{align*}
(2.14) & \quad \frac{u_i}{u_j} \omega_{klpq}^{\sigma(i)\sigma(j)} = \frac{u_p}{u_q} \omega_{ijp}^{\sigma(p)\sigma(q)} = \frac{u_k}{u_l} \omega_{pqij}^{\sigma(k)\sigma(l)} \quad \text{for all } i, j, k, l, p, q; \\
(2.15) & \quad \text{if } \frac{\lambda_{\sigma(i)}}{\lambda_{\sigma(j)}} \neq \frac{\lambda_{\sigma(k)}}{\lambda_{\sigma(l)}}, \text{ then } \omega_{klpq}^{ij} = 0 \quad \text{for all } p, q; \\
(2.16) & \quad \text{if } \frac{\lambda_{\sigma(p)}}{\lambda_{\sigma(q)}} \neq \frac{\lambda_k}{\lambda_l}, \text{ then } \omega_{klpq}^{ij} = 0 \quad \text{for all } i, j; \\
(2.17) & \quad \text{if } \frac{\lambda_i}{\lambda_j} \neq \frac{\lambda_p}{\lambda_q}, \text{ then } \omega_{klpq}^{ij} = 0 \quad \text{for all } k, l; \\
(2.18) & \quad \omega_{klpq}^{ij} \omega_{ijp}^{\sigma(p)\sigma(q)} = \frac{u_p}{u_q} \omega_{pqij}^{\sigma(k)\sigma(l)} = \frac{u_k}{u_l}; \\
(2.19) & \quad \omega_{klpq}^{ij} \omega_{stuv}^{\sigma(i)\sigma(j)} = \omega_{stuv}^{ij} \omega_{uvpq}^{\sigma(i)\sigma(j)} \quad \text{for nonzero coefficients.}
\end{align*}

Moreover, the form of $\Delta'(E_{ij})$ simplifies in the case where $i = j$:

$$\Delta'(E_{ii}) = \sum_{k, p=1}^n \omega_{kkpp}^{ij} E_{kk} \otimes E_{pp},$$

where every coefficient $\omega_{kkpp}^{ij}$ is equal either to 0 or to 1.

For completeness, we mention statements from [6] without proofs.

**Proposition 2.1.** If the summand $E_{kk} \otimes E_{pp}$ in $\Delta'(E_{ii})$ occurs in the decomposition (2.20) with a nonzero coefficient, then in all other $\Delta'(E_{jj})$ the coefficient of this element $E_{kk} \otimes E_{pp}$ is equal to 0.

**Proposition 2.2.** In $\Delta'(E_{ij})$, the coefficient of a certain $E_{ku} \otimes E_{pv}$ in the decomposition (1.2) is not equal to zero if and only if in $\Delta'(E_{ii})$ the coefficient of $E_{kk} \otimes E_{pp}$ in (2.20) is equal to 1. Symmetrically, in $\Delta'(E_{ij})$ the coefficient of a certain $E_{ul} \otimes E_{vq}$ in (1.2) is not equal to zero if and only if in $\Delta'(E_{jj})$ the coefficient of $E_{ll} \otimes E_{qq}$ in (2.20) is equal to 1.

**Proposition 2.3.** In a Hopf algebra of the form (1.1), for any $i$ and $j$ there are precisely $n - 1$ nonzero coefficients in the decomposition (1.2). Moreover,

1) for any $k \neq i$, precisely one coefficient $\omega_{klpq}^{ij}$ is different from zero;
2) for any $p \neq i$, precisely one coefficient $\omega_{klpq}^{ij}$ is different from zero;
3) for any $l \neq j$, precisely one coefficient $\omega_{klpq}^{ij}$ is different from zero;
4) for any $q \neq j$, precisely one coefficient $\omega_{klpq}^{ij}$ is different from zero.
Proposition 2.4. In a Hopf algebra of the form (1.1) with a matrix $U$ as in (2.13), the following six conditions on the coefficients in the general decomposition (1.2) are equivalent:

1) $\omega_{klpq}^{ij} \neq 0$,  
2) $\omega_{ij}^{kl} \sigma(p) \sigma(q) \neq 0$,  
3) $\omega_{pq}^{kl} \sigma(k) \sigma(l) \neq 0$,  
4) $\omega_{ij}^{kl} \sigma(p) \sigma(q) \neq 0$,  
5) $\omega_{pq}^{kl} \sigma(k) \sigma(l) \neq 0$,  
6) $\omega_{ij}^{kl} \sigma(p) \sigma(q) \sigma(k) \sigma(l) \neq 0$.

Since, after permutation of vectors in the canonical basis, $A_g$ and $B_g$ remain diagonal and $U$ remains monomial, there is no loss of generality in assuming that

$$(2.21) A_g = \sum_{i=1}^{n} \epsilon^i E_{ii},$$

where $\epsilon$ is a primitive root of degree $n$ of unity.

Proposition 2.5. In a Hopf algebra of the form (1.1) with a matrix $A_g$ as in (2.21) and a matrix $U$ as in (2.13), the following statement is valid: if $\omega_{klpq}^{ij} \neq 0$, then

$$i - j = p - q, \quad \sigma(p) - \sigma(q) = k - l, \quad \sigma(k) - \sigma(l) = \sigma(i) - \sigma(j),$$

where the addition (subtraction) is meant modulo $n$.

We introduce another auxiliary definition.

Definition 2.1. We say that a permutation $\sigma \in S_n$ preserves difference if for any $i,j \in \{1,2,\ldots,n\}$, we have $\sigma(i) - \sigma(j) = i - j \pmod{n}$.

As was shown in [6], for a permutation $\sigma \in S_n$ from (2.13) the following statement is valid.

Proposition 2.6. If a Hopf algebra of the form (1.1) with a matrix $A_g$ as in (2.21) is cocommutative in the wide sense, then the corresponding permutation $\sigma \in S_n$ from (2.13) preserves difference.

§3. The group $M_H$

Suppose a Hopf algebra of the form (1.1) is given for some $n$. Consider the set $M = \{1,2,\ldots,n\}$ and add an element $\epsilon$ to it: $M^\epsilon = \{\epsilon,1,2,\ldots,n\}$. On the set $M^\epsilon$, we can introduce an operation of multiplication related naturally to the comultiplication in the Hopf algebra $H$. Let $k,p \in M^\epsilon$. We set

$$k *_H p = \begin{cases} 
i \quad \text{such that} \quad \omega_{kkpp}^{ii} \neq 0 & \text{if} \quad k,p \neq \epsilon, k \neq \sigma(p), \\
\epsilon & \text{if} \quad k,p \neq \epsilon, k = \sigma(p), \\
k & \text{if} \quad p = \epsilon, \\
p & \text{if} \quad k = \epsilon. \end{cases}$$

Since

$$\sum_{j=1}^{n} \Delta'(E_{jj}) = \Delta'(E) = \sum_{s,t:s \neq \sigma(t)}^{n} E_{ss} \otimes E_{tt},$$

it follows that $k *_H p$ exists for any $k,p \in M^\epsilon$, and, by Proposition 2.1 this element is defined uniquely. Now we can rewrite (2.20) in the form

$$(3.2) \Delta'(E_{ii}) = \sum_{k,p \neq \epsilon \atop k *_H p = i} E_{kk} \otimes E_{pp},$$
and, by Proposition 2.5 for the nondiagonal matrix units we have

\[ \Delta'(E_{i(i+1)}) = \sum_{k,p \neq \epsilon \atop k*H p = i} \omega^{i(i+1)}_{k(k+\sigma(p)+t)-\sigma(p)p(p+t)} E_{k(k+\sigma(p)+t)-\sigma(p)} \otimes E_{p(p+t)}. \]  

Using Proposition 2.3 we conclude that the coefficients \( \omega \) in (3.3) are all nonzero.

**Theorem 3.1.** For a Hopf algebra \( H \) as in (1.1), the structure \( M_H = (M^\epsilon, \ast_H) \) is a group with respect to the operation \( \ast_H \) defined in (3.1).

**Proof.** From (3.1) it is seen that \( \epsilon \) is a unit element with respect to \( \ast_H \). Moreover, every element in \( M^\epsilon \) has an inverse: \( \sigma(k) \) is an inverse of \( k \neq \epsilon \) and an inverse of \( \epsilon \). It remains to prove the associativity of this operation. We prove that \( s \ast_H (u \ast_H p) = (s \ast_H u) \ast_H p \) for any \( s, u, p \in M^\epsilon \). If at least one of \( s, u, \) and \( p \) is equal to \( \epsilon \), then the proof is trivial; therefore, we may assume that \( s, u, p \neq \epsilon \).

Case 1. Suppose \( s, u, p \neq \epsilon, s \neq \sigma(u) \) and \( u \neq \sigma(p) \), \( s \neq \sigma(u \ast_H p) \). Then \( i = s \ast_H (u \ast_H p) \) is an element of \( M \subset M^\epsilon \), so that we can consider the matrix unit \( E_{ii} \). We apply relation (2.7) to it, obtaining

\[ \sum_{s', u', p' \neq \epsilon \atop s' \neq \sigma(u')} E_{s's'} \otimes E_{u'u'} \otimes E_{p'p'} = \sum_{s'', u'', p'' \neq \epsilon \atop u'' \neq \sigma(p'')} E_{s''s''} \otimes E_{u''u''} \otimes E_{p''p''}. \]

Since the indices of the tensor triple \( E_{ss} \otimes E_{uu} \otimes E_{pp} \) satisfy the relations under the summation sign on the left-hand side, this triple occurs in (3.4) on the left. Consequently, it occurs in (3.4) on the right, and, therefore, satisfies the relations under summation sign on the right. In particular, \((s \ast_H u) \ast_H p = i\).

Case 1b. Let \( s, u, p \neq \epsilon, s \neq \sigma(u) \) and \( u \neq \sigma(p) \), \( s \neq \sigma(u \ast_H p) \). Then \( i = (s \ast_H u) \ast_H p \) is an element of \( M \subset M^\epsilon \), so that we can consider the matrix unit \( E_{ii} \). We apply relation (2.7) to it, obtaining (3.4). Since the indices of the tensor triple \( E_{ss} \otimes E_{uu} \otimes E_{pp} \) satisfy the relations under the summation sign on the right-hand side of (3.4), this triple occurs in (3.4) on the right. Consequently, it occurs in (3.4) on the left as well, thus satisfying the relations under the summation sign on the left. In particular, \((s \ast_H (u \ast_H p) = i\).

Case 1c. Let \( s, u, p \neq \epsilon, s \neq \sigma(u) \) and \( u \neq \sigma(p) \), \( s \neq \sigma(u \ast_H p) \) and \( s \neq \ast_H u = \sigma(p) \). Then \( s \ast_H (u \ast_H p) = (s \ast_H u) \ast_H p = \epsilon \).

Case 2a. Let \( s, u, p \neq \epsilon, s \neq \sigma(u) \), and \( u \neq \sigma(p) \). We prove that

\[ s \ast_H (\sigma(s) \ast_H p) = (s \ast_H \sigma(s)) \ast_H p. \]

We have \( p \) on the right. Let \( x = \sigma(s) \ast_H p \). This means that \( \omega_{\sigma(s) \sigma(s)}^x \neq 0 \). Using Proposition 2.4, we deduce that \( \omega_{\sigma(s) \sigma(s)}^x \neq 0 \), i.e., \( p = s \ast_H x \), as required.

Case 2b. Let \( s, u, p \neq \epsilon, s \neq \sigma(u) \), \( u = \sigma(p) \). The analysis is similar to that in case 2a.

Case 3. Let \( s, u, p \neq \epsilon, s = \sigma(u) \), and \( u = \sigma(p) \). It is required to prove that \( s \ast_H (\sigma(s) \ast_H s) = (s \ast_H \sigma(s)) \ast_H s \). We use the relations \( s \ast_H \sigma(s) = \sigma(s) \ast_H s = \epsilon \) and \( \epsilon \ast_H s = s \ast_H \epsilon = s \).

Moreover, \( M \) is a group with respect to addition modulo \( n \), where \( n \) plays the role of zero. We set

\[ k + \epsilon = \epsilon + k = \epsilon \]

for any \( k \in M^\epsilon \). Then, in \( M^\epsilon \), the operation + is associative and commutative, \( n \) is the unit element, and an inverse exists for each element except for \( \epsilon \).
As was mentioned above, in the Hopf algebra $H$, the coefficients of the form
\[
\varphi_{k(k+\sigma(p+t)-\sigma(p))p(p+t)},
\]
where $k \neq \sigma(p)$ and $k \ast_H p = i$, and only they, are different from zero. By Proposition 2.2, this implies that
\[
(3.6) \quad (k + \sigma(p + t) - \sigma(p)) \ast_H (p + t) = k \ast_H p + t
\]
for all $k \neq \sigma(p), k, p, t \in M$.

Also, Proposition 2.5 shows that
\[
(3.7) \quad \sigma(k \ast_H p + t) - \sigma(k \ast_H p) = \sigma(k + \sigma(p + t) - \sigma(p)) - \sigma(k)
\]
for any $k, p, t \neq \epsilon, k \neq \sigma(p)$.

**Theorem 3.2.** A Hopf algebra $H$ as in (1.1) is cocommutative in the wide sense if and only if the group $M_H$ is Abelian.

**Proof.** If a Hopf algebra is cocommutative in the wide sense, then the definition (3.1) immediately implies that the group $M_H$ is Abelian. Now we prove the “if” part. First, we prove that for any $t \in M$ there exists $k \in M$ such that $\sigma(k + t) - \sigma(k) = t$. For any $t$, there exist distinct $k_1, k_2 \in M$ such that $\sigma(k_1 + t) - \sigma(k_1) = \sigma(k_2 + t) - \sigma(k_2)$. This follows from the fact that, at $n$ points from 1 to $n$, the expression $\sigma(k + t) - \sigma(k)$ as a function of $k$ can take only $(n-1)$ values, namely, from 1 to $n-1$. Now we rewrite (3.6) in the form
\[
\sigma(p + t) - \sigma(p) = (k \ast_H p + t) \ast_H \sigma(p + t) - k
\]
and substitute $\sigma(k_1) \ast_H k_2$ for $p$ and $k_1$ for $k$. We get
\[
\sigma(\sigma(k_1) \ast_H k_2 + t) - \sigma(\sigma(k) \ast_H k_2) = (k_1 \ast_H \sigma(k_1) \ast_H k_2 + t) \ast_H \sigma(\sigma(k_1) \ast_H k_2 + t) - k_1.
\]
Using the relations $k_1 \ast_H \sigma(k_1) = e$, $\sigma(k_1) \ast_H k_2 + t = (\sigma(k_1) + \sigma(k_2 + t) - \sigma(k_2)) \ast_H (k_2 + t)$ and property (3.6), we can rewrite (3.8) in the form
\[
(k_2 + t) \ast_H \sigma[(\sigma(k_1) + \sigma(k_2 + t) - \sigma(k_2)) \ast_H (k_2 + t)] - k_1
\]
\[
= (k_2 + t) \ast_H \sigma[(\sigma(k_1) + \sigma(k_1 + t) - \sigma(k_1)) \ast_H (k_2 + t)] - k_1
\]
\[
= (k_2 + t) \ast_H \sigma(k_2 + t) \ast_H (k_2 + t) - k_1 = t.
\]
Thus, for $k(t) = \sigma(k_1) \ast_H k_2$ we obtain $\sigma(k(t) + t) - \sigma(k(t)) = t$.

Now we use (3.6) and the fact that $M_H$ is Abelian:
\[
(3.6) \quad (k + \sigma(p + t) - \sigma(p)) \ast_H (p + t) = k \ast_H p + t = p \ast_H k + t
\]
\[
= (p + \sigma(k + t) - \sigma(k)) \ast_H (k + t) = (k + t) \ast_H (p + \sigma(k + t) - \sigma(k))
\]
for any $k, p, t$. For $k$ we take the element $k(t)$ for which $\sigma(k(t) + t) - \sigma(k(t)) = t$. Now the right factors cancel, and we obtain $\sigma(p(t) - \sigma(p)) = t$ for any $p$ and $t$. Therefore, we see that (3.6) takes the form
\[
\Delta'(E_{i(i+1)}) = \sum_{k,p \neq \epsilon, k \ast_H p = i} \varphi_{k(k+t)p(p+t)} E_{k(k+t)} \otimes E_{p(p+t)}.
\]
Since the sum on the right is symmetric, we conclude that the Hopf algebra $H$ is cocommutative in the wide sense.

Now we prove that if the structure $M_H$ exists, then conditions (3.6) and (3.7) ensure the existence of a Hopf algebra and, in a sense, they determine it uniquely. 

\[\Box\]
Theorem 3.3. Let $M^e$ be the multiplicative group of order $n+1$ in which the elements are enumerated in a one-to-one manner by the elements of $M^e$; moreover, the unit element $e \in M^e$ is associated with $e \in M^e$, and the following relations are valid for all $k, p, t \in M^e$:

\[(3.12) \quad \Delta'(E_{i(t+i)}) = \sum_{k, p \neq \epsilon, k \neq p} E_{k(k+\sigma(p+t)-\sigma(p))} \otimes E_{p(p+t)},\]

where the sum of two elements $m_{i_1}, m_{i_2} \in M^e, i_1, i_2 \in M^e$, is defined in accordance with the rule $m_{i_1} + m_{i_2} = m_{i_1 + i_2}$. Then up to the values of nonzero entries in the matrix $U$ and nonzero coefficients $\omega$ and $\Delta'$, there exists a unique Hopf algebra $H$ such that the enumeration $M^e \mapsto p \in M_e$ of elements of the group $M^e$ is an isomorphism between the multiplicative groups $M^e$ and $M^e_H$.

Proof. We define multiplication on the set $M^e$: $k \star p = s$ if $m_k \cdot m_p = m_s$. Since $M^e$ is a group, it follows that $(M^e, \star)$ is also a group, and $e$ is the unit element relative to the operation $\star$. Moreover, by the definition of $\star$, the enumeration of elements of the group $M$ is an isomorphism of the groups $M^e$ and $(M^e, \star)$.

We prove that there exists a unique Hopf algebra $H$ of the form (1.1) such that $(M^e_H, \star_H) = (M^e, \star)$. We recall that there is no loss of generality in assuming that the matrix $A_g$, where $g$ is a generator of the group $G$ as in (1.1), is equal to (2.21).

Existence. We find a permutation $\sigma$ that determines the matrix $U$ by (2.13). We set $\sigma(t), t \in M$, equal to the element $s \in M$ satisfying $m_t = (m_s)^{-1}, m_s, m_t \in M^e$. Note that $\sigma$ defined in this way is a permutation of order 2. Moreover, $\sigma(t)$ is the inverse element for $t \in M$ relative to the operation $\star$. In the matrix (2.13), we set $u_i = 1, 1 \leq i \leq n$, and for the role of $\Delta'$ we take the mapping

\[(3.11) \quad \Delta'(E_{i(t+i)}) = \sum_{k, p \neq \epsilon, k \neq p} E_{k(k+\sigma(p+t)-\sigma(p))} \otimes E_{p(p+t)},\]

where $i, t \in M$. Note that for $t = n \in M$, from (3.11) we get

\[(3.12) \quad \Delta'(E_{ii}) = \sum_{k, p \neq \epsilon, k \cdot p = i} E_{kk} \otimes E_{pp}.\]

One can verify straightforwardly that $\Delta'$ defined in this way is a homomorphism. We prove that the matrices $A_g$ and $U$ and the homomorphism $\Delta'$ as above satisfy conditions (2.14)–(2.19) and (2.12).

We show that formulas (2.14), namely,

\[\sigma(i)\sigma(j) \quad \omega_{klpq}^{\sigma(i)\sigma(j)} = \omega_{ijkl}^{\sigma(p)\sigma(q)} = \omega_{pqij}^{\sigma(k)\sigma(l)},\]

are fulfilled for all $i, j, k, l, p, q \in M$. Since, by (3.11), the coefficients can take only two values, 0 or 1, it suffices to verify that they are equal to zero or are not equal to zero simultaneously.

Note that the operation $+ \circ M^e$ and the permutation $\sigma$ on $M$ are defined so that conditions (3.9) and (3.10) for elements of $M^e$ imply conditions (3.6) and (3.7) for elements of $M^e$, where the operation $\star_H$ is applied instead of the operation $\star$. The definition (3.11) shows that the coefficient $\omega_{klpq}^{\sigma(i)\sigma(j)}$ is nonzero if and only if

\[l = k + \sigma(p + t) - \sigma(p), \quad q = p + t, \quad \text{where} \quad t = \sigma(j) - \sigma(i).\]
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Moreover, \( k \ast p = \sigma(i) \) and (3.6) implies \( l \ast q = \sigma(j) \). From (3.7) we obtain \( j - i = \sigma(l) - \sigma(k) \). Thus, \( \omega_{klpq}^{\sigma(i)\sigma(j)} \) is nonzero if and only if
\[
\sigma(k) - \sigma(l) = i - j, \quad k - l = \sigma(p) - \sigma(q), \\
p - q = \sigma(i) - \sigma(j), \quad k \ast p = \sigma(i), \quad l \ast q = \sigma(j).
\]
Similarly, for \( \omega_{ijkl}^{\sigma(p)\sigma(q)} \neq 0 \) we have
\[
\sigma(i) - \sigma(j) = p - q, \quad i - j = \sigma(k) - \sigma(l), \\
\sigma(p) - \sigma(q) = k - l, \quad i \ast k = \sigma(p), \quad j \ast l = \sigma(q).
\]
If \( \omega_{pqij}^{\sigma(k)\sigma(l)} \neq 0 \), then
\[
\sigma(p) - \sigma(q) = k - l, \quad p - q = \sigma(i) - \sigma(j), \\
i - j = \sigma(k) - \sigma(l), \quad p \ast i = \sigma(k), \quad q \ast j = \sigma(l).
\]
It is clear that the first three conditions for all three coefficients coincide. The equivalence of the three pairs of the remaining conditions follows from the fact that \((M^\epsilon, \ast)\) is a group.

Similarly, we can check conditions (2.15)–(2.18). Instead of condition (2.19), we check condition (2.7), equivalent to (2.19). On the left-hand side in (2.7), we have
\[
(\Delta'(E) \otimes E)[(1 \otimes \Delta') \Delta'(E_{i(i+t)})]
= (\Delta'(E) \otimes E) \left[ \sum_{u \neq \sigma(v), v \neq \sigma(w)} \frac{E_{u(\sigma(v+w)-\sigma(w))}}{E_{w(u+t)}} \otimes E_{v(u+v-\sigma(w))} \right]
= (\Delta'(E) \otimes E) \left[ \sum_{u \neq \sigma(v), v \neq \sigma(w)} E_{u(\sigma(v+w)-\sigma(w))} \otimes E_{v(u+v-\sigma(w))} \right]
= \sum_{u, v, w \neq \sigma(v), v \neq \sigma(w)} E_{u(\sigma(v+w)-\sigma(w))} \otimes E_{v(u+v-\sigma(w))} \otimes E_{w(u+t)}.
\]

On the right-hand side, we have
\[
[(\Delta' \otimes 1) \Delta'(E_{i(i+t)})](E \otimes \Delta'(E))
= \sum_{k', w' \neq \sigma(v), v \neq \sigma(w)} (\sum_{k \ast w' = i} E_{k'(\sigma(v'+\sigma(w'+t)-\sigma(w'))}) \otimes E_{w'(u'+t)} \otimes (E \otimes \Delta'(E))
= \sum_{k', w' \neq \sigma(v), v \neq \sigma(w)} (\sum_{k \ast w' = i} E_{k'(\sigma(v'+\sigma(w'+t)-\sigma(w'))}) \otimes E_{w'(u'+t)} \otimes (E \otimes \Delta'(E))
= \sum_{u', v', w' \neq \sigma(v), v \neq \sigma(w)} E_{u'(\sigma(v'+\sigma(w'+t)-\sigma(w'))} \otimes E_{v'(u'+\sigma(w'+t)-\sigma(w'))} \otimes E_{w'(u'+t)}
\]

From the associativity in the group \((M^\epsilon, \ast)\), it follows that any triple of indices \( u, v, w \) occurring in the first sum occurs in the second. Let \( u = u', v = v', w = w' \). Then (3.7) implies the formula
\[
u + \sigma(v \ast w + t) - \sigma(v \ast w) = u' + \sigma(v' + \sigma(w' + t) - \sigma(w')) - \sigma(v').
\]
Consequently, all indices in the corresponding tensor triples coincide, which proves (2.7).

We prove that condition (2.12) is fulfilled:

\[ \mu(1 \otimes S)(\Delta'(E_{i(i+t)})) = \mu(1 \otimes S) \left( \sum_{k,p \neq \epsilon \atop k \neq p = i} E_{k(k+\sigma(p+t)−\sigma(p))} \otimes E_{p(p+t)} \right) \]

\[ = \sum_{k,p \neq \epsilon \atop k \neq p = i} E_{k(k+\sigma(p+t)−\sigma(p))} E_{\sigma(p+t)\sigma(p)} = 0, \]

because \( k + \sigma(p + t) - \sigma(p) = \sigma(p + t) \) if and only if \( k = \sigma(p) \), i.e., \( k \neq p = \epsilon \). Similarly, \( \mu(S \otimes 1)(\Delta'(E_{i(i+t)})) = 0 \). Thus, condition (2.12) is also valid, and the matrices \( A_g \) and \( U \) and the homomorphism \( \Delta' \) determine a Hopf algebra \( H \).

To complete the proof of existence, it remains to note that \( M_H = (M^\epsilon, \ast) \) by (3.11).

**Uniqueness.** Suppose that there exist two Hopf algebras such that \( M_{H_1} = M_{H_2} = (M^\epsilon, \ast) \). Then the permutations \( \sigma_{H_1} \) and \( \sigma_{H_2} \) are equal, because \( \sigma_{H_1}(t) = t_{H_1}^{-1} = t_{H_2}^{-1} = \sigma_{H_2}(t) \), \( t \in M \). Then the matrices \( U_{H_1} \) and \( U_{H_2} \) coincide up to the values of nonzero elements. Finally, the homomorphisms \( \Delta'_{H_1} \) and \( \Delta'_{H_2} \) coincide up to the values of nonzero coefficients \( \omega \), because formulas (3.2)–(3.3) are valid for them, where the operations \( \ast_{H_1} \) and \( \ast_{H_2} \) coincide with the operation \( \ast \).

\[ \square \]

§4. The permutation \( \sigma \) and the homomorphism of \( M_H \) to \( S_n \)

Consider a Hopf algebra \( H \) of the form (1.1) and the corresponding group \( M_H \) with operations \( + \) and \( \ast_H \). For a while, we interchange the multiplicative and additive notation of the operations. We shall denote the operation \( + \) on the elements of \( M^\epsilon \) by \( \times \), and the operation \( \ast_H \) by \( +_H \).

**Theorem 4.1.** If the permutation \( \sigma \) corresponding to a Hopf algebra \( H \) as in (1.1) preserves difference, then \( (M^\epsilon, +_H, \times) \) is a field.

**Proof.** If \( \sigma \) preserves difference, then we have \( \sigma(p + t) = \sigma(p) + t \) for any \( p, t \in M \). Condition (3.6) is converted to the distributivity of addition with respect to multiplication:

\[ (k + t) \ast_H (p + t) = k \ast_H p + t \]

for any \( k, p, t \neq \epsilon, k \neq \sigma(p) \). Note that, by the definition (3.5), condition (4.1) is in fact fulfilled for any \( k, p, t \in M^\epsilon \). We also note that if \( \sigma \) preserves difference, then condition (3.7) is converted to the simple identity \( t = t \). If the operations are denoted as was mentioned above, relation (4.1) becomes the usual distributivity of multiplication with respect to addition:

\[ k \times t +_H p \times t = (k +_H p) \times t \]

for any \( k, p, t \in M^\epsilon \). Since \( (M, \times) \) is a commutative (cyclic) group, to prove that \( (M^\epsilon, +_H, \times) \) is a field it remains to establish that the group \( (M^\epsilon, +_H) \) is Abelian. Note that \( (M^\epsilon, +_H, \times) \) is a near-field, i.e., its elements form a group with respect to addition, the nonzero elements form a group with respect to multiplication, and at least one distributivity holds true (see, e.g., [8]). We invoke the result of [7] saying that the additive group of a finite near-field is always Abelian, to conclude that \( (M^\epsilon, +_H) \) is Abelian. Thus, \( (M^\epsilon, +_H, \times) \) is a field.

\[ \square \]

**Corollary 4.1.** A Hopf algebra of the form (1.1) is cocommutative in the wide sense if and only if the corresponding \( \sigma \) preserves difference.
Proof. The “only if” part was proved in Proposition 2.6 and the “if” part follows from Theorem 4.1 because \((M^e, +_H)\) is an Abelian group, and thus, in the previous notation, \(M_H\) is an Abelian group with respect to \(*_H\). By Theorem 3.2, this implies that the corresponding Hopf algebra is cocommutative in the wide sense. □

Combining Theorems 3.3 and 4.1 with Corollary 4.1 we get the following statement.

**Corollary 4.2.** For any \(n = p^m - 1\), where \(p\) is prime and \(m\) is a positive integer, the number of Hopf algebras of the form (1.1) that are cocommutative in the wide sense is equal to the number of ways of defining multiplication on the residue group \(Z_{p^m - 1} = \{1, 2, \ldots, p^m - 1\}\), cyclic with respect to addition, so that, upon adding zero and interchanging the operations of multiplication and addition, the resulting structures \(F = Z_{p^m - 1} \cup \{0\}\) are (isomorphic) fields. Moreover, two different (isomorphic) fields on \(Z_{p^m - 1} \cup \{0\}\) lead to different \(\Delta'\). For \(n \neq p^m - 1\), there are no Hopf algebras of the form (1.1) that are cocommutative in the wide sense.

For a Hopf algebra \(H\) of the form (1.1) and the corresponding group \(M_H\), we define a mapping \(\tau : M_H \to S_n, k \mapsto \tau_k\), by setting \(\tau_k(r) = \sigma(k + r) - \sigma(k)\), \(r \in M\), for \(k \in M\) and \(\tau_e = \text{id} \in S_n\). Condition (3.7) means that \(\tau\) is a homomorphism of the group \(M_H\) to \(S_n\), because the left-hand side of (3.7) contains \(\tau_{k_H^p(t)}\) by definition, and the right-hand side contains \((\tau_k \circ \tau_p)(t)\), where \(\circ\) is the usual composition of permutations. We also note that (3.6) can be written as

\[(k + \tau_p(t)) *_H (p + t) = k *_H p + t.\]

We prove several claims.

**Proposition 4.1.** \(\tau_k(n) = n\) for any \(k \in M_H\).

Proof. By the definition of \(\tau_k\) with \(k \neq e\) we have

\[\tau_k(n) = \sigma(k + n) - \sigma(k) = \sigma(k) - \sigma(k) = n.\]

**Proposition 4.2.** \(\tau_{a+k}(s - k) = \tau_a(s) - \tau_a(k)\) for any \(a, k, s \in M\).

Proof. \(\tau_{a+k}(s - k) = \sigma(a + s) - \sigma(a + k) = \sigma(a + s) - \sigma(a) - (\sigma(a + k) - \sigma(a)) = \tau_a(s) - \tau_a(k)\).

**Proposition 4.3.** The permutation \(\sigma\) preserves difference if and only if the kernel of the homomorphism \(\tau\) is nontrivial.

Proof. If \(\sigma\) preserves difference, then \(\tau_k(r) = \sigma(k + r) - \sigma(k) = r\) for any \(k, r \in M\), i.e., \(\text{Ker} \tau = M_H\). Now we prove the “if” part. Suppose there exists \(k \in M\) such that \(\tau_k(r) = \sigma(k + r) - \sigma(k) = r\) for any \(r \in M\). We take arbitrary \(x, y \in M\). Then, since \(M\) is an additive cyclic group, there exist \(r_1, r_2 \in M\) such that \(x = k + r_1, y = k + r_2\). Then \(\sigma(x) - \sigma(y) = \sigma(k + r_1) - \sigma(k + r_2) = \sigma(k) + r_1 - (\sigma(k) + r_2) = r_1 - r_2 = x - y\).

**Proposition 4.4.** If \(\sigma\) does not preserve difference, then (3.6) follows from (3.7).

Proof. We deduce from (4.3) that \(\tau\) is an embedding of \(M_H\) in \(S_n\). Then (3.6) is equivalent to the fact that \(\tau_{k + \tau_p(r)} *_H p + t = \tau_{k H^p + r}\). Since \(\tau\) is a homomorphism, we have

\[\tau_{k + \tau_p(r)} *_H p + t = \tau_{k H^p + r} \circ \tau_{p + r}\]

It remains to prove that \(\tau_{k + \tau_p(r)} \circ \tau_{p + r} = \tau_{k + \tau_p(r)}\):

\[\tau_{k + \tau_p(r)} \circ \tau_{p + r}(s - r) = \tau_{k + \tau_p(r)}(\tau_{p + r}(s) - \tau_{p + r}(r))
\]

\[= \tau_{k}(\tau_{p}(s)) - \tau_{k}(\tau_{p}(r))
\]

\[= \tau_{k H^p}(s) - \tau_{k H^p}(r)
\]

\[= \tau_{k H^p + r}(s - r),\]
where \( s \), and thus, \( s - r \), ranges over the entire set \( M \).

As was shown in Corollary 4.3, the permutation \( \sigma \) that does not preserve difference corresponds to the strong noncocommutativity of the Hopf algebra \( H \) of the form (1.1). By Proposition 4.3, this means that, in a strongly noncocommutative Hopf algebra \( s \), the group \( M_H \) is isomorphic to a non-Abelian subgroup of \( S_n \) the elements of which have the form \( v_{-(\sigma(k))} \circ \sigma \circ v_k \), where \( \sigma \) is certain permutation of order two in \( S_n \) that is common for all the subgroup and \( v_x \) is the translation that takes any \( t \in M \) to \( t + x \).

§5. THE COMMUTATIVITY OF \( M_H \) AND THE COCOMMUTATIVITY OF \( H \) IN THE WIDE SENSE

Consider a Hopf algebra \( H \) of the form (1.1) and the corresponding group \( M_H \) with operations + and \( *_H \).

Lemma 5.1. \( \sigma(q) - \sigma(p + \sigma(n)) \), where \( q = (p + \sigma(n)) *_H n \) ranges over all \( M \setminus \{n\} \) for \( p \) ranging over all \( M \setminus \{n\} \).

Proof. We have the following chain of relations:
\[
\begin{align*}
\sigma(q) - \sigma(p + \sigma(n)) &= \sigma((p + \sigma(n)) *_H n) - \sigma(p + \sigma(n)) \\
&= \sigma(n) *_H \sigma(p + \sigma(n)) - \sigma(p + \sigma(n)) \\
&= [\sigma(n) + \tau_{\sigma(p + \sigma(n))}(-\sigma(p + \sigma(n)))] *_H [\sigma(p + \sigma(n)) + (-\sigma(p + \sigma(n)))] \\
&= [\sigma(n) + \sigma(n) - \sigma(p + \sigma(n))] *_H n = (\sigma(n) - p) *_H n.
\end{align*}
\]

The third relation in this chain is obtained from (3.5) for \( k' = \sigma(n), p' = \sigma(p + \sigma(n)), t' = -\sigma(p + \sigma(n)) \), and the fourth relation follows from the definition of \( \tau \). Note that \( (\sigma(n) - p) *_H n \in M \setminus \{n\} \) for \( p \in M \setminus \{n\} \). Moreover, for \( p_1 \neq p_2, p_1, p_2 \in \{1, 2, \ldots, n-1\} \) we have \( (\sigma(n) - p_1) *_H n \neq (\sigma(n) - p_2) *_H n \). Otherwise, multiplying this relation from the right by \( \sigma(n) \) and subtracting \( \sigma(n) \) from the two sides, we get \( p_1 = p_2 \). Also we have
\[
(\sigma(n) - p) *_H n = \begin{cases} 
\epsilon, & p = n, \\
\epsilon, & p = \epsilon.
\end{cases} \quad \Box
\]

Theorem 5.1. All Hopf algebras of the form (1.1) are cocommutative in the wide sense and exist only if \( n = p^k - 1 \), where \( p \) is prime and \( k \) is a positive integer.

Proof. We argue by contradiction. Let \( H \) be a strongly noncocommutative algebra of the form (1.1). Then the group \( M_H \) corresponding to it is non-Abelian. By Corollary 4.3, \( \sigma \) does not preserve difference, and, by Proposition 4.3, \( \tau \) is an isomorphism. We consider an arbitrary \( p \in M \setminus \{n\} \) and set \( q = (p + \sigma(n)) *_H n \). Note that \( q \in M \setminus \{n\} \). Consider the permutation \( \tau_q \) on an element \( r \in M \). Using the definition of \( \tau \) and Proposition 4.2 we do the following calculations:
\[
\tau_q(r) = \tau_{(p + \sigma(n)) *_H n}(r) \\
= \tau_{p + \sigma(n)}(\tau_n(r)) \\
= \tau_{p + \sigma(n)}(\sigma(r) - \sigma(n)) \\
= \tau_p(\sigma(r)) - \tau_p(\sigma(n)) \\
= \sigma(p + \sigma(r)) - \sigma(p) - \sigma(p + \sigma(n)) + \sigma(p) \\
= \sigma(p + \sigma(r)) - \sigma(p + \sigma(n)).
\]

Since \( \tau_q(r) = \sigma(q + r) - \sigma(q) \) by definition, we obtain
\[
\sigma(q + r) - \sigma(q) = \sigma(p + \sigma(r)) - \sigma(p + \sigma(n)).
\]
We transfer $\sigma(p + \sigma(r))$ to the left-hand side and $\sigma(q)$ to the right-hand side. Note that now the left-hand side can be written as $\tau_{p+\sigma(r)}(q + r - p - \sigma(r))$. Thus, we get

$$\tau_{p+\sigma(r)}(q + r - p - \sigma(r)) = \sigma(q) - \sigma(p + \sigma(n)).$$

Now we apply $\tau_{p+\sigma(r)}$ to the two sides and subtract $q - p$, obtaining

(5.2) \hspace{1cm} r - \sigma(r) = \tau_{p+\sigma(r)}(\sigma(q) - \sigma(p + \sigma(n))) + p - q

for any $p, r \in M, p \neq n, q = (p + \sigma(n)) \ast_H n$. Note that the left-hand side does not depend on $p$. Let $C$ be the number of pairwise distinct values of the expression $r - \sigma(r)$, where $r$ ranges over $M$. Note that when $r$ ranges over all the set $M$, the subscripts of the permutation $\tau_{p+\sigma(r)}$ also ranges over all of $M$. Thus, $\tau_{p+\sigma(r)}(\sigma(q) - \sigma(p + \sigma(n)))$ runs through the entire orbit of the element $\sigma(q) - \sigma(p + \sigma(n))$. The addition of $p - q$, which is constant relative to $r$, does not affect the number of pairwise distinct values.

We see that the order of the orbit of the element $\sigma(q) - \sigma(p + \sigma(n))$ is equal to $C$, i.e., to the number of pairwise distinct values of the right-hand side, and does not depend on $p$.

By Lemma 5.1, any $x \in \{1, 2, \ldots, n - 1\}$ can uniquely be represented in the form $\sigma(q) = \sigma(p + \sigma(n))$, where $p \in \{1, 2, \ldots, n - 1\}$. Since, as we have checked, the order of the orbit of any such element is equal to $C$, we conclude that the order of the orbit of any $x \in \{1, 2, \ldots, n - 1\}$ is equal to $C$.

Now we analyze more closely how the set $\{1, 2, \ldots, n\}$ is split into orbits under the action of the group of permutations $\tau_k, k \in M_H$. From Proposition 4.1 it follows that $\text{Orb}(n) = \{n\}$. The above arguments show that the set $\{1, 2, \ldots, n - 1\}$ is split into orbits having $C$ elements each. This implies that $C$ divides $n - 1$. Moreover, the order of an orbit always divides the order of the acting group. In the case under consideration, we conclude that $C$ divides $|M_H| = n + 1$. As a common divisor of $n - 1$ and $n + 1$, $C$ may be equal only to 1 or 2.

The case of $C = 1$. We have $\tau_x(y) = y$ for any $y \in \{1, 2, \ldots, n\}$ and any $x \in M_H$. Proposition 4.3 implies that $\sigma$ preserves difference, which, by Corollary 4.1, is equivalent to the fact that $M_H$ is Abelian, a contradiction.

The case of $C = 2$. For any $x \in \{1, 2, \ldots, n\}$, the permutation $\tau_x$ is expanded into a product of independent cycles of length at most 2 each. Indeed, if the length of some independent cycle is greater than 2, then, applying the powers of the permutation $\tau_x$ to any element $t$ of this cycle, we conclude that the order of the orbit of $t$ is greater than 2. Therefore, $(\tau_x)^2 = \tau_x^2 = \text{id}$ and, since $\tau$ is an isomorphism, $x^2 = e$ for any $x \in M_H$. Take any two elements $a, b \in M_H$ and consider their commutator. Since $a^{-1} = a, b^{-1} = b, (a \ast_H b)^{-1} = a \ast_H b$, we have

$$a \ast_H b \ast_H a^{-1} \ast_H b^{-1} = a \ast_H b \ast_H a \ast_H b = e.$$

Thus, the group $M_H$ is Abelian, a contradiction.
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