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COMPLEX WKB METHOD FOR A DIFFERENCE SCHRÖDINGER

EQUATION WITH THE POTENTIAL BEING

A TRIGONOMETRIC POLYNOMIAL

A. FEDOTOV AND E. SHCHETKA

Dedicated to the memory of Vladimir Savel’evich Buslaev

Abstract. The difference Schrödinger equation ψ(z + h) + ψ(z − h) + v(z)ψ(z) =
Eψ(z), z ∈ C, is considered; here h is a positive number, E is the spectral parameter,
and v is a trigonometric polynomial. The asymptotics of its entire solutions is studied
as h → 0.

§1. Introduction

We consider the difference Schrödinger equation

(1.1) ψ(z + h) + ψ(z − h) + v(z)ψ(z) = Eψ(z), z ∈ C,

where h > 0 is a fixed number, E ∈ C is the spectral parameter, and v is an analytic
function. Our aim is to study the asymptotics of analytic solutions of (1.1) as h → 0.

Note that, formally, f(z ± h) = e±h d
dz f(z), and thus, the small parameter becomes a

factor in front of the derivative. Therefore, it turns out to be a quasiclassical parameter.
We remind that, to study the quasiclassical asymptotics of solutions of the differential

Schrödinger equation

(1.2) −h2 d
2ψ

dz2
(z) + v(z)ψ(z) = Eψ(z), z ∈ C,

with an analytic potential v, the complex WKB method is employed, see [5]. With
its help one constructs analytic solutions having simple asymptotic behavior in certain
canonical domains in the complex plane.

For the first time, the quasiclassical asymptotics of entire solutions of difference equa-
tions in the complex plane were studied in [2]. The authors suggested an analog of
the complex WKB method for equation (1.1) with v(z) = 2 cos z, the Harper equation,
well-known in the solid state physics, see, e.g., [3]. They formulated the definition of a
canonical domain and proved the main theorem of the method, which establishes the ex-
istence of an entire solution having a simple asymptotic behavior in a canonical domains.
However, the proof of that theorem turned out to be rather involved and was carried out
only for the Harper equation and for two special classes of canonical domain.

In [6], we used some ideas of [4] to treat equation (1.1) with general analytic potentials
v and suggested a new, relatively simple way to prove the existence theorem for analytic
solutions having a simple asymptotic behavior in a bounded canonical domain.
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In the present paper we turn to the case of unbounded canonical domains. Our analysis
strongly depends on the behavior of all the analytic and geometric objects at infinity,
and we only consider the potentials v that are trigonometric polynomials,

(1.3) v(z) =
n∑

k=−m

cke
ikz, m, n > 0, cn, c−m �= 0.

Difference equations with such potentials arise, for example, in the theory of diffraction,
see, e.g., [1], and, as it has already been mentioned, in the solid state physics.

§2. The main theorem of the complex WKB method

Here, for the difference equations under consideration, we formulate the main theorem
of the complex WKB method and describe the plan and the leading ideas of its proof.
First, we recall an analog of that theorem for the differential equation (1.2).

2.1. The case of the differential equation (1.2). We begin with the definitions of
the analytic and geometric objects needed to formulate the main theorem. For simplicity,
we assume that v is an entire function.

The multivalued analytic function p defined by the relation

p2(z) + v(z) = E, z ∈ C,

is called the complex momentum. We note that the branch points of p are simultaneously
its zeros and the turning points for equation (1.2). We say that a set in the complex
plane is regular if it contains no branch points of p.

Let γ ⊂ C be a regular oriented simple smooth curve, and let p be a branch of the
complex momentum analytic on it. The curve γ is said to be canonical with respect to
the branch p if the derivative of Im

∫ z
p(z) dz along γ is positive at any point of γ.

Let K ⊂ C be a regular domain, let p be a branch of the complex momentum analytic
in K, and let z∗ be a point of the boundary of K. We say that the domain K is canonical
with respect to p if for any z ∈ K there exists a curve γ ⊂ K canonical with respect to
p and going from z to z∗.

Theorem 2.1. Let K ⊂ C be a domain canonical with respect to a branch p of the
complex momentum, and let z0 ∈ K. Then, for sufficiently small h, equation (1.2) has
entire solutions ψ± such that in K we have the asymptotic representations

ψ±(z) =
e±

i
h θ(z)+O(h)√

p(z)
, θ(z) =

∫ z

z0

p dz, h → 0,

where the error estimate is locally uniform in z ∈ K.

Note that θ is called the action. The further details can be found in [5].

2.2. The case of the difference equation (1.1). We begin with formulating the
definitions of the main analytic and geometric objects.

2.2.1. We define the the complex momentum p by the relation

(2.1) 2 cos p(z) + v(z) = E, z ∈ C.

Now, p is a multivalued function, and its branch points satisfy the equation±2+v(z) = E.
We say that a set is regular if in that set we have E − v(z) �= ±2.

Properties of the complex momentum are described in Subsection 3.1. For example,
in Subsection 3.1.1 we list all its branches analytic in a given regular domain, and in
Subsection 3.1.2 we describe the asymptotics of p(z) as Im z → ±∞.
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2.2.2. Canonical curves. For z ∈ C we put x = Re z, y = Im z. A curve γ ⊂ C is said to
be vertical if, on γ, z is a piecewise continuously differentiable function of y = Im z.

Let γ be a regular vertical curve, let z = z(y) along γ, let z0 ∈ γ, and let p be a branch
of the complex momentum analytic on γ. The curve γ is canonical with respect to p if
on γ we have

(2.2)
d Im θ0(z(y))

dy
> 0 and

d Im θπ(z(y))

dy
< 0,

where

(2.3) θ0(z) =

∫ z

z0

p dz and θπ(z) =

∫ z

z0

(p− π) dz.

At the discontinuity points of the derivative of z(.), these inequalities should be fulfilled
for the its left and right derivatives.

In this paper we usually consider infinite canonical curves along which y = Im z grows
from −∞ to ∞. If we consider a finite or semi-infinite canonical curve, we say this
explicitly.

For v of the form (1.3), in Subsection 3.2.2 we prove the following.

Lemma 2.1. Let γ be a curve canonical with respect to a branch p of the complex
momentum. For a suitable definition of arg c−m (the definition depends only on p), the
distance from z ∈ γ to the strip

Π+(p) =
{
z ∈ C :

arg c−m

m
< x <

arg c−m + π

m

}
tends to zero as Im z → +∞.

Note that a canonical curve γ may go to +i∞ either inside the strip Π+(p), or outside
of this strip, approaching its boundary. The behavior of the canonical curves at −i∞
is described similarly, but now the role of Π+(p) is played by the strip of the form
Π−(p) =

{
z ∈ C : − arg cn

n < x < − arg cn+π
n

}
.

2.2.3. In this paper we define and discuss only the canonical domains containing infinite
canonical curves.

We say that a domain is horizontally connected if, for any two its points with equal
imaginary parts, the segment of straight line that connects them is located in this domain.
A domain is said to be horizontally bounded if the absolute values of the real parts of all
its points are bounded by one and the same constant.

Let K ⊂ C be a regular, horizontally connected, and horizontally bounded domain,
and let p be a branch of the complex momentum analytic in K. We say that K is
canonical with respect to p if for any z ∈ K there is a curve γ ⊂ K canonical with
respect to p and such that z ∈ K.

For the Harper equation, three examples of canonical domains can be found in [2].
Their horizontal boundedness is related to the geometry of the set of the branch points
of the complex momentum. In the present paper, we do not discuss the existence and
global geometry of canonical domains, simply including the condition of their horizontal
boundedness in the definition.

For v of the form (1.3), in Subsection 3.3.1 we prove the next statement.

Lemma 2.2. Let K be a domain canonical with respect to a branch p of the complex
momentum. Then:
• there exist two vertical curves such that the left boundary of the strip Π+(p) is the
asymptote for one of them, its right boundary is the asymptote for the second curve, and
the domain K is located between these two curves;
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• K can be extended to a canonical domain containing two vertical curves such that the
left boundary of the strip Π+(p) is the asymptote for one of them, and its right boundary
is the asymptote for the second curve.

There is a similar statement concerning canonical domains below the real axis.
Let K be a canonical domain, and let δ be a positive number. The domain

Kδ =
{
z ∈ K : dist(z, ∂K) > δ

}
is said to be admissible.

2.2.4. Now we formulate the main theorem of the complex WKB method.

Theorem 2.2. Let K ⊂ C be a domain canonical with respect to a branch p of the
complex momentum. Then, for sufficiently small h, equation (1.1) has entire solutions
ψ± such that in K we have the asymptotic representations

(2.4) ψ±(z) =
e±

i
h θ0(z)+O(h)√
sin p(z)

, h → 0,

with error estimates uniform in z ∈ Kδ for any fixed δ > 0.

We note that the error estimates in (2.4) are uniform in the domain Kδ, which can be
unbounded for sufficiently small δ.

We note also that the leading terms of the asymptotics of solutions can easily be

found via formal substitution of the Ansatz e
i
hB(z)

∑∞
k=0 h

kAk(z) into equation (1.1).
However, the definition of the canonical domain where this asymptotics is valid can be
found only in the course of the proof of the theorem.

2.3. The plan and ideas of the proof of Theorem 2.2. The main idea is to reduce
the difference equation in question to a singular integral equation on a vertical curve γ. It
turns out that, roughly speaking, if γ is a canonical curve, then the norm of the integral
operator is small. This enables us to study the equation efficiently.

The way from the difference equation to the singular integral equation can be described
as follows. Below we assume that z is in a canonical domain K.
1. First, we transform the second order difference equation (1.1) to a first order difference
equation for a vector-valued function Ψ: C �→ C2, obtaining the equation

(2.5) Ψ(z + h) = M(z)Ψ(z), M(z) =

(
E − v(z) −1

1 0

)
, z ∈ C.

It is easily seen that Ψ is a solution of (2.5) if and only if Ψ(z) =
( ψ(z)
ψ(z−h)

)
, where ψ is

a solution of equation (1.1).
2. We note that trM(z) = 2 cos p(z), and that the eigenvalues of M(z) are equal to
e±ip(z). Obviously, in a regular domain these eigenvalues are not equal, and the matrix
M(z) can be diagonalized.

Since K is regular, we can choose a matrix function U so that

U−1(z)M(z)U(z) =

(
eip(z) 0
0 e−ip(z)

)
, z ∈ K.

The function Φ defined by the formula

(2.6) Φ(z) = U−1(z)Ψ(z), z ∈ K,

satisfies the equation

(2.7) Φ(z + h) = T (z)Φ(z), z ∈ K,
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with the matrix

T (z) = U−1(z + h)M(z)U(z).

Since h is small, we can hope that this matrix is close to
(
eip(z) 0

0 e−ip(z)

)
. Since the

domain K is unbounded, we need to check that these matrices remain close as z tends
to infinity. It turns out that the proof depends on the behavior of eip(z) as Im z → ±∞.
Lemma 3.1 describes all the possible types of the behavior of p as Im z → ±∞, v being
a trigonometric polynomial of the form (1.3). First, we prove Theorem 2.2 in the case
where eip(z) exponentially decays both as Im z → +∞ and Im z → −∞. In this case we
choose

(2.8) U(z) =

(
eip(z) 1
1 eip(z)

)
and arrive at the following statement.

Lemma 2.3. Pick δ > 0. Let Vδ be the δ-neighborhood of the branch points. The
following asymptotic representation is valid in K \ Vδ as h → 0:

(2.9) T =

(
eip−

h
2 (ip+ln sin p)′+O(h2e2ip) O(h)

O(he2ip) e−ip−h
2 (ip+ln sin p)′+O(h2e2ip)

)
with error estimate uniform in z.

This lemma is proved in §4.
3. To pass from equation (2.7) to an integral equation, we use an argument well-known
in the theory of differential equations. We transform (2.7) to the equation

Φ(z + h)−
(
T11(z) 0

0 T22(z)

)
Φ(z) =

(
0 T12(z)

T21(z) 0

)
Φ(z)

and view it as a nonhomogeneous one. The matrix

Φ0(z) =

(
eΘ1(z) 0

0 eΘ2(z)

)
satisfies the homogeneous equation

Φ0(z + h)−
(
T11(z) 0

0 T22(z)

)
Φ0(z) = 0

whenever

(2.10) Θ1(z + h) = lnT11(z) + Θ1(z) and Θ2(z + h) = lnT22(z) + Θ2(z).

For the role of lnT11 and lnT22 we take the exponents from the asymptotic formulas for
T11 and T22 in (2.9). We represent Φ(z) in the form

(2.11) Φ(z) = Φ0(z)X(z).

Then X satisfies the equation

(2.12) X(z + h)−X(z) = S(z)X(z)

where

(2.13) S(z) =

(
0 eΘ2(z)−Θ1(z+h)T12(z)

eΘ1(z)−Θ2(z+h)T21(z)

)
.

We arrive at an integral equation by inverting the first order difference operator on the
left-hand side of (2.12).

Methods for solving first order difference equations are described in §5, and in §6 we
prove the next claim.
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Lemma 2.4. There exist functions Θ1 and Θ2 analytic in K that satisfy (2.10) if z,
z + h ∈ K. As h → 0, these functions and the corresponding matrix-valued function S
admit the asymptotic representations

Θ1(z) =
iθ0(z)

h
− ln sin p(z)

2
− ip(z) +O(h),

Θ2(z) = − iθ0(z)

h
− ln sin p(z)

2
+O(h),

(2.14)

and

(2.15) S(z) =

(
0 O(he−

2i
h θ0(z))

O(he
2i
h θ0(z)e2ip(z)) 0

)
.

These representations are uniform in z in K \ Vδ for any fixed δ > 0.

4. Equation (2.12) is transformed to the equation

(2.16) X =

(
1
0

)
+ L+(SX)

on a vertical curve γ ⊂ K. Here, L+ is the singular integral operator acting on a suitable
space of functions defined on γ by the formula

(2.17) L+g(z) =
1

2ih

∫
γ

(
cot

[
π(ζ − z − 0)

h

]
− i

)
g(ζ) dζ.

Since the matrix S(z) is antidiagonal, from (2.16) it is easy to deduce that the first
component of the vector X satisfies the equation

(2.18) X1 = 1 + L+(S12L+(S21X1)).

In view of (2.15), this can be rewritten in the form

(2.19) X1 = 1 + L+(s12K+(e
2ip s21 X1)),

where s12 and s21 are functions analytic in K and satisfying the uniform estimates

(2.20) s12(z), s21(z) = O(h) if z ∈ K \ Vδ,

and

(2.21) K+g(z) = e−
2iθ0(z)

h L+

(
e

2iθ0
h g

)
(z).

It turns out that, if the curve γ is canonical, the norm of the operator K+ is of the order of
one, and the norm of the operator applied to X1 on the right-hand side of (2.19) is small.
This observation enables us to construct solutions of (2.19) and is a key observation for
the proof of Theorem 2.2.

In §7 we derive the integral equation for X1, study the operators K+ and L+, and
construct a solution of the integral equation. In §8 we construct the solution ψ+ of
the difference Schrödinger equation and prove formula (2.4) for it. §9 is devoted to the
solution ψ−. In §10 we briefly discuss the modifications of the proof needed in the case
of the canonical domains where eip(z) does not tend to zero as | Im z| → ∞.

§3. Complex momentum, canonical curves, and canonical domains

The structure of the canonical domains at infinity and the asymptotics of the complex
momentum in them play an important role in the proof of the main theorem. Here
we collect the required information on the complex momentum, canonical domains, and
canonical curves.
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3.1. Properties of the complex momentum.

3.1.1. Let D ⊂ C be a regular, simply connected domain, and let p be a branch of the
complex momentum analytic in D. From the definition (2.1) of the momentum it follows
that all the other its branches analytic in D are of the form

±p+ 2πk, k ∈ Z,

where the sign and the integer k depend on the branch of the momentum.

3.1.2. We remind the reader that z = x + iy, x, y ∈ R. The behavior of the complex
momentum for large |y| is described by the following lemma.

Lemma 3.1. Let Y > 0 be sufficiently large. Then, the half-planes C±(Y ) = {z ∈ C :
± Im z > Y } are regular. The branches of the complex momentum analytic in C+(Y )
and C−(Y ) admit the representations

p(z) = ±(π −mz − i ln c−m) +O(e−y), y → +∞,(3.1)

and

p(z) = ±(π + nz − i ln cn) +O(ey), y → −∞,(3.2)

respectively. The signs and the branches of ln depend on the branches p. The error
estimates are uniform in x. The asymptotic formulas for the derivatives of p with respect
to z can be obtained by formal differentiation of the above asymptotics.

Proof. The branch points of the complex momentum satisfy ±2 + v(z) = E, and for v
given by (1.3) the regularity of C+(Y ) is evident. From (2.1) it follows that, as y → +∞,
the absolute value of one of the exponentials e±ip(z) becomes large, and the other one
tends to zero. If, for the chosen branch of the complex momentum, the exponential eip(z)

becomes large, we get

eip(z) = −c−me−imz
(
1 +O(e−y)

)
, y → +∞.

Taking the logarithms of both sides and using the observation made in Subsection 3.1.1,
we get (3.1). The statement on the asymptotic formulas for the derivatives of p follows
from the asymptotics for p and the Cauchy formulas for the derivatives of analytic func-
tions. The case where Im z → +∞ and e−ip(z) is large, and the case where Im z → −∞
are analyzed similarly. �

Let Vδ be the δ-neighborhood of the branch points. The observation in Subsection 3.1.1
and the last lemma imply the following claim.

Corollary 3.1. Let D be a regular domain, and let p be a branch of the momentum
analytic in D. For any δ > 0,
• there exists a constant C1 > 0 such that

(3.3) |p′(z)| ≤ C1, |p′′(z)| ≤ C1e
−|y|, z ∈ D \ Vδ;

• there exists a constant C2 > 0 such that∣∣e2ip(z) − 1
∣∣ > C2, z ∈ D \ Vδ.



370 A. FEDOTOV AND E. SHCHETKA

3.2. Canonical curves.

3.2.1. A characteristic property of the canonical curves.

Lemma 3.2. Let D be a regular domain, let p be a branch of the complex momentum
analytic in D, and let z ∈ D. Consider the straight line that passes through zero and the
point p(z), and the straight line that passes through zero and the point p(z)−π. Consider
the four open sectors (domains) bounded by these lines. Let S(z) denote the sector such
that Im(p(z) u) > 0 and Im((p(z) − π) u) < 0 for all u ∈ S(z). A vertical curve γ ∈ D
is canonical with respect to the branch p if and only if, for any z ∈ γ, the vector that
begins at zero, is parallel to the vector tangent to γ at z, and is oriented upwards belongs
to S(z).

Proof. This follows from the definition of a canonical curve and the relations d Im θ0(z) =
Im(p(z) dz) and d Im θπ(z) = Im((p(z)− π) dz). �

3.2.2. Behavior of canonical curves at infinity. Here we prove Lemma 2.1. Let γ be a
curve canonical with respect to an analytic branch p of the complex momentum. Assume
that the asymptotics of p as y → +∞ is described by formula (3.1) with the sign “plus”.
The other cases are treated similarly.

Let us study γ inside the half-plane C+(Y ) for a sufficiently large Y > 0. This half-
plane is regular. We keep the notation p for the analytic continuation of p into C+(Y ).

From (3.1) it follows that − Im p(z) > 0 for sufficiently large y. Therefore, in C+(Y )
the vector fields z �→ (Re p(z),− Im p(z)) and z �→ (Re p(z) − π,− Im p(z)) are directed
upwards.

Note that the domain S(z) described in Lemma 3.2 is bounded by the rays containing
the vectors (Re p(z),− Im p(z)) and (Re p(z) − π,− Im p(z)). This follows directly from
the definition of S(z), the fact that these vectors are directed upwards, and the following

two observations: (1) if v = eiαp(z) with 0 < α < π, then Im(p(z) v) > 0; (2) if

v = e−iβ(p(z)− π) with 0 < β < π, then Im((p(z)− π) v) < 0.
Let z̊ ∈ γ ∩ C+(Y ). We denote by γ0 and γp the integral curves of the vector fields

z �→ (Re p(z),− Im p(z)) and z �→ (Re p(z) − π,− Im p(z)) that begin at z̊. Note that
since in C+(Y ) these vector fields are directed upwards, the curves γ0 and γπ are vertical.
Lemma 3.2 and the observations in the preceding paragraph imply that above z̊ the curve
γ stays between γ0 and γπ.

Consider the curve γ0. Along it, x and y can be parametrized by a parameter t ≥ 0
so that

dy

dt
= − Im p(x+ iy),

dx

dt
= Re p(x+ iy), x(0) = x̊, y(0) = ẙ.

Using (3.1), we can rewrite this problem in the form

y′ = my + ln |c−m|+O(e−y), x′ = π −mx+ arg c−m +O(e−y), x(0) = x̊, y(0) = ẙ.

It can easily be shown that, for sufficiently large ẙ, the solution of this problem is de-
scribed by the uniform asymptotic formulas

y + ln |c−m|/m =
(
ẙ + ln |c−m|/m+O(e−ẙ)

)
emt,(3.4)

x− (π + arg c−m)/m = e−mt
(
x̊− (π + arg c−m)/m+O(e−ẙ)

)
.(3.5)

Omitting elementary details, we only note that the equation for y implies that, for
sufficiently large Y and ẙ > Y , the function y(t) is monotone increasing so that the error
term in this equation is O(e−ẙ). We construct the solution to the equation for y as a
solution of the linear inhomogeneous equation with O(e−ẙ) on the right hand side. After
that, we solve the equation for x.
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From (3.5) and (3.4) it follows that γ has an asymptote, and that this asymptote is
the straight line x = (π + arg c−m)/m.

Similarly we can check that above ẙ > Y the curve γπ has an asymptote, and that this
asymptote is the straight line x = arg c−m/m. This completes the proof of Lemma 2.1.

�

3.3. Canonical domains. Here we prove Lemma 2.2. Below we identify the complex
numbers with their radius vectors in a standard way. We use the constructions from
Subsection 3.2.2.

Let K be a domain canonical with respect to a branch p of the complex momentum.
We only study the case where p is described by formula (3.1) with the sign “plus”. All
the other cases are analyzed similarly.

We assume that Y > 0 is so large that the half-plane {Im z > Y } is regular. The

vector field p(z) in this half-plane is directed upwards.
We prove the first statement of Lemma 2.2. Since K is a horizontally connected and

horizontally bounded domain, the intersection of K and the line Im z = Y is a finite
segment. We denote its ends by zπ and z0 so that Re zπ < Re z0, and we denote the
segment by (zπ, z0). Let a ∈ {0, π}, and let αa be the integral curve of the vector field

p(z)− a that goes upwards from za. In the proof of Lemma 2.1 it was checked that αa is
a vertical curve having the asymptote x = (π − a+ arg c−m)/m. We remind the reader
that for any point of K there is a canonical curve that passes through this point and lies
in K. Consider the canonical curves intersecting the segment (zπ, z0). By Lemma 3.2,
above this segment all of them stay between απ and α0. This implies the first statement
of the lemma. Now we prove the second statement.

Let 0 < a < π, let γ ⊂ K be a curve canonical with respect to p, and let zY be the
point of intersection of γ and the line Im z = Y . Let αa be the integral curve of the
vector field p(z) − a going upwards from zY . Arguing as in Subsection 3.2.2, we check
that it is vertical and that the line x = (π − a+ arg c−m)/m is its asymptote.

Along αa we have Im
∫ z

zY
(p(z)− a) dz = 0, whence

(3.6) Im

∫ z

zY

p(z) dz = a(y − Y ) and Im

∫ z

zY

(p(z)− π) dz = −(π − a)(y − Y ).

Therefore, αa is a canonical (semi-infinite) curve. The vertical curve σa that goes along
γ to ZY and then along αa is canonical. Drawing the curves σa for all 0 < a < π, we get
the desired canonical domain K ∪

⋃
0<a<π σa. �

3.3.1. Strict canonicity. We need two more definitions.
Let γ ⊂ C be a vertical curve, and let z = z(y) along it. The curve γ is said to be

strictly canonical if the derivative dz/dy is bounded.
A strictly vertical canonical curve γ is said to be strictly canonical if there exists ε > 0

such that, at all its points z = z(y), we have

(3.7)
d Im θ0(z(y))

dy
> ε and

d Im θπ(z(y))

dy
< −ε.

Lemma 3.3. Let K be a domain canonical with respect to a branch p of the complex
momentum. The domain K can be extended to a canonical domain K ′ such that through
any its point one can draw a curve that is strictly canonical with respect to the analytic
continuation of p to K ′ and is contained in K ′ with some δ-neighborhood of that curve.

Proof. To verify this lemma, we need to continue the proof of Lemma 2.2. We use the
notations introduced in Subsection 3.2.2.
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Consider all the curves αa, 0 < a < π, for each of the points of the segment (zπ, z0).
Obviously, all these curves lie between απ(zπ) and α0(z0), and, by (3.6), each of them is
a strictly canonical curve (semi-infinite).

We transform each of the canonical curves γ ⊂ K into a new canonical curve σa(γ)
by replacing the part of γ above the line Im z = Y with the curve αa beginning at the
point of intersection of γ and the line Im z = Y .

The union of all the curves σa(γ) is a canonical domain containing K. We denote it

by K̃. Thus, we have extended K inside the half-plane {Im z > Y }.
Assuming that Y is sufficiently large, we similarly extend K̃ inside the half-plane

{Im z < −Y }. But now, the new canonical curves are the curves obtained from σa(γ)
constructed at the previous step.

To complete the proof, it suffices to check that each of the canonical curves constructed
when extending the domain K is strictly canonical. Let one of them be denoted by Γ.

The part of Γ above the line Im z = Y is one of the curves αa with 0 < a < π. As we
have already mentioned, this curve is strictly canonical. Similarly, the part of Γ below
the line Im z = −Y is a semi-infinite strictly canonical curve. Finally, along the part
of Γ where | Im z| ≤ Y , we have (3.7) with a positive ε (because this part is compact).
Therefore, Γ is strictly canonical. The description of its asymptotes as Im z → ±∞
shows that Γ is contained in the extended canonical domain, together with some its
δ-neighborhood. This completes the proof of the lemma. �

§4. Beginning of the proof. Transformation of (1.1) to a system

of equations with an almost diagonal matrix

4.1. Preliminaries.

4.1.1. Instead of proving Theorem 2.2 for a given canonical domain K, it suffices to
prove this theorem for a canonical domain obtained from K by extension in the sense of
Lemmas 2.2 and 3.3. So, we assume that K is an already extended canonical domain.

4.1.2. The proof depends on the behavior of eip(z) in K as Im z → ±∞. In view of
Lemma 3.1, there are four possible cases:
(i) eip(z) → 0 as Im z → ±∞,
(ii) e−ip(z) → 0 as Im z → ±∞,
(iii) |eip(z)| increases as Im z → +∞ and decreases as Im z → −∞,
(iv) |eip(z)| increases as Im z → −∞ and decreases as Im z → +∞.
First, we prove the theorem in case (i), and then we describe the modifications of the
proof needed to treat the other cases.

Below, all the canonical curves are assumed to lie inK, all these curves and the domain
K are canonical with respect to one and the same branch p, and we do not consider any
other branches of the complex momentum.

We note that, in case (i), Lemma 3.1 implies that for z ∈ K we have the uniform
estimates

(4.1) eip(z) � e−| Im p(z)| � min{e−my, eny}, y = Im z.

4.2. Passage to a system of equations with an almost diagonal matrix. In
Subsection 2.3 we described the first two steps of the proof of Theorem 2.2. To complete
these steps, we need to justify Lemma 2.3. We do this here.

Proof. It is easily seen that

T (z) =
1

e2ip(z+h) − 1

(
eip(z)(eip(z)+ip(z+h) − 1) e−ip(z)(eip(z+h) − eip(z))
eip(z)(eip(z+h) − eip(z)) e−ip(z)(eip(z)+ip(z+h) − 1)

)
.
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We assume that z ∈ K \ Vδ, where Vδ is the δ-neighborhood of the branch points. Using
Corollary 3.1, we check that

eip(z)+ip(z+h) − 1

e2ip(z+h) − 1
= 1 +

eip(z)+ip(z+h) − e2ip(z+h)

e2ip(z+h) − 1

= 1 +
e2ip+ip′h+O(h2) − e2ip+2ip′h+O(h2)

e2ip+O(h) − 1
= 1− ip′he2ip

e2ip − 1
+ O(h2e2ip),

where we have used the fact that in K the exponential eip(z) is bounded. Using the result
obtained and the identity

(ip+ ln sin p)′

2
=

ip′e2ip

e2ip − 1
,

we see that the required asymptotic representations for T11 and T22 are valid. Estimates
for T12 and T21 are obtained by arguments similar to the previous ones. We have

eip(z+h) − eip(z)

e2ip(z+h) − 1
= eip(z)

ei(p(z+h)−p(z)) − 1

e2ip(z+h) − 1
= O

(
heip

)
. �

§5. First order difference equations

Here we discuss construction and estimates for analytic solutions to first order differ-
ence equations. These results are used systematically in the proof of Theorem 2.2.

In this section, when discussing a vertical curve, we assume that, along it, Im z grows
from −∞ to +∞.

5.1. General construction. Here we describe a general construction of solutions. Let
D ⊂ C be a domain. Consider the first order difference equation

(5.1) f(z + h)− f(z) = g(z)

where z, z + h ∈ D.

Lemma 5.1. Let h > 0, and let D be a horizontally connected domain through any point
z of which one can draw a strictly vertical curve γ(z) ⊂ D. Let g be a function analytic
in D such that |g(z)| ≤ C/(1 + | Im z|2) in D. Then the function defined in D by the
formula

(5.2) f(z) =
1

2ih

∫
γ(z)

cot

[
π(ζ − z − 0)

h

]
g(ζ) dζ

is analytic in D and satisfies (5.1) for all z, z + h ∈ D.

Kindred statements can be found in [2] and [4].

Proof. The integral in (5.2) is well defined thanks to the strict verticality of γ, the
estimate for g, and its analyticity. To prove that f is analytic at a point z0 ∈ D, we
replace the curves γ(z) (the integration paths in (5.2)) with z sufficiently close to z0, by
a curve that differs from γ(z0) only in a neighborhood of z0 and goes to the left of z0.
This is possible because the integration contours are strictly vertical and the function g
satisfies the estimate prescribed in the lemma.

Finally, equation (5.1) immediately follows from the residue theorem. We omit
elementary details. �
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5.2. Local estimates of solutions. Here, we describe estimates in a neighborhood of
a vertical curve for a solution of equation (5.1).

Let γ ⊂ C be a strictly vertical curve, and put, for a > 0,

(5.3) Πγ,a =
{
z ∈ C : ∃ζ ∈ γ : Im ζ = Im z and |Re ζ − Re z| < ah

}
.

For a complex-valued function f defined in Πγ,a, we set

(5.4) ‖f‖γ,a = sup
z∈Πγ,a

|f(z)|,

We also use the notation ρ(z) = 1 + | Im z|2.

Remark 5.1. 1. The domain D = Πγ,a satisfies the hypotheses of Lemma (5.2): it is
horizontally connected, and for z ∈ Πγ,a one can obtain γ(z) by translating γ in the
direction of the real axis.
2. A function g analytic in D = Πγ,a and such that ‖ρ g‖γ,a,ρ < ∞ satisfies the hypothe-
ses of Lemma (5.2).

Lemma 5.2. Let γ ⊂ C be a strictly vertical curve, let a number a satisfy the inequality
0 < a < 1, let a function g be analytic in Πγ,a, and let ‖ρ g‖γ,a < ∞. Then the function
f constructed in terms of g for the domain D = Πγ,a in accordance with Lemma 5.1
satisfies the estimate

(5.5) ‖f‖γ,a ≤ C h−1 ‖ρ g‖γ,a.

Proof. We note that the cotangent function is uniformly bounded outside a fixced neigh-
borhood of the points πZ in the complex plane.

First, we consider the case where the point z ∈ Πγ,a is located either on the curve γ
or to the right of it. In this case we can and shall describe f by formula (5.2) with the
integration path γ.

For all z located between γ + ah/2 and γ + ah, the distance between the poles of
the integrand and γ is greater than Ch, where C is a positive constant depending on a
and γ. Therefore, for all z under consideration and for all ζ ∈ γ, the cotangent in (5.2)
is bounded uniformly in z, ζ and h. This observation and the strict verticality of the
curve γ imply that

|f(z)| ≤ Ch−1‖ρg‖γ,a
∫ +∞

−∞

dη

1 + η2
= Ch−1‖ρg‖γ,a.

If z is located either between the curves γ and γ + ah/2 or on one of them, we deform
the integration path to γ − ah/2 and get similar estimates.

Let z be to the left of γ. We note that, for z ∈ γ, in the integral in (5.2) we integrate
in fact along an arc of an infinitesimally small circle going to the left of z. By the residue
theorem, this integral equals the sum of g(z) and an integral along a path going to the
right of z. The analysis of the latter integral is similar to that of the integral in (5.2)
carried out above.

As a result, our estimates lead to (5.5). �

5.3. Global estimates. In the next section we shall need the following statement.

Proposition 5.1. Let D be a horizontally bounded, horizontally connected domain, let
D′ be its horizontally connected subdomain, and let γ ⊂ D′ be a strictly vertical curve.
Let a function g be analytic in D and satisfy the estimate |g(z)| ≤ C/ρ(z) in D′.

Assume that Πγ,1 ⊂ D′. Using formula (5.2), we construct f for the domain Πγ,1.
The function f admits analytic continuation to the domain D; after continuation it

satisfies equation (5.1) for all z, z + h ∈ D, and in D′ we have |f(z)| ≤ C/h.
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Proof. Let 1/2 < a < 1. Obviously Πγ,a ⊂ D. By Lemma 5.2, in Πγ,a the function f
satisfies the estimate |f(z)| ≤ C/h.

The function f satisfies equation (5.1) for all z, z + h ∈ Πγ,a and, since a > 1/2, this
equation itself allows us to continue it analytically to the entire horizontally connected
domain D. As a result, it turns out to be a solution in D.

Consider points z located in D′ to the right of Πγ,a. Let z̃(z) ∈ Πγ,a be a point such
that Im z̃ = Im z and Re z − Re z̃ ∈ hZ. Let N = (z − z̃)/h. Using equation (5.1) and
the estimates for g in D′ and for f in Πγ,a, we get

|f(z)| ≤
N∑

n=1

|g(z − nh)|+ |f(z̃)| ≤ CN + C/h.

Since D is horizontally bounded, this implies the desired estimate. The case where z is
to the left of Πγ,a is studied similarly. �

§6. The proof of Lemma 2.4

6.1. The functions Θ1,2. We prove the statement of the lemma concerning the first
equation in (2.10). A solution of the second equation is constructed and analyzed simi-
larly. We put

(6.1) Θ1(z) =
i

h
θ0(z)−

1

2
ln sin p(z)− ip(z) + f(z).

From (2.10) it follows that for z, z + h ∈ K the function f satisfies equation (5.1) with

(6.2) g(z) =
(
− i

h
θ0 + ip+

1

2
ln sin p

)∣∣∣z+h

z
+ lnT11(z), z ∈ K.

We recall that Vδ is the δ-neighborhood of the branch points of p. By using Corollary 3.1,
estimate (4.1), and Lemma 2.3, it is easy to check that

(6.3) g(z) = O
(
h2e−|y|), z ∈ K \ Vδ,

for any fixed δ as h → 0.
Recall thatK is a canonical domain extended in the sense of Lemma 3.3. Therefore, for

each point z ∈ K, inside K there is a strictly canonical and, thus, a strictly vertical curve
containing z. Moreover, this curve is contained in K with some its (2δ)-neighborhood.

The last observation implies that Πγ,1 ⊂ K for sufficiently small h, and that Πγ,1 lies
outside Vδ.

With the help of Lemma 5.1, we construct a solution of (5.1) that is analytic in K and
satisfies the required estimate in K \ Vδ. This completes the proof of formulas (2.14).

6.1.1. The matrix S. Using equations (2.10) for Θ1,2, we see that

S12(z) = eΘ2(z)−Θ1(z)−lnT11(z) T12(z), S21(z) = eΘ1(z)−Θ2(z)−lnT22(z) T12(z).

Now formula (2.15) follows from the asymptotic representations (2.9) for T (z) and (2.14)
for Θ1,2. Like in these asymptotic representations, the estimates in (2.15) are uniform in
the domain K outside any fixed δ-neighborhood of the branch points. �

§7. Integral equation

First, we derive equation (2.19) formally, without taking care of the convergence of
integrals. Then we study this equation rigorously as an equation in a suitable function
space. Finally, having estimated the norms of the operators in this equation, we construct
its solution.
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7.1. Derivation of the integral equation. Equation (2.16) is obtained by formal
inversion of the difference operator on the left-hand side of (2.12) with the help of
Lemma 5.1. We note that the expression on the right-hand of (2.16) coincides up to
a constant term with the solution of the homogeneous equation f(z + h) − f(z) = 0
suggested by formula (5.2).

Equations (2.18) and (2.19) follow (again, formally) from (2.16) because the matrix
S(z) is antidiagonal.

Like in formula (2.15), O( · ) in (2.20) is used to denote estimates uniform in K \ Vδ.

7.2. Function spaces. Let 0 < a < 1, and let γ be a strictly vertical curve. First,
we define the operators L+ and K+ by formulas (2.17) and (2.21) on functions that are
analytic in Πγ,a and decay sufficiently fast as | Im z| → ∞. Since the function L+g admits
analytic continuation to Πγ,a, we regard L+g and K+g as functions analytic in Πγ,a by
definition.

Let b ∈ R, and let Hγ,a,b be the space of functions analytic in Πγ,a and having the
finite norms

‖f‖γ,a,b = ‖e−ibp(z)f(z)‖γ,a.
Clearly, Hγ,a,b is a Banach space.

We denote by C positive constants independent of h.

Proposition 7.1. Let γ be a strictly vertical curve, and let b > 0. Then

‖L+‖Hγ,a,b �→Hγ,a,0
≤ C/h.

Proposition 7.2. Let γ be a strictly canonical curve. For sufficiently small h, we have

‖K+‖Hγ,a,b→Hγ,a,b−2a
≤ C.

The first of these two statements immediately follows from Lemma 5.2, and the second
is proved below.

Proof. The proof is divided into several steps. Since γ is a regular vertical curve, we can
and do assume that h is so small that the strip Πγ,a lies outside Vδ, a δ-neighborhood of
the branch points.
1. We estimate the kernel of the operator K+. Let z, ζ ∈ Πγ,a. We pick 0 < c < 1/2
and assume that ζ is outside the ch-neighborhood of the set z + hZ. Let y = Im z and
η = Im ζ. For w ∈ C we denote by w⊥ the point of the curve γ such that Imw⊥ = Imw.
We want to show that

(7.1)

∣∣∣∣e 2i
h

∫ ζ
z
p dz

(
cot

π(ζ − z)

h
− i

)∣∣∣∣ ≤ Ce−
2ε
h |y−η|+ 2|z−z⊥| | Im p(z)|

h +2
|ζ−ζ⊥| | Im p(ζ)|

h

where ε is the constant occurring in inequalities (3.7).
Note that if w ∈ C is outside a neighborhood of πZ independent of h, then

| cotw − i| ≤ C min{1, e2 Imw}.
Therefore,

(7.2)

∣∣∣∣e 2i
h

∫ ζ
z
p dz

(
cot

π(ζ − z)

h
− i

)∣∣∣∣ ≤ C
A(z)

A(ζ)

{
e
− 2

h Im
∫

ζ⊥
z⊥

p dz
if η ≥ y,

e
− 2

h Im
∫ ζ⊥
z⊥

(p−π) dz
if η ≤ y,

where
A(w) =

∣∣e 2i
h

∫w⊥
w

p dz
∣∣.

For w ∈ Πγ,a, Corollary 3.1 implies that the following uniform estimates are valid for
sufficiently small h:

(7.3) |A(w)| , |A(w)|−1 ≤ Ce2|w⊥−w| | Im p(w)|/h.
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Now (7.1) follows from (7.2), (3.7), and (7.3).
2. Let g ∈ Hγ,a,b. Estimates (7.1) and (4.1) show that, for sufficiently small h and
z ∈ Πγ,a, the integral in the definition of K+g(z) converges and yields an analytic func-
tion.
3. Let g ∈ Hγ,a,b. Let us show that

(7.4) |K+g(z)| ≤ C
∣∣ei(b−2a)p(z)

∣∣ ‖f‖γ,a,b
for sufficiently small h. First, we assume that z is located between the curves γ + ah/2
and γ + ah. From (7.1), the definition of ‖ · ‖γ,a,b, and (4.1) it follows that, for all z in
question we have

|K+f(z)| ≤ C h−1

∫
γ

e−2ε|y−η|/h+2a| Im p(z)|−b Im p(ζ) |dζ| ‖f‖γ,a,b

≤ C h−1 e−b Im p(z)+2a| Im p(z)|
∫
γ

e−2ε|y−η|/h−b Im(p(ζ)−p(z)) |dζ| ‖f‖γ,a,b.

Since γ is strictly vertical, |dζ| ≤ C dη. Using Corollary 3.1, we get |p(ζ)−p(z)| ≤ C|η−y|
for ζ, z ∈ Πγ,a. Furthermore, by (4.1) we have e−b Im p(z)+2a| Im p(z)| ≤ C e−(b−2a) Im p(z) ≤
C |ei(b−2a)p(z)|. Therefore,

(7.5)
∣∣K+f(z)

∣∣ ≤ C h−1
∣∣ei(b−2a)p(z)

∣∣ ∫
γ

e−2ε|y−η|/h+C|y−η| dη · ‖f‖γ,a,b.

This implies (7.4) for sufficiently small h. To prove (7.4) in the case where z lies either
between the curves γ and γ + ah/2 or on them, we start with deforming the integration
path in the definition of L+ to γ − ah/2, and then argue as in the previous case.

If z is on γ or to the left of it, we use the residue theorem as described at the end
of the proof of Lemma 5.2, arriving at a representation for L+g that leads to (7.4), as
before.

The claim of Proposition 7.2 immediately follows from estimate (7.4). �

7.3. Integral equation. We pick 0 < a < 1. Let γ ⊂ K be a strictly canonical curve.
We view (2.19) as an equation in Hγ,a,0. Denote by O the linear operator applied to
X1 on the right-hand side of (2.19). Propositions 7.1 and 7.2 and estimates (2.20) imply
that for sufficiently small h we have

‖OX1‖γ,a,0 = ‖L+

(
s12 K+

(
e2ip s21 X1

))
‖γ,a,0

≤ C ‖K+

(
e2ip s21 X1

)
‖γ,a,2(1−a)

≤ C‖e2ip s21 X1‖γ,a,2 = C ‖s21X1‖γ,a,0
≤ Ch‖X1‖γ,a,0.

As a direct consequence, we get the following.

Proposition 7.3. For sufficiently small h, equation (2.18) in Hγ,a,0 has a unique solu-
tion X1. We have

(7.6) X1(z) = 1 +O(h)

where the Hγ,a,0-norm of the error term is O(h).
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§8. Solution of the difference Schrödinger equation

Here we construct the solution ψ+ of equation (1.1) described in Theorem 2.2.

8.1. Constructing the solution ψ+. Let γ ∈ K be a strictly canonical curve, and let
1/2 < a < 1.

Proposition 8.1. For sufficiently small h, equation (1.1) has an entire solution ψ+. In
the strip Πγ,a the solution ψ+ admits the asymptotic representation (2.4).

Proof. 1. Let X1 be a solution to (2.19) described in Proposition 7.3. We define a
function X2 in Πγ,a by the formula

(8.1) X2 = L+

(
e

2iθ0
h e2ips21X1

)
.

Since

L+

(
e

2iθ0
h e2ips21X1

)
= e

2iθ0
h K+

(
e2ips21X1

)
,

Proposition 7.2 implies that the function X2 is well defined and satisfies the estimate

(8.2) ‖e−
2iθ0
h X2‖γ,a,2(1−a) ≤ ‖e2ips21X1‖γ,a,2 ≤ ‖s21X1‖γ,a,0 ≤ Ch.

2. Obviously, equation (2.19) can be written in the form

(8.3) X1 = 1 + L+

(
s12e

− 2iθ0
h X2

)
.

Let X be the vector with the components X1 and X2. From (8.1) and (8.3) it follows
that X satisfies equation (2.16) in Πγ,a.
3. Computing the difference L+(SX)(z + h)− L+(SX)(z) with the help of the residue
theorem, we check that, also, X satisfies equation (2.12) for z + h, z ∈ Πγ,a. Using
formulas (2.11) and (2.6), we finally construct a solution Ψ of the difference equation (2.5)
in terms of X.
4. By construction, the solution Ψ is analytic in Πγ,a. Since a > 1/2, and the matrix-
valued function M in (2.5) is entire, Ψ can be analytically continued to the right of γ
via the equation Ψ(z + h) = M(z)Ψ(z) itself. The function Ψ continues analytically to
the left of γ by the formula Ψ(z) = (M(z))−1Ψ(z+ h). As a result, Ψ becomes an entire
solution of (2.5).
5. As it was already mentioned in part 1 of Subsection 2.3, the first component of the
vector Ψ satisfies equation (1.1). We denote it by ψ+. At the third step of the proof, we
constructed Ψ in terms of X. It is easy to check that

ψ+ = eΘ1+ip
(
X1 + eΘ2−Θ1−ipX2

)
.

This and the asymptotics for X1, X2, Θ1 and Θ2, see (7.6), (8.2) and (2.14), show that
in the strip Πγ,a we have

ψ+ = e
iθ0
h − ln sin p

2 +O(h)
(
X1 + e−

2iθ0
h +O(h)X2

)
= e

iθ0
h − ln sin p

2 +O(h),

and this implies the statement on the asymptotics of ψ+. �

8.2. Asymptotics of ψ+ in the canonical domain. Now we study the asymptotics
of ψ+ in the canonical domain K.

Proposition 8.2. In the domain K, the solution ψ+ admits the asymptotic representa-
tion (2.4). It is locally uniform in z.

Proof. Let z0 ∈ K. It suffices to show that there exists a neighborhood V0 ⊂ K of the
point z0 independent of h and such that in V0 ψ+ admits the asymptotic representa-
tion (2.4), and that the error estimate in this representation is uniform in z ∈ V0. The
proof splits into four steps.
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1. Let γ′ ⊂ K be a strictly canonical curve that coincides with γ outside a compact set.
The solution ψ+ admits the asymptotics (2.4) in the strip Πγ′,a (with an estimate for
the Hγ′,a,0-norm the error term). Indeed, both Ψ+ and the corresponding vector-valued
function X can be analytically continued to the domain K. Deforming in equation (2.19)
the integration path γ inside K to γ′, we easily show that X is a solution of that equation
in Hγ′,a,0. This implies the claim.
2. Recall that we parametrize the points z of a vertical curve by y, the imaginary part
of z. Let a function y �→ z(y) correspond to a strictly canonical curve. The definition of
a strictly canonical curve implies that if to this function we add a compactly supported
perturbation sufficiently small in C1-topology, we get a function that still parametrizes
a strictly canonical curve.
3. Let z0 ∈ K, and let γ0 ⊂ K be a strictly canonical curve containing z0. The obser-
vation made at step 2 shows that we may assume that z0 is an inner point of a simply
connected domain bounded by two canonical curves γ1 and γ2 that coincide with γ0
outside a neighborhood of z0.
4. On the boundary of V0, as well as on the curves γ1,2, ψ+ admits the uniform as-
ymptotic representation (2.4). Therefore, on the boundary of V0 the function f : z �→√
sin p(z)e

− i
h

∫ z
z0

p(z) dz
ψ+(z) equals 1+O(h). Inside V0 this function is analytic. There-

fore, by the maximum principle, in V0 we have f(z) = 1 + O(h) with a uniform error
estimate. Therefore, in V0 ψ+ admits the uniform asymptotic representation (2.4). �

Lemma 8.1. Asymptotic representation (2.4) for ψ+ is uniform in z in any admissible
subdomain Kδ.

Proof. 1. By Proposition 8.2, it suffices to prove that, for sufficiently large Y0 > 0, the
asymptotics (2.4) for ψ+ is uniform in the domains K±

δ (Y0) = {z ∈ Kδ : ± Im z > Y0}.
We prove this for K+

δ (Y0). For the second domain the proof is similar.
2. Let γ ⊂ K be a strictly canonical curve, and let Y > 0 be sufficiently large. Like in
the proof of Lemma 2.2, we consider the canonical curve obtained from γ by replacing its
part located above the line Im z = Y with the integral curve of the vector field p(z)− a
with 0 < a < π. We denote this canonical curve by σa(γ). The analysis carried out in
the proof of Lemma 2.2 implies the following statements.
(a) All the curves σa(γ) with 0 < a < π are strictly canonical.
(b) Let I ⊂ (0, π) be a closed interval. There are positive constants ε and C such that
condition (3.7) is satisfied along each curve σa(γ) with a ∈ I, and that |dz/dy| ≤ C along
any of these curves.
(c) One can choose I so that for sufficiently large Y0 the family of curves described in
(b) covers K+

δ (Y0).
3. The proofs of Propositions 7.1 and 7.2 show that the estimates of the norms of the
operators L+ and K+ are uniform with respect to the integration path from the family
of canonical curves such that, on any of these curves, condition (3.7) is satisfied with one
and the same ε and the derivative dz/dy is bounded by one and the same constant.

The fact that, for sufficiently large Y0, the asymptotics (2.4) of the solution ψ+ is
uniform in z in the domain K+

δ (Y0) follows from the observations made at steps 3
and 2. �

§9. Construction of the second solution

The solution ψ− of equation (1.1) described in Theorem 2.2 is constructed almost as
the solution ψ+. The main difference is related to the derivation of the integral equation.
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Now, on a strictly canonical curve γ, instead of (2.16) we consider the equation

(9.1) X =

(
0
1

)
+ L−(SX),

where L− acts on functions analytic in Πγ,a and decaying sufficiently fast at infinity by
the formula

L−f(z) =
1

2ih

∫
γ

(
cot

[
π(ζ − z − 0)

h

]
+ i

)
f(ζ) dζ.

Then instead of (2.18) we study the equation for the second component X2 of the vector
X. The analysis is similar to that carried out above, and we omit the further details.

§10. Construction of solutions in domains of other types

In Subsection (4.1.2) we singled out four groups of canonical domains in terms of
the behavior of eip(z) as Im z → ±∞. For these groups, the ways to prove the main
theorem slightly differ. Above, we described the proof for the first group (case (i)). Now,
consider a canonical domain of the second group (case (ii)). All the calculations and
estimations are carried out almost as in case (i), but the momentum p should be changed
by −p and the operators L± by L∓. For instance, at the first step we use the matrix

U(z) =
(
e−ip(z) 1

1 e−ip(z)

)
in place of (2.8).

In cases (iii) and (iv), |eip(z)| grows into one direction and decays in the other.
Consider case (iii), where |eip(z)| → ∞ as Im z → +∞ and eip(z) → 0 as Im z → −∞.
Case (iv) is treated similarly. We begin the proof as in case (i). For example, we choose

U(z) =
(
eip(z) 1

1 eip(z)

)
. The asymptotic representation for the matrix T for y = Im z ≤ 0

is still described by formula (2.9). But for y ≥ 0 we get

(10.1) T =

(
eip−

h
2 (ip+ln sin p)′+O(h2e−y) O(he−2ip(z))

O(h) e−ip− h
2 (ip+ln sin p)′+O(h2e−y).

)

The estimates for the error terms in the formulas for the diagonal elements, and the
estimates for the antidiagonal terms became different. The error terms in the diago-
nal elements still decay exponentially at infinity, and therefore, the asymptotic formu-
las (2.14) for Θ1,2 remain valid. Because of new estimates for the antidiagonal terms of
T , equation (2.19) is replaced by an equation of the form

X1 = 1 + L+ ( s̃12 K+ ( s̃21 X1)) ,

where s̃12 and s̃21 are functions such that in K we have

|s̃12(z)| ≤ Chmin{|e−2ip(z)|, 1}, |s̃21(z)| ≤ Chmin{|e2ip|, 1}.

Let γ be a strictly canonical curve, and let 0 < a < 1. Arguing as in the proof of
Proposition 7.2, we check that, for z ∈ Πγ,a,

|s̃12(z) K+ ( s̃21 f) (z)| ≤ Ch2e−2(1−a)| Im p(z)|‖f‖γ,a,0.

This estimate and Proposition 7.1 still allow us to prove Proposition 7.3. The further
modifications of the proof look natural and we do not discuss them.
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