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Abstract. We consider the problem of classification of individuals sampled from a mixture of several components with different probability distributions. To construct a classifier we use kernel estimators of the density of components in the mixture for a one-dimensional random variable \( S^N(b) = \sum_{i=1}^{d} b_i \xi_{ij} \), that is the projection of the vector of observations \( \xi_j^N = (\xi_{j1}^N, \xi_{j2}^N, \ldots, \xi_{jd}^N) \) to a nonrandom direction \( b = (b_1, b_2, \ldots, b_d) \). We obtain an estimator \( \hat{b} \) for the best possible direction \( b \). It is proved that the probability of error for the classifier based on \( S(\hat{b}) \) converges to the minimal probability of error among all possible classifiers.

1. Introduction

The classification problem is one of the main problems of statistical analysis. When solving the problem of classification one determines the class containing an individual \( \xi \) by using observations of its characteristics \( \Pi \). Consider the following setting of the problem.

Let a sample of \( N \) observations be given. Each observation of the sample may belong to one of \( M \) classes. Denote by \( \text{ind}(j) \) the number of the class containing the observation \( j \). The number \( \text{ind}(j) \) is unknown, but the probabilities

\[ w_{jk}^{N} = P\{\text{ind}(j) = k\} \]

are known (we treat these probabilities as the concentrations of the component \( k \) for the observation \( j \)). In fact, the vector of characteristics \( \xi_j^N = (\xi_{j1}^N, \xi_{j2}^N, \ldots, \xi_{jd}^N) \in \mathbf{R}^d \) of the individual \( j \) is observed. Denote by \( h_k(x_1, x_2, \ldots, x_d) \) the conditional probability density of \( \xi_j^N \) given \( \text{ind}(j) = k \). Thus the density of \( \xi_j^N \) is

\[ f_{\xi_j^N}(x_1, \ldots, x_d) = \sum_{k=1}^{M} w_{jk}^{N} h_k(x_1, \ldots, x_d). \]

We assume that the weights \( w_{jk}^{N} \) are known, while the \( h_k(x_1, x_2, \ldots, x_d) \) are unknown. We also assume that the characteristics \( \xi_j^N \) are independent for fixed \( N \).

Given a sample \( X = (\xi_j^N, j = 1, \ldots, N) \) we want to construct a classifier

\[ g: \mathbf{R}^d \rightarrow \{1, \ldots, M\} \]

that can give us the number \( \text{ind}(O) \) of the class containing an individual \( O \) by using the characteristics \( \xi \).
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According to the classical Bayes approach [2], the classifier (Bayes classifier) with the minimum probability of error is considered to be the best. To construct the Bayes classifier, an observer should know the distributions of the characteristics of the individuals belonging to different classes. Usually the densities are unknown and only a learning sample is available. Also, the number of the class is known for every member of this sample. Using the learning sample, one can construct estimators of unknown densities. Substituting these estimators to the Bayes classifier one obtains the so-called Bayes empirical classifier [2]. This procedure leads to the well-known discriminant analysis [3] in the case of Gaussian observations: the classification in this case is to compare several “discriminating” functions consisting of some linear combinations of observed characteristics.

The probability of error for Bayes empirical classifiers approaches the probability of error for the Bayes classifier in the case of nonparametric estimation of densities [2]. However, the expressions for the Bayes empirical estimators are complicated in the case of multidimensional observations and it is not easy to analyze them. Thus, for multidimensional observations another approach is used. Namely, the characteristics of objects are projected to some direction that reflects the properties of the individual in some sense (in other words, one chooses a linear combination of all observed variables). Such combinations are called aggregated indices in econometrics and social statistics or scales in psychometrics. The classification of observations in this case uses an appropriate aggregated index.

In this paper we consider the problem of constructing a “linear” index giving the minimal error of classification in the asymptotic sense. Our method is to project the observations to different directions and to construct Bayes empirical classifiers for every direction. We estimate the probability of error for every classifier; an index is called the best if the minimum of the probabilities of error is attained at this index. We show that the error of the Bayes empirical classification evaluated by using the indices of this type converges to the minimal probability of error among all linear indices. As a learning sample, one chooses in this case a sample from the mixture with varying concentrations [4, 5]. The classification for mixtures with varying concentrations is considered in [6].

2. Setting of the Problem

In what follows we consider “linear indices” of the form

\[ S_N^N(b) = \sum_{i=1}^{d} b_i x_i^{N,i}, \]

where \( b = (b_1, b_2, \ldots, b_d) \in \mathbb{R}^d \); the length of the nonrandom vector \( b \) is normalized to be that of a unit vector, that is,

\[ b_1^2 + b_2^2 + \cdots + b_d^2 = 1. \]

In fact, the index \( S(b) \) is the projection of \( \xi \) to the direction \( b \). We deal with the classifiers of the form \( \hat{g}_b(\xi) = g(S(b)) \), where \( g: \mathbb{R} \rightarrow \{1, \ldots, M\} \) is an arbitrary measurable function. The probability of error of the classifier \( \hat{g}_b \) is

\[ L_{\hat{g}_b} = P\{\hat{g}_b(\xi) \neq \text{ind}(O)\}. \]

It is known [2] that the minimum of \( L_{\hat{g}_b} \) among all possible \( g \) and for a fixed \( b \) is attained at the Bayes classifier

\[ g^*(x) = \arg\max_i (p_i u_i(x)), \]
where \( p_i = P\{\text{ind}(O) = i\} \) are concentrations of components in the mixture for the observation \( O \) and \( u_i(x) \) are densities of random variables

\[
\eta_i(b) = \sum_{j=1}^{d} \eta_i^j b_j,
\]
where \( \eta_i = (\eta_i^1, \eta_i^2, \ldots, \eta_i^d) \) has the density \( h_i \). The probability of error for this classifier is given by

\[
L^*_b = L^*(b) = 1 - \int_{-\infty}^{\infty} \max_{1 \leq k \leq M} (p_k u_k(x)) \, dx.
\]

The best index to construct the classifier is the projection of \( \xi \) to the direction

\[
b^* = \arg\min_{b} L^*(b) = \arg\max_{b} \int_{-\infty}^{\infty} \max_{1 \leq k \leq M} (p_k u_k(x)) \, dx.
\]

Since the true values of \( u_k \) are unknown, we substitute for them the kernel estimators constructed from the sample \([S_j(b)]_{j=1}^{N}\). These estimators are given by

\[
\hat{u}_i^N(b, x) = \frac{1}{N\sigma_N} \sum_{j=1}^{N} a_{j,N}^i K\left( \frac{x - S_j(b)}{\sigma_N} \right)
\]
(see [4]), where

\[
a_{j,N}^i = \frac{1}{\det \Gamma_N} \sum_{k=1}^{M} (-1)^{i+k} \gamma_{j,k}^N u_{j,N}^k, \quad i, j = 1, \ldots, M,
\]

\( \Gamma_N = ([w_i^k, w_i^l])_{k,l=1}^{M} \) is the Gram matrix of the system of functions \( w_{j,N}^k \) for the scalar product

\[
\langle w_i^k, w_i^l \rangle_N = \frac{1}{N} \sum_{j=1}^{N} w_{j,N}^k w_{j,N}^l,
\]
and \( \gamma_{j,k}^N \) is the \((j,k)\)-minor of the matrix \( \Gamma_N \). Note that \( a_{j,N}^i \) are such that

\[
\langle a_{j,N}^i, w_i^k \rangle_N = \frac{1}{N} \sum_{j=1}^{N} a_{j,N}^i w_{j,N}^k = \chi\{k = i\}.
\]

Here \( \chi\{A\} \) is the indicator of the event \( A \). We assume that \( \sigma_N \) is a smooth parameter; \( \sigma_N \rightarrow 0 \) as \( N \rightarrow \infty \), but \( N\sigma_N \rightarrow \infty \) as \( N \rightarrow \infty \); the function \( K \), called the kernel of the estimator, is a density of some random variable \( \eta \). It is proved in [7] that estimator (3) is asymptotically unbiased and consistent.

The probability of the error classification \( L^*(b) \) is estimated by

\[
\hat{L}^N(b) = 1 - \int_{-\infty}^{\infty} \max_{1 \leq k \leq M} \left( p_k \hat{u}_k^N(b, x) \right) \, dx,
\]
while \( b^* \) is estimated by

\[
b = \arg\min_{b} \hat{L}^N(b).
\]

The “quasi-Bayes classifier” is constructed from observations \( \xi \) as follows:

\[
\hat{g}(b, x) = \arg\max_{1 \leq i \leq M} (p_i \hat{u}_i^N(b, x)).
\]

We use the conditional probability of error given a learning sample

\[
P\{\hat{g}(\hat{b}, x) \neq \text{ind}(O) \mid X\} = L_{\hat{g}}(\hat{b}) = 1 - \int_{-\infty}^{\infty} p_{\hat{g}(\hat{b}, x)} u_{\hat{g}(\hat{b}, x)} \, dx
\]
to measure the quality of the classifier (see [2]).
3. MAIN RESULTS

Assume that

\( K(x) \leq a, \quad \int_{-\infty}^{\infty} |x| K(x) \, dx < \infty \)

for some constant \( a \). The collection of sets \( S = \{ A \} \), where

\( A = \left\{ y : K \left( x - \sum_{i=1}^{d} b_i y_i \right) \geq c \right\} \)

(\( c \) is a certain constant), is a Vapnik–Chervonenkis class [1, Chapter X], [5, p. 55].

The partial derivatives of the densities

\( h_i(x_1, \ldots, x_d) \)

exist and are bounded for all \( i = 1, \ldots, M \):

\( \left| \frac{\partial h_i}{\partial x_s} (x_1, \ldots, x_d) \right| \leq c_i, \quad s = 1, \ldots, d. \)

The weight coefficients \( a_{j,N}^i \) are such that

\( |a_{j,N}^i| \leq \tilde{a} \),

where \( \tilde{a} \) is a constant. Furthermore,

\( \frac{1}{\sigma_N} = o(N^{1/4}), \quad N \to \infty. \)

**Theorem 3.1.** If conditions (i)–(v) hold, then

\[ E L_g(\hat{b}) \to L^*_g(b^*) \quad \text{as } N \to \infty. \]

**Corollary 3.1.** If all the assumptions of Theorem 3.1 hold, then

\[ L_g(\hat{b}) \to L^*_g(b^*) \quad \text{as } N \to \infty \]

in probability.

First we prove the following auxiliary results.

**Lemma 3.1.** If conditions (i)–(v) hold, then

\[ E \sup_{b,x} |\hat{u}_N^k(b,x) - u_k(b,x)| \to 0 \quad \text{as } N \to \infty \]

for all \( k = 1, \ldots, M \).

**Proof of Lemma 3.1.** We have

\[ \sup_{b,x} |\hat{u}_N^k(b,x) - u_k(b,x)| \]

\begin{align*}
\leq & \sup_{b,x} \left| \frac{1}{N \sigma_N} \sum_{j=1}^{N} a_{j,N}^k \left( \frac{x - S_j^N(b)}{\sigma_N} \right) - \frac{1}{N \sigma_N} \sum_{j=1}^{N} a_{j,N}^k \left( \frac{x - S_j^N(b)}{\sigma_N} \right) \right| \\
+ & \sup_{b,x} \left| \frac{1}{N \sigma_N} \sum_{j=1}^{N} a_{j,N}^k \left( \frac{x - S_j^N(b)}{\sigma_N} \right) - u_k(b,x) \right| \\
= & S_1^N + S_2^N.
\end{align*}
Theorem 3.2 ([5, p. 60]). We need the following result.

\begin{equation}
\tilde{\mu}_N(A) = \frac{1}{N} \sum_{j=1}^{N} a_{j,N} \chi \{ \xi_j^N \in A \}, \quad \bar{\mu}_N(A) = \mathbb{E}_N \tilde{\mu}_N(A).
\end{equation}

Let \( P(dy) \) be a probability measure. Using the idea of the proof in [1, p. 287] we get

\begin{equation}
S_1^N = \sup_{b,x} \left| \frac{1}{\sigma_N} \int_{\mathbb{R}^d} K \left( \frac{x - \sum_{i=1}^{d} b_i y_i}{\sigma_N} \right) P(dy) \right|
\end{equation}

\begin{equation}
- \frac{1}{\sigma_N} \int_{\mathbb{R}^d} K \left( \frac{x - \sum_{i=1}^{d} b_i y_i}{\sigma_N} \right) \tilde{\mu}_N(dy) \right| \leq \frac{a}{\sigma_N} \sup_{A \in S} |P(A) - \bar{\mu}_N(A)|
\end{equation}

in view of condition (i), where \( S \) is the collection of sets mentioned in condition (ii). Furthermore, we note that

\[ \sup_{A \in \mathcal{S}} |P(A) - \bar{\mu}_N(A)| \leq \sup_{1 \leq j \leq N} |a_j^i_j, N| + 1 \leq \hat{a} + 1. \]

Let

\[ C_N^k = \sup_{1 \leq j \leq N} |a_j^i_j, N| + \sup_{1 \leq j \leq N} a_j^i_j, N - \inf_{1 \leq j \leq N} a_j^i_j, N. \]

We need the following result.

**Theorem 3.2** ([5, p. 60]). Let \( a_{j,N} \) be arbitrary weight coefficients, let \( S \) be a VC-class, and denote by \( g^S_N \) its growth function. Let \( \bar{\mu}_N(A) \) and \( \tilde{\mu}_N(A) \) be defined by (6). Then

\[ P \left\{ \sup_{C_N^k} \frac{\bar{\mu}_N(A) - \tilde{\mu}_N(A)}{C_N^k} \geq \lambda \right\} \leq M \left( 6N g^S_N(2N) \exp \left( -\frac{\lambda^2 N}{32M^2} \right) + 2 \exp \left( -\frac{\lambda^2 N}{8M^2} \right) \right) \]

for all \( \lambda > 2M/N \).

Now we come back to the proof of Lemma 3.1

\[ E \sup_{A \in S} \left| \frac{P(A) - \bar{\mu}_N(A)}{C_N^k} \right| \leq \int_{0}^{\frac{\hat{a} + 1}{C_N^k}} P \left\{ \sup_{A \in \mathcal{S}} \left| \frac{P(A) - \bar{\mu}_N(A)}{C_N^k} \right| \geq \lambda \right\} d\lambda. \]

Since \( C_N^k \) is bounded from below, we assume without loss of generality that

\[ \frac{2M}{\sqrt{N}} < \frac{\hat{a} + 1}{C_N^k}. \]

We split the integral into two parts and use Theorem 2 to estimate the second part:

\begin{equation}
E \sup_{A \in \mathcal{S}} \left| \frac{P(A) - \bar{\mu}_N(A)}{C_N^k} \right| \leq \int_{0}^{\frac{\hat{a} + 1}{C_N^k}} d\lambda + \int_{\frac{2M}{\sqrt{N}}}^{\infty} \left( 6N g^S_N(2N) \exp \left( -\frac{\lambda^2 N}{32M^2} \right) + 2 \exp \left( -\frac{\lambda^2 N}{8M^2} \right) \right) d\lambda \leq 2M N^{-1/4} \left( 6N g^S_N(2N) \exp \left( -\frac{1}{8} \sqrt{N} \right) + 2 \exp \left( -\frac{1}{2} \sqrt{N} \right) \right) \left( \frac{\hat{a} + 1}{C_N^k} - \frac{2M}{\sqrt{N}} \right). \end{equation}
Estimates (7) and (8) imply that
\[
E S_1^N \leq O \left( \sigma_N^{-1} N^{-1/4} \right) + O \left( \sigma_N^{-1} N g^S (2N) \exp \left( -\frac{1}{8} \sqrt{N} \right) \right) + O \left( \sigma_N^{-1} \exp \left( -\frac{1}{2} \sqrt{N} \right) \right).
\] (9)

The right-hand side of (9) approaches zero as \( N \to \infty \). Indeed, the first term approaches zero by condition (v), while the second and third terms tend to zero, since \( g^S (N) \), as the growth function of the Vapnik–Chervonenkis class \( S \), grows as a power function and \( \sigma_N^{-1} \) and the exponents approach zero quicker than power functions tend to infinity. Thus
\[
E S_1^N = o(1) \quad \text{as} \quad N \to \infty.
\] (10)

Now we estimate the term \( S_2^N \): 
\[
\frac{1}{N \sigma_N} E \sum_{j=1}^{N} a_{j,N} K \left( \frac{x - S_j^N (b)}{\sigma_N} \right) = \frac{1}{N \sigma_N} \sum_{j=1}^{N} a_{j,N} E K \left( \frac{x - S_j^N (b)}{\sigma_N} \right) 
\]
\[= \frac{1}{N \sigma_N} \sum_{j=1}^{N} a_{j,N} \sum_{k=1}^{M} w_{j,N} \int_{-\infty}^{\infty} K \left( \frac{x - y}{\sigma_N} \right) u_k (b, y) dy
\]
\[= \int_{-\infty}^{\infty} K(z) u_k (b, x - \sigma_N z) dz.
\]

Here we applied equality (4). Thus \( S_2^N \) can be represented in the following form:
\[
S_2^N = |E u_k (b, x - \sigma_N \eta) - u_k (b, X)|,
\]
where \( \eta \) is a random variable with the density \( K(x) \). Due to condition (2), at least one of the components of the vector \( b = (b_1, b_2, \ldots, b_d) \) is nonzero; let \( b_d \neq 0 \). Then the density of the random variable \( \mu_k \) can be represented as follows:
\[
u_k (b, x) = \frac{1}{b_d} \int_{-\infty}^{\infty} dx_1 \cdots \int_{-\infty}^{\infty} h_k \left( x_1, \ldots, x_{d-1}, \frac{1}{b_d} \left( x - \sum_{i=1}^{d-1} b_i x_i \right) \right) dx_{d-1}.
\]
For brevity we write \( h_k (x_d) \) instead of \( h_k (x_1, \ldots, x_{d-1}, x_d) \). Choose a subsequence \( t = t_N \to \infty, N \to \infty \). We have
\[
S_2^N = \frac{1}{|b_d|} E \int_{-\infty}^{\infty} dx_1 \cdots \int_{-\infty}^{\infty} h_k \left( \frac{1}{b_d} \left( x - \sum_{i=1}^{d-1} b_i x_i - \sigma_N \eta \right) \right)
\]
\[
\leq \frac{1}{|b_d|} E \int_{x^2_1 + \cdots + x^2_{d-1} \leq t^2} dx_1 \cdots dx_{d-1} h_k \left( \frac{1}{b_d} \left( x - \sum_{i=1}^{d-1} b_i x_i - \sigma_N \eta \right) \right)
\]
\[
+ \frac{1}{|b_d|} E \int_{x^2_1 + \cdots + x^2_{d-1} > t^2} dx_1 \cdots dx_{d-1} h_k \left( \frac{1}{b_d} \left( x - \sum_{i=1}^{d-1} b_i x_i - \sigma_N \eta \right) \right)
\]
\[
= A + B + C.
\]
To estimate the term $A$ we apply the mean value theorem:

$$A \leq E \frac{\sigma_N|\eta|}{b_d^2} \int_{x_1^2 + \ldots + x_{d-1}^2 \leq t^2} dx_1 \ldots dx_{d-1} \left| \frac{\partial h_k}{\partial x_d} \left( x_1, \ldots, x_{d-1}, s - \sum_{i=1}^{d-1} b_i x_i \right) \right|.$$  

Here $s$ is a random variable whose lower and upper bounds are

$$\frac{1}{b_d} \left( x - \sum_{i=1}^{d-1} b_i x_i - \sigma_N \eta \right) \quad \text{and} \quad \frac{1}{b_d} \left( x - \sum_{i=1}^{d-1} b_i x_i \right),$$

respectively. Changing the variable $x_1 = v b_d^2$ in the integral on the right-hand side of (12) and using condition (iii) on the boundedness of partial derivatives we obtain

$$A \leq \sigma_N E |\eta| \int_{v^2/b_d^2 + \ldots + x_{d-1}^2 \leq t^2} dv \ldots dx_{d-1} \left| \frac{\partial h_k}{\partial x_d} \left( v b_d^2, \ldots, x_{d-1}, \frac{1}{b_d} \left( s - \sum_{i=1}^{d-1} b_i x_i \right) \right) \right|,$$

$$\leq \sigma_N c_{kd} E |\eta| \text{mes} \left\{ (v, x_2, \ldots, x_{d-1}) \in R^{d-1} : v^2/b_d^2 + x_2^2 + \ldots + x_{d-1}^2 \leq t^2 \right\},$$

$$\leq \sigma_N c_{kd} E |\eta| \text{mes} \left\{ (v, x_2, \ldots, x_{d-1}) \in R^{d-1} : v^2 + x_2^2 + \ldots + x_{d-1}^2 \leq t^2 \right\},$$

$$\leq \sigma_N c_{kd} E |\eta|(2t)^{d-1}.$$

Now we estimate $B$:

$$B = \frac{1}{|b_d|} E \int_{x_1^2 + \ldots + x_{d-1}^2 \leq t^2} dx_1 \ldots dx_{d-1} h_k \left( x_1, \ldots, x_{d-1}, \frac{x_d}{b_d} \right).$$

Since the integrand is nonnegative, extending the domain of integration we increase the value of the integral, that is,

$$B \leq \frac{1}{|b_d|} \int_{x_1^2 + \ldots + x_{d-1}^2 > t^2, -\infty < x_d < \infty} dx_1 \ldots dx_d h_k \left( x_1, \ldots, x_{d-1}, \frac{x_d}{b_d} \right).$$

Now we change the variable $v_d = x_d/b_d$ and get

$$B \leq \int_{x_1^2 + \ldots + x_{d-1}^2 > t^2, -\infty < v_d < \infty} dx_1 \ldots dv_d h_k \left( x_1, \ldots, v_d \right).$$

The term $C$ is estimated analogously to $B$:

$$C \leq \int_{x_1^2 + \ldots + x_{d-1}^2 > t^2, -\infty < v_d < \infty} dx_1 \ldots dv_d h_k \left( x_1, \ldots, v_d \right).$$

Thus (11)–(15) imply that

$$S_N^2 \leq c_{kd} E |\eta| \sigma_N (2t)^{d-1} + 2 \int_{x_1^2 + \ldots + x_{d-1}^2 > t^2, -\infty < v_d < \infty} dx_1 \ldots dv_d h_k \left( x_1, \ldots, v_d \right).$$

One can choose $t = t_N$ such that

$$\sigma_N (2t)^{d-1} \to 0 \quad \text{as} \quad N \to \infty.$$ 

The right-hand side of (16) tends to 0 as $N \to \infty$ for such a choice of $t = t_N$, whence

$$S_N^2 \to 0 \quad \text{as} \quad N \to \infty$$

uniformly with respect to $x$ and $b$. Combining (5), (10), and (17) we complete the proof of Lemma [3.1].
Remark 3.1. If \( K(x) \) is a piecewise monotone function with a finite number of change points, then the family of events defined in (ii) is a Vapnik–Chervonenkis class.

Indeed, there is a finite number \( G \) of intervals \( [d_l, d_{l+1}] \) such that

\[
\left\{ y : K \left( x - \sum_{i=1}^{d} b_i y_i / \sigma_N \right) \geq c \right\} = \bigcup_{i=1}^{G} \left\{ x - \sigma_N d_{l+1} \leq \sum_{i=1}^{d} b_i y_i \leq x - \sigma_N d_l \right\}.
\]

Every set on the right-hand side of the latter equality is a layer between two hyperplanes; the union of a finite number of such sets is a Vapnik–Chervonenkis class [1, pp. 232, 233].

Lemma 3.2. If conditions (i)–(iv) hold, then

\[
\mathbb{E} \sup_{b} \left| \hat{L}_y^N(b) - L^*_y(b) \right| \rightarrow 0 \quad \text{as} \quad N \rightarrow \infty.
\]

Proof of Lemma 3.2. We need the following Győrfi inequality proved in [2].

Theorem 3.3 ([2]).

(17) \( \hat{L}_y^N - L^*_y \leq 2 \sum_{k=1}^{M} \int_{-\infty}^{\infty} |u_k(x) - \hat{u}_k^N(x)| \, dx \).

Let \( D_N \) be a sequence such that \( D_N \rightarrow \infty \) as \( N \rightarrow \infty \). Then

\[
\mathbb{E} \int_{-\infty}^{\infty} \left| \hat{u}_k^N(b, x) - u_k(b, x) \right| \, dx \leq \mathbb{E} \int_{-D_N}^{D_N} \left| \hat{u}_k^N(b, x) - u_k(b, x) \right| \, dx
\]

\[
+ \mathbb{E} \left( \int_{D_N}^{\infty} \hat{u}_k^N(b, x) \, dx + \int_{-\infty}^{-D_N} \hat{u}_k^N(b, x) \, dx \right)
\]

\[
+ \left( \int_{D_N}^{\infty} u_k(b, x) \, dx + \int_{-\infty}^{-D_N} u_k(b, x) \, dx \right) = A + B + C.
\]

We estimate each term on the right-hand side of (19) separately. We have

(19) \( A \leq 2D_N \mathbb{E} \sup_{b, x} \left| \hat{u}_k^N(b, x) - u_k(b, x) \right| \).

According to Lemma 3.1

\[
\mathbb{E} \sup_{b, x} \left| \hat{u}_k^N(b, x) - u_k(b, x) \right| \rightarrow 0, \quad N \rightarrow \infty,
\]

whence it follows that there is a sequence \( D_N \rightarrow \infty \) such that the right-hand side of (20) tends to zero.

Now we turn to the term \( C \). By the Cauchy–Bunyakovskii inequality and (2),

(20) \( - \sum_{i=1}^{d} (\dot{\eta}_k^i)^2 \leq \sum_{i=1}^{d} b_i \eta_k^i \leq \sum_{i=1}^{d} (\eta_k^i)^2 \).
Denote by \( F(x) \) the distribution function of the random variable \( \mu_k \). Using inequality (21) we get

\[
\int_{D_N}^\infty u_k(b, x) \, dx = 1 - F(D_N) \leq P \left\{ \frac{1}{N \sigma_N} \sum_{i=1}^d (\eta_k^i)^2 \geq D_N \right\};
\]

\[
\int_{-\infty}^{-D_N} u_k(b, x) \, dx = F(-D_N) \leq P \left\{ -\sqrt{\sum_{i=1}^d (\eta_k^i)^2} \leq -D_N \right\}
\]

\[
= P \left\{ \sum_{i=1}^d (\eta_k^i)^2 > D_N \right\}.
\]

These bounds imply that

(21) \[ C \leq 2P \left\{ \sum_{i=1}^d (\eta_k^i)^2 \geq D_N^2 \right\} \to 0 \quad \text{as} \quad N \to \infty. \]

The term \( B \) is estimated similarly. Without loss of generality, we assume that \( \sigma_N \leq 1 \). By the Cauchy–Bunyakovskii inequality

\[
\left( \sum_{i=1}^d b_i \eta_k^i + \sigma_N \eta \right)^2 \leq \left( 1 + \sigma_N^2 \right) \left( \sum_{i=1}^d (\eta_k^i)^2 + \eta^2 \right).
\]

Thus

\[
-\sqrt{\sum_{i=1}^d (\eta_k^i)^2 + \eta^2} \leq \sum_{i=1}^d b_i \eta_k^i + \sigma_N \eta \leq \sqrt{\sum_{i=1}^d (\eta_k^i)^2 + \eta^2},
\]

\[
E \int_{D_N}^\infty \tilde{u}_k^N(b, x) \, dx = \frac{1}{N \sigma_N} E \int_{D_N}^\infty \sum_{j=1}^N a_j^k N K \left( \frac{x - S_j^N(b)}{\sigma_N} \right) \, dx
\]

\[
= \int_{D_N}^\infty E u_k(b, x - \sigma_N \eta) \, dx = E(1 - F(D_N - \sigma_N \eta))
\]

(22) \[ = P \left\{ \sum_{i=1}^d b_i \eta_k^i + \sigma_N \eta \geq D_N \right\}
\]

\[
\leq P \left\{ 2 \sqrt{\sum_{i=1}^d (\eta_k^i)^2 + \eta^2} \geq D_N \right\},
\]

\[
E \int_{-\infty}^{-D_N} \tilde{u}_k^N(b, x) \, dx = E F(-D_N - \sigma_N \eta) \leq P \left\{ -2 \sqrt{\sum_{i=1}^d (\eta_k^i)^2 + \eta^2} < -D_N \right\}
\]

\[
= P \left\{ 2 \sqrt{\sum_{i=1}^d (\eta_k^i)^2 + \eta^2} > D_N \right\}.
\]

Estimates (23) imply that

(23) \[ B \leq 2P \left\{ \sum_{i=1}^d (\eta_k^i)^2 + \eta^2 \geq \frac{D_N^2}{4} \right\} \to 0 \quad \text{as} \quad N \to \infty. \]
Combining (20), (22), (24), and (19) we complete the proof of Lemma 3.2 by the Gyorfi inequality.

Proof of Theorem 3.1 We have

\[ L_{\hat{g}}(\hat{b}) - L^*_g(b^*) = (L_{\hat{g}}(\hat{b}) - \hat{L}_N^g(\hat{b})) + (\hat{L}_N^g(\hat{b}) - \hat{L}_N^g(b^*)) + \hat{L}_N^g(b^*) - L^*_g(b^*). \]

Since

\[ \hat{b} = \arg \min_b \hat{L}_N^g(b) \]

and the classifier is such that

\[ L_{\hat{g}}(\hat{b}) \leq \hat{L}_N^g(\hat{b}), \]

the first two terms in (25) are negative.

Now (25) implies that

\[ 0 \leq L_{\hat{g}}(\hat{b}) - L^*_g(b^*) \leq |\hat{L}_N^g(b^*) - L^*_g(b^*)| \leq \sup_b |\hat{L}_N^g(b) - L^*_g(b)|. \]

By Lemma 3.2 the expectation of the right-hand side of (26) tends to 0 as \( N \to \infty \). Theorem 3.1 is proved.

The corollary follows from Theorem 1 and Chebyshev’s inequality.

4. Concluding remarks

In this paper, we constructed a quasi-Bayes classifier by using the linear indices \( S(b) \) and found a consistent estimator \( \hat{b} \) for a direction \( b \); the probability of error classification for \( S(\hat{b}) \) converges to the minimal error. The rate of convergence of these estimators will be considered elsewhere.
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