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Abstract. We consider the process

\[ A(t) = mt + \sigma \int_0^t X(u) \, du, \quad t \geq 0, \]

describing the queue length, where \( m \) and \( \sigma \) are positive constants, \( X(u) \) is a \( \varphi \)-sub-Gaussian generalized Ornstein–Uhlenbeck stochastic process, and

\[ \varphi(u) = \begin{cases} u^r, & |u| > 1, \\ u^2, & |u| \leq 1, \end{cases} \]

\( r \geq 2 \). The classes of \( \varphi \)-sub-Gaussian and strictly \( \varphi \)-sub-Gaussian stochastic processes are wider than the class of Gaussian processes and are of interest for modeling stochastic processes appearing in queueing theory and in the mathematics of finance. We obtain an estimate of the probability that the queue length exceeds the maximum allowed for it, namely,

\[ P \left( \sup_{t \geq 0} (A(t) - ct) > x \right) \leq L(\gamma)x^{r/(r-1)} \exp \left\{ -\kappa(\gamma)x^{r/[2(r-1)]} \right\}, \]

where \( c > m \) is the service intensity, \( x > 0 \) is the maximum queue length, and \( L(\gamma) \) and \( \kappa(\gamma) \) are some finite constants.

1. Introduction

Consider the process

\[ A(t) = mt + \sigma Y(t), \quad t \geq 0, \]

describing the length of a queue, where \( m \) is the mean amount of work needed to serve the customers arriving to the system, \( \sigma > 0 \) is some constant, \( c > m \) is the service intensity of the system, and \( Y(t) \) is the amount of work needed to serve the customers arriving to the system in the interval \([0, t)\). If the amount of work needed to serve the arrived customers exceeds the capacity of the system, then some customers are placed in the waiting list (queue). If the queue becomes larger than the maximum, then some customers are excluded from the waiting list; namely, the customers arriving to the system after the maximum of the queue is exceeded are rejected. Consider the probability that the length...
$A(t)$ of the queue exceeds $x > 0$:
\begin{equation}
    P \left\{ \sup_{t > 0} (A(t) - ct) > x \right\}.
\end{equation}

Estimation of this probability is of special interest in the theory of information transmission. Estimates for the probability (2) are known for many classical models. This is the case, for example, if the input process is Gaussian. It is worth mentioning that the assumption that the input is Gaussian is applicable in an asymptotic sense only (if applicable at all). Thus a natural problem is to obtain estimates for the probability (2) in the case of a wider class of input processes. The classes of $\varphi$-sub-Gaussian and strictly $\varphi$-sub-Gaussian stochastic processes are suitable candidates for this problem. In this paper, we deal with systems whose input is described by a strictly $\varphi$-sub-Gaussian generalized Ornstein–Uhlenbeck stochastic process.

The properties of random variables and stochastic processes of the spaces $\text{Sub}_\varphi(\Omega)$ and strictly $\text{Sub}_\varphi(\Omega)$ ($\text{SSub}_\varphi(\Omega)$) can be found in the book [2] and in the papers [3]–[6]. Some related problems are discussed in [7, 8, 11] concerning the estimation of the probability that the trajectories of $\varphi$-sub-Gaussian processes cross a continuous curve.

The current paper contains three sections. We define $\varphi$-sub-Gaussian generalized Ornstein–Uhlenbeck stochastic processes and discuss the main definitions and properties of random variables and stochastic processes of the spaces $\text{Sub}_\varphi(\Omega)$ and $\text{SSub}_\varphi(\Omega)$ in Section 2. Section 3 contains the main result on the estimate of the probability that the queue length exceeds the maximum for models with $\varphi$-sub-Gaussian generalized Ornstein–Uhlenbeck input. Also we compare our estimate with the analogous estimate for the case of the Gaussian Ornstein–Uhlenbeck process.

2. Sub$_\varphi(\Omega)$ and SSub$_\varphi(\Omega)$ random variables and stochastic processes

Let $\{\Omega, \mathcal{B}, P\}$ be a standard probability space and let $T$ be a space of parameters.

**Definition 2.1 ([2]).** A function $U = \{U(x), x \in \mathbb{R}\}$ is called an Orlicz $N$-function if $U$ is a continuous, even, and convex function such that $U(0) = 0$, $U(x)$ is increasing for $x > 0$, $U(x)/x \to 0$ as $x \to 0$, and $U(x)/x \to \infty$ as $x \to \infty$.

**Definition 2.2 ([2]).** Let $\varphi$ be an Orlicz $N$-function such that $\varphi(x) = cx^2$ for $|x| \leq x_0$, where $c > 0$ and $x_0 > 0$ are some constants. A centered random variable $\xi$ belongs to the space $\text{Sub}_\varphi(\Omega)$ if for any $\lambda \in \mathbb{R}$ there exists a constant $r_\xi \geq 0$ such that

\[ E \exp \{\lambda \xi\} \leq \exp \{\varphi(\lambda r_\xi)\}. \]

**Theorem 2.1 ([2]).** The space $\text{Sub}_\varphi(\Omega)$ is a Banach space with the norm
\begin{equation}
    \tau_\varphi(\xi) = \sup_{\lambda > 0} \varphi^{-1}\left(\log E \exp\{\lambda \xi\}\right) / \lambda,
\end{equation}

where $\varphi^{-1}$ is the inverse function to $\varphi$. Moreover

\[ E \exp\{\lambda \xi\} \leq \exp\{\varphi(\lambda \tau_\varphi(\xi))\} \]

for all $\lambda \in \mathbb{R}$, and there exists a constant $c > 0$ such that
\begin{equation}
    (E \xi^2)^{1/2} \leq c \tau_\varphi(\xi).
\end{equation}

**Example ([2]).** Any centered Gaussian random variable $\xi = N(0, \sigma^2)$ belongs to the space $\text{Sub}_{x^2/2}(\Omega)$ and moreover $\tau(\xi) = (E \xi^2)^{1/2}$. 
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\[ P \left\{ \sup_{t > 0} (A(t) - ct) > x \right\}. \]
Definition 2.3. A stochastic process \( X = (X(t), t \in T) \) is called \( \varphi \)-sub-Gaussian if
\[
X(t) \in \text{Sub}_\varphi(\Omega) \quad \text{for all } t \in T
\]
and \( \sup_{t \in T} \tau_\varphi(X(t)) < \infty \).

Definition 2.4 (\[4\]). A family of random variables \( \Delta \) of the space \( \text{Sub}_\varphi(\Omega) \) is called a strictly \( \text{Sub}_\varphi(\Omega) \) family if there exists a constant \( C_\Delta > 0 \) such that
\[
\tau_\varphi \left( \sum_{i \in I} \lambda_i \xi_i \right) \leq C_\Delta \left( \mathbb{E} \left( \sum_{i \in I} \lambda_i \xi_i \right)^2 \right)^{1/2}
\]
for an arbitrary finite set \( I \) such that \( \xi_i \in \Delta, i \in I, \) and for all \( \lambda_i \in \mathbb{R} \).

Theorem 2.2 (\[4\]). If \( \Delta \) is a strictly \( \text{Sub}_\varphi(\Omega) \) family of random variables, then the linear closure \( \Delta \) (in the space \( L_2(\Omega) \)) is also a strictly \( \text{Sub}_\varphi(\Omega) \) family of random variables.

Definition 2.5. The linear closure of families of strictly \( \text{Sub}_\varphi(\Omega) \) random variables forms the space of strictly \( \text{Sub}_\varphi(\Omega) \) random variables. This space is denoted by \( \text{SSub}_\varphi(\Omega) \).

Definition 2.6. A stochastic process \( X = (X(t), t \in T) \) is called strictly \( \varphi \)-sub-Gaussian if the corresponding family of random variables \( \{X(t), t \in T\} \) belongs to the space \( \text{SSub}_\varphi(\Omega) \).

Definition 2.7. A stochastic process \( X = (X(t), t \in T) \) is called the \( \varphi \)-sub-Gaussian generalized Ornstein–Uhlenbeck process if \( X \) is a \( \varphi \)-sub-Gaussian process with the covariance function
\[
B_X(t, s) = e^{-\tau|t-s|}, \quad \tau > 0.
\]

3. Main results

Consider the process \( A(t) \) defined by \([1]\) and assume that the input is described by the process
\[
Y(t) = \int_0^t X(u) \, du,
\]
where \( X(u) \) is a strictly \( \varphi \)-sub-Gaussian generalized Ornstein–Uhlenbeck stochastic process whose Orlicz \( N \)-function is
\[
\varphi(u) = \begin{cases} 
  u^r, & |u| > 1, \\
  u^2, & |u| \leq 1,
\end{cases} \quad r \geq 2.
\]

The covariance function of the process \( Y(t) \) is given by
\[
B_Y(t, s) = \left( \frac{2 \min(t, s)}{\tau} + \frac{1}{\tau^2} \left( e^{-\tau t} + e^{-\tau s} - e^{-\tau|t-s|} - 1 \right) \right).
\]

Put \( C = (c - m)/(\sigma C_\Delta) \) and \( \varepsilon = x/(\sigma C_\Delta) \).

We study the probability that the length \( A(t) \) of the queue exceeds the maximum \( x > 0 \). The main result of the current paper reads as follows.

Theorem 3.1. Let \( Y(t) = \int_0^t X(u) \, du, \quad t \geq 0, \) where \( X(u) \) is a strictly \( \varphi \)-sub-Gaussian Ornstein–Uhlenbeck stochastic process,
\[
\varphi(u) = \begin{cases} 
  u^r, & |u| > 1, \\
  u^2, & |u| \leq 1,
\end{cases} \quad r \geq 2.
\]
and $r > 2$. Then

$$P \left\{ \sup_{t \geq 0} (A(t) - ct) > x \right\}$$

(8)

$$= P \left\{ \sup_{t \geq 0} (Y(t) - Ct) > \varepsilon \right\} \leq L(\gamma, \zeta, \varepsilon) e^{r/(r-1)} \exp \left\{ -\kappa(\gamma) e^{r/(2(r-1))} \right\}$$

for all $\gamma > 1$ and all

(9) $\varepsilon \geq 2r\gamma^M(\gamma^{r/2-1} - 1) \max \left\{ \frac{\mathcal{C}(r-2/r)}{\tau^2/\gamma^{r/2-1}}, \frac{(\gamma^{r/2} - 1) \max \{2^r(\gamma^{r/2} - 1)\}}{\tau(\gamma - 1)^2} \right\}$,

where $\zeta \in (0, \varepsilon \gamma^{-M-1})$, $M$ is a positive integer such that

(10) $M \geq 1 + \frac{2}{(r-2) \log \gamma} \log \left( \frac{2r(\gamma - 1)}{\gamma^{r/2} - 1} \right)$,

and

(11) $L(\gamma, \zeta, \varepsilon) = 2e^2 \zeta^r \gamma^{r(M+1)} (K_0(\gamma) + K_1(\gamma)(1 + S_1(\gamma, \varepsilon) + S_2(\gamma, \varepsilon))) < \infty$,

(12) $\kappa(\gamma) = \left( \frac{\tau C}{2} \right)^{\frac{r-2}{r}} \left( \frac{r}{r-2} \right)^{\frac{r-2}{r}} \frac{2(r-1)(\gamma^{r/2} - \gamma) \frac{\gamma^{r-2}}{\gamma^{r-2}}}{r(\gamma^{r/2} - 1) \frac{\gamma^{r-2}}{\gamma^{r-2}}} \gamma^{-2(r-2)} K_0(\gamma) = \exp \left\{ \left( \frac{\tau C}{2} \right)^{\frac{r-2}{r}} \left( \frac{r}{r-2} \right)^{\frac{r-2}{r}} \frac{2(r-1)(\gamma^{r/2} - \gamma) \frac{\gamma^{r-2}}{\gamma^{r-2}}}{r(\gamma^{r/2} - 1) \frac{\gamma^{r-2}}{\gamma^{r-2}}} \gamma^{-2(r-2)} \right\}$

(13) $\times \left( \gamma^M + \frac{(r-2)\gamma^{r/2} - 1}{r(\gamma^{r/2} - 1)} + \frac{(r-2)\gamma^{r/2} - 1}{4r(\gamma^{r/2} - 1)} \right)$,

(14) $K_1(\gamma) = \exp \left\{ \left( \frac{\tau C}{2} \right)^{\frac{r-2}{r}} \left( \frac{r}{r-2} \right)^{\frac{r-2}{r}} \frac{2(r-1)(\gamma^{r/2} - \gamma) \frac{\gamma^{r-2}}{\gamma^{r-2}}}{r(\gamma^{r/2} - 1) \frac{\gamma^{r-2}}{\gamma^{r-2}}} \gamma^{-2(r-2)} \right\}$

(15) $\times \left( \gamma^M + \frac{r-2}{r} + \frac{(r-2)\gamma^{r/2} + 1}{2r(\gamma^{r/2} - 1)} + \frac{(r-2)\gamma^{r/2} - 1}{4r(\gamma^{r/2} - 1)} \right)$,

(16) $S_1(\gamma, \varepsilon) = \left( \frac{M-1}{r(M-1)} \right)^{\gamma^{r(M-1)}} \exp \left\{ \frac{1}{2} \kappa(\gamma) e^{\frac{r}{r-2}} \left( \frac{2\log \gamma}{2(r-1)} \right)^2 (M-k)^2 \right\}$,

(17) $S_2(\gamma, \varepsilon) = \left( \frac{M-1}{r(M-1)} \right)^{\gamma^{r(M-1)}} \exp \left\{ \frac{1}{2} \kappa(\gamma) e^{\frac{r}{r-2}} \left( \frac{2\log \gamma}{2(r-1)} \right)^2 (k-M)^2 \right\}$.

Proof. The following result and its proof can be found in [8].

Theorem 3.2. Let

$$(A(t), t \in [a, b]), \quad 0 < a < b < \infty,$$

be the queue length defined by (11) and let the input be of the form (10). Then

$$P \left\{ \sup_{t \in [a, b]} (A(t) - ct) > x \right\} \leq \frac{2e^2(b-a)}{\tau(\beta p)^2} \inf_{\lambda > \lambda_0} Z(\lambda, p, \beta)$$
for all \( p \in (0, 1), \beta \in (0, ((b - a)/\tau)^{1/2}], \) and \( x > 0, \) where

\[
Z(\lambda, p, \beta) = \exp\left\{ \theta(\lambda, p) + \frac{p\lambda^2\beta^2}{(1-p)} - \lambda \left( \varepsilon - \frac{C\beta^2p^2}{2(1-p^2)} \right) \right\},
\]

\[
\theta(\lambda, p) = \sup_{u \in [a, b]} \left( \frac{\lambda^r \left( \frac{2u}{\tau} \right)^{r/2}}{(1-p)^{r-1}} - \lambda Cu \right),
\]

\[
\lambda_0 = (1-p) \max \left\{ \frac{1}{\beta} \left( \frac{\tau}{2v} \right)^{1/2} \right\}, \quad v = \begin{cases} a, & \text{if } a > 0, \\ b, & \text{if } a = 0. \end{cases}
\]

**Remark 3.1 (S).** If the stochastic process \( X(u) \) is strictly \( \varphi \)-sub-Gaussian and \( \varphi(u) = u^2, \) then \( \lambda_0 = 0. \)

Since \( \varphi(u) \) is strictly convex, it follows for all \( \lambda > \lambda_0 \) that

\[
\theta(\lambda, p) = \begin{cases} \frac{\lambda^r (2a)^{r/2}}{(1-p)^{r-1} \tau^{r/2}} - \lambda Ca, & \lambda \leq \lambda^*, \\ \frac{\lambda^r (2b)^{r/2}}{(1-p)^{r-1} \tau^{r/2}} - \lambdaCb, & \lambda > \lambda^*, \end{cases}
\]

where

\[
\lambda^* = (1-p)^r \left( \frac{C(b-a)}{b^r - a^r} \right)^{1/(r-1)} \left( \frac{\tau}{2} \right)^{r/(2(r-1))}.
\]

Put \( \beta = ((b - a)/\tau)^{1/2}. \) Consider the exponential part of estimate \([17].\) Then

\[
\inf_{\lambda > \lambda_0} Z(\lambda, p) \leq Z(\lambda^*, p)
\]

\[
= \exp \left\{ (\lambda^*)^r \left( \frac{(2b)^{\frac{r}{2}}}{\tau^{\frac{r}{2}} (1-p)^{r-1}} + \frac{(b-a)^{\frac{r}{2}} p}{\tau^{\frac{r}{2}} (1-p)} \right) - \lambda^* \left( Cb + \varepsilon - \frac{C(b-a)p^2}{2(1-p^2)} \right) \right\}
\]

\[
= \exp \left\{ (1-p)^r \left( \frac{\tau}{2} \right)^{\frac{r}{2} - 1} \left( \frac{C(b-a)}{b^r - a^r} \right)^{\frac{1}{r-1}} \right\}
\]

\[
\times \left( \frac{\tau}{2} \right)^{\frac{r}{2}} \left( \frac{C(b-a)}{b^r - a^r} \right)^{\frac{1}{r-1}} \left( \varepsilon + C_{ab} \frac{b^{\frac{r}{2}} - 1 - a^{\frac{r}{2}} - 1}{b^{\frac{r}{2}} - a^{\frac{r}{2}}} + \frac{p}{2(1-p)} \right)
\]

\[
= \exp \left\{ - (\frac{\tau}{2})^{\frac{r}{2} - 1} \left( \frac{C(b-a)}{b^r - a^r} \right)^{\frac{1}{r-1}} \left( \varepsilon + C_{ab} \frac{b^{\frac{r}{2}} - 1 - a^{\frac{r}{2}} - 1}{b^{\frac{r}{2}} - a^{\frac{r}{2}}} \right) \right\}
\]

\[
\times \exp \left\{ p \left( \frac{\tau}{2} \right)^{\frac{r}{2} - 1} \left( \frac{C(b-a)}{b^r - a^r} \right)^{\frac{1}{r-1}} \right\}
\]

\[
\times \left( \varepsilon + C_{ab} \frac{b^{\frac{r}{2}} - 1 - a^{\frac{r}{2}} - 1}{b^{\frac{r}{2}} - a^{\frac{r}{2}}} \right) - \frac{(b-a)^{\frac{r}{2}+1}}{2(1-p)} \right) \}
\]

\[
= W_{a,b}(\varepsilon) K_{a,b}(p, \varepsilon).
\]

Consider the following partition:

\[
[0, \infty) = \bigcup_{k=0}^{\infty} [a_k, b_k],
\]
where \( a_0 = 0, b_0 = \alpha, b_k = a_{k+1} = \gamma^k \alpha \) for \( k \geq 1, \gamma > 1, \) and \( \alpha > 0 \) is a constant to be specified later. Then

\[
W_k(\gamma, \varepsilon) = W_{a_k,b_k}(\varepsilon)
\]

\[
= \exp \left\{ -\left( \frac{\tau}{2} \right)^{\frac{r-1}{2(r-1)}} \left( \frac{C(\gamma - 1)}{\gamma^{r/2} - 1} \right)^{\frac{r-2}{2(r-1)}} \alpha^{\frac{r-2}{2(r-1)}} \gamma^{\frac{r-2}{2}(k-1)} \right\} \times \left( \varepsilon + C \alpha \gamma^k \frac{\gamma^{r/2 - 1} - 1}{\gamma^{r/2} - 1} \right)^{\frac{r-2}{2(r-1)}(k-1)}
\]

(23)

for all \( k \geq 1. \) We find the interval where \( W_k(\gamma, \varepsilon) \) attains its maximum. The function

\[
J(k) = \gamma^{\frac{1}{r} - \frac{k}{r} - \frac{1}{r}} \left( \varepsilon + C \gamma^k \alpha \frac{\gamma^{r/2 - 1} - 1}{\gamma^{r/2} - 1} \right)
\]

is continuous with respect to the argument \( k. \) Then

\[
\frac{dJ(k)}{dk} = \gamma^{\frac{1}{r} - \frac{k}{r} - \frac{1}{r}} \log \gamma \left( 1 - \frac{r}{2} \right) \left( \varepsilon + C \gamma^k \alpha \left( \frac{\gamma^{r/2 - 1} - 1}{\gamma^{r/2} - 1} \right) \right) + \frac{C \alpha \gamma^k}{\gamma^{r/2} - 1} \left( \gamma^{r/2 - 1} - 1 \right) \left( r - 1 \right)
\]

\[
= \gamma^{\frac{1}{r} - \frac{k}{r} - \frac{1}{r}} \log \gamma \left( \frac{\varepsilon(1 - \frac{r}{2})}{r - 1} + \frac{C \gamma^k \alpha \left( \frac{\gamma^{r/2 - 1} - 1}{\gamma^{r/2} - 1} \right) \frac{r}{2}}{r - 1} \right)
\]

and

\[
\frac{dJ(k)}{dk} = 0 \Leftrightarrow \alpha = \frac{\varepsilon \gamma^k r - 2 \gamma^{r/2 - 1}}{C \gamma^r r - \gamma^{r/2 - 1} - 1}.
\]

Choose \( \alpha \) such that \( W_k(\gamma, \varepsilon) \) attains its maximum for \( k = M \) where \( M \geq 1. \) Then

\[
a = \frac{\varepsilon \gamma^M r - 2 \gamma^{r/2 - 1}}{C \gamma^r r - \gamma^{r/2 - 1} - 1}.
\]

Substituting \( \alpha \) defined in (26) into (23) we get

\[
W_k^{(M)}(\gamma, \varepsilon) = \exp \left\{ -\left( \frac{\tau C \varepsilon}{2} \right)^{\frac{r-1}{2(r-1)}} \left( \frac{r}{r - 2} \right)^{\frac{r-2}{2(r-1)}} \gamma^{\frac{r-2}{2}(M-k+1)} \right\} \times \left( \frac{\gamma^{r/2 - 1} - 1}{\gamma^{r/2} - 1} \right)^{\frac{r-2}{2(r-1)}} \left( 1 + \frac{r - 2 \gamma^{k-M}}{r} \right)^{\frac{r-2}{2(r-1)}}
\]

(27)

for all \( k \geq 1, \) and

\[
W_0^{(M)}(\gamma, \varepsilon) = \exp \left\{ -\left( \frac{\tau C \varepsilon}{2} \right)^{\frac{r-1}{2(r-1)}} \left( \frac{r}{r - 2} \right)^{\frac{r-2}{2(r-1)}} \gamma^{\frac{r-2}{2}(M+1)} \right\} \times \left( \frac{\gamma^{r/2 - 1} - 1}{\gamma^{r/2} - 1} \right)^{\frac{r-2}{2(r-1)}} \left( \frac{r - 2 \gamma^M}{r} \right)^{\frac{r-2}{2(r-1)}}
\]

(28)

Put

(29)

\[ W(\gamma, \varepsilon) = W_M^{(M)}(\gamma, \varepsilon) = \exp \left\{ -\kappa(\gamma) \varepsilon^{\frac{r-1}{2(r-1)}} \right\}, \]

where

\[
\kappa(\gamma) = \left( \frac{\tau C}{2} \right)^{\frac{r-1}{2(r-1)}} \left( \frac{r}{r - 2} \right)^{\frac{r-2}{2(r-1)}} \gamma^{\frac{r-2}{2}(M+1)} \left( \frac{\gamma^{r/2} - r \gamma^{r/2 - 1} - 1}{\gamma^{r/2} - 1} \right)^{\frac{r-2}{2(r-1)}}
\]

(30)
It is obvious that \( W(\gamma, \varepsilon) \geq W_0(M)(\gamma, \varepsilon) \) for

\[
M \geq 1 + \frac{2}{(r-2) \log \gamma} \log \left( \frac{2(r-1)(\gamma - 1)}{r(\gamma^{r/2} - 1)} \right).
\]

Consider the ratio

\[
\frac{W_k(M)(\gamma, \varepsilon)}{W(\gamma, \varepsilon)} = \exp \left\{ -\left( \frac{\pi C \varepsilon}{2} \right)^{\frac{r}{2(r-1)}} \left[ \frac{r}{2(r-2)} \right]^{\frac{r-2}{2(r-1)}} \times \frac{(\gamma^{r/2} - \gamma^{r^{2(r-2)}}(\gamma - 1)^{\frac{1}{2}} + 2(r-1)}{r} \right. \\
\left. \times \left( \frac{r}{2(r-1)} \gamma^{(M-k)} \frac{r^{2(r-2)}}{2(r-1)} + \frac{r - 2}{2(r-1)} \gamma^{(k-M)} \frac{r^{2(r-2)}}{2(r-1)} - 1 \right) \right\}
\]

\[
= W(\gamma, \varepsilon)^{S_k(M)(\gamma)},
\]
where

\[
S_k(M)(\gamma) = \frac{r}{2(r-1)} \gamma^{2(r-2)}(M-k) + \frac{r - 2}{2(r-1)} \gamma^{(k-M)} \frac{r^{2(r-2)}}{2(r-1)} - 1.
\]

It is easy to see that \( S_k(M)(\gamma) > 0 \) for all \( \gamma > 1 \) and \( k \geq 1 \).

Using the known inequalities \( e^x \geq 1 + x + \frac{x^2}{2} \) and \( e^{-x} \geq 1 - x \) for \( x \geq 0 \), we obtain

\[
S_k(M)(\gamma) \geq S_k(\gamma) = \frac{1}{2} \left( \frac{r - 2}{2(r-1)} \log \gamma \right)^2 (M-k)^2, \quad k < M,
\]

\[
S_k(M)(\gamma) \geq S_k(\gamma) = \frac{1}{2} \left( \frac{r \log \gamma}{2(r-1)} \right)^2 (k-M)^2, \quad k > M.
\]

Consider the following sums:

\[
S_1(\gamma, \varepsilon) = \sum_{k=1}^{M-1} \gamma^{-\frac{r}{r-1}} W(\gamma, \varepsilon) \bar{S}_k(\gamma),
\]

\[
S_2(\gamma, \varepsilon) = \sum_{k=M+1}^{\infty} \gamma^{-\frac{r}{r-1}} W(\gamma, \varepsilon) \bar{S}_k(\gamma).
\]

Since \( W_k(M)(\gamma, \varepsilon) \leq W(\gamma, \varepsilon) \) for all \( k \geq 0 \), relations (32)–(35) imply that \( S_1(\gamma, \varepsilon) < \infty \) and \( S_2(\gamma, \varepsilon) < \infty \) for all \( \gamma > 1 \).
Consider the other factor on the right hand side of (22). Substituting \( \alpha \) defined by (26) we get

\[
K_k(\gamma, p, \varepsilon) = K_{a_0, b_0}(\gamma, p, \varepsilon)
\]

\[
= \exp \left\{ p \left( \frac{\tau}{2} \right) \frac{r}{(r-1)} \left( C(b_k - a_k) \right)^{\frac{1}{r}} \times \left( \varepsilon + C a_k b_k \left( b_k \gamma - a_k \gamma \right)^{\frac{1}{r}} + C(b_k - a_k) \left( b_k \gamma - a_k \gamma \right)^{\frac{1}{r}} \right) \right\}
\]

\[
= \exp \left\{ p e^{\frac{r}{2(r-1)}} \left( \frac{\tau C}{2} \frac{r}{(r-1)} \left( \frac{r}{r-2} \right)^{\frac{r}{2(r-1)}} \left( \gamma \gamma - 1 \right)^{\frac{1}{r}} \times \left( \gamma^{\frac{r-2}{2(r-1)}} \left( \gamma - 1 \right)^{\frac{1}{r}} + \frac{r-2}{r} \gamma^{\frac{r(k-M-1)}{2(r-1)}} + \frac{(r-2)(\gamma - 1)!}{2r(\gamma^2 - 1)(1 + p)} \right) \right) \right\}
\]

(38)

for all \( k \geq 1 \), and

\[
K_0(\gamma, p, \varepsilon) = K_{a_0, b_0}(\gamma, p, \varepsilon)
\]

\[
= \exp \left\{ p e^{\frac{r}{2(r-1)}} \left( \frac{\tau C}{2} \frac{r}{(r-1)} \left( \frac{r}{r-2} \right)^{\frac{r}{2(r-1)}} \left( \gamma \gamma - 1 \right)^{\frac{1}{r}} \times \left( \gamma^{\frac{r-2}{2(r-1)}} \left( \gamma - 1 \right)^{\frac{1}{r}} + \frac{r-2}{r} \gamma^{\frac{r(k-M-1)}{2(r-1)}} + \frac{(r-2)(\gamma - 1)}{2r(\gamma^2 - 1)(1 + p)} \right) \right) \right\}
\]

(39)

for \( k = 0 \). For any interval \([a_k, b_k], k \geq 0\), put

\[
p = p_k = \frac{\zeta^{\frac{r-2}{2(r-1)}}}{\varepsilon^{\frac{r-2}{2(r-1)}}},
\]

where \( \zeta \) is some constant such that \( p_k < 1 \) for all intervals, that is,

\[
\zeta \in \left( 0, \varepsilon / \gamma^{M+1} \right).
\]
Since \( p/(1 + p) < \frac{1}{2} \) for all \( p \in (0, 1) \), we obtain

\[
K_k(\gamma, p_k, \varepsilon) = \exp \left\{ \left( \frac{\tau C \zeta}{2} \right)^{\frac{1}{\gamma}} (\gamma - 1) \left( \frac{r - 2}{r} \right)^{\frac{1}{\gamma}} \right\} \times \left( \gamma^{M - k + 1} + \frac{r - 2}{r} + \frac{(r - 2)(\gamma - 1)(\gamma - 1)}{4r(\gamma - 1)} \right). \tag{41}
\]

It is obvious that \( K_k(\gamma, p_k, \varepsilon) \leq K_1(\gamma, p_1, \varepsilon) = K_1(\gamma) \) for all \( k \geq 1 \). Similarly

\[
K_0(\gamma, p_0, \varepsilon) = K_0(\gamma) = \exp \left\{ \left( \frac{\tau C \zeta}{2} \right)^{\frac{1}{\gamma}} (\gamma - 1) \left( \frac{r - 2}{r} \right)^{\frac{1}{\gamma}} \right\} \times \left( \gamma^{M} + \frac{r - 2}{r} + \frac{(r - 2)(\gamma - 1)}{4r(\gamma - 1)} \right). \tag{42}
\]

Condition (20) holds if \( \lambda^* > \lambda_0 \) for all intervals; that is,

\[
(1 - p) \left( \frac{C(b_k - a_k)}{b_k^{1/r} - a_k^{1/r}} \right)^{1/r} \geq (1 - p) \max \left\{ \frac{\frac{\tau^{1/2}}{2r \gamma}}{(b_k - a_k)^{1/2}} ; \frac{\frac{\tau^{1/2}}{2r \gamma}}{2} \right\}, \tag{43}
\]

where

\[ v = \begin{cases} \alpha, & \text{for } k = 0, \\ a_k, & \text{for } k \geq 1. \end{cases} \]

It is easy to check that condition (43) is equivalent to

\[
\varepsilon \geq \frac{2rC(r - 2)/r}{\tau^{1/r}(r - 2)/r^2 - 1} \tag{44}
\]

for the interval \( [a_0, b_0] = [0, \alpha] \). It follows from (43) that

\[
\left( \frac{C(\gamma - 1)(\alpha \gamma^{k-1})^{1 - \frac{1}{r}}}{\gamma^{1 - 1}} \right)^{1/r} \geq \frac{\frac{\tau^{1/2}}{2r \gamma}}{2r \gamma^{1/r}} \max \left\{ ((\gamma - 1)\alpha \gamma^{k-1})^{-\frac{1}{r}} ; (2\alpha \gamma^{k-1})^{-\frac{1}{r}} \right\}, \tag{45}
\]

for the intervals \( [a_k, b_k] = [\alpha \gamma^{k-1}, \alpha \gamma^k] \), \( k \geq 1 \). If inequality (45) holds for \( k = 1 \), it holds for \( k > 1 \), too. Thus (20) implies that

\[
\varepsilon \geq \frac{2r \gamma^{M} (\gamma^{r/2 - 1} - 1) (\gamma^{r/2 - 1})}{\tau C(r - 2)(\gamma - 1)^2} \max \left\{ (\gamma - 1)^{1 - r} ; 2^{1 - r} \right\}. \tag{46}
\]
Inequality (47) follows from (44) and (46). Therefore

\[
P \left\{ \sup_{t \geq 0} (A(t) - ct) > x \right\} = P \left\{ \sup_{t \geq 0} (Y(t) - Ct) > \varepsilon \right\} \\
\leq \sum_{k \geq 0} P \left\{ \sup_{t \in [a_k, b_k]} (Y(t) - Ct) > \varepsilon \right\} = \sum_{k \geq 0} \frac{2e^2}{p_k^2} W_k^{(M)}(\gamma, \varepsilon) K_k(\gamma, p_k, \varepsilon) \\
\leq \varepsilon^{\frac{r-M}{r}} 2e^2 \frac{r}{r-M} \left( \gamma^{\frac{r-M}{r}} W_0^{(M)}(\gamma, \varepsilon) K_0(\gamma) \right. \\
+ \sum_{k=1}^{M-1} \gamma^{\frac{r(k-M-1)}{r-M}} W_k^{(M)}(\gamma, \varepsilon) K_1(\gamma) \left. \\
+ W(\gamma, \varepsilon) K_1(\gamma) + \sum_{k=M+1}^{\infty} \gamma^{\frac{r(k-M-1)}{r-M}} W_k^{(M)}(\gamma, \varepsilon) K_1(\gamma) \right) \\
\leq \varepsilon^{\frac{r-M}{r}} 2e^2 \frac{r}{r-M} \left( K_0(\gamma) + K_1(\gamma) \left( \sum_{k=1}^{M-1} \gamma^{\frac{r(k-M-1)}{r-M}} W(\gamma, \varepsilon) S_k(\gamma) + 1 + \sum_{k=M+1}^{\infty} \gamma^{\frac{r(k-M-1)}{r-M}} W(\gamma, \varepsilon) S_k(\gamma) \right) \right) \\
= \varepsilon^{\frac{r-M}{r}} W(\gamma, \varepsilon) 2e^2 \frac{r}{r-M} \gamma^{\frac{r(M+1)}{r-M}} (K_0(\gamma) + K_1(\gamma)(1 + S_1(\gamma, \varepsilon) + S_2(\gamma, \varepsilon))). \quad \Box
\]

**Theorem 3.3.** Let \( Y(t) = \int_0^t X(u) \, du, t \geq 0 \), where \( X(u) \) is a strictly \( \varphi \)-sub-Gaussian Ornstein–Uhlenbeck stochastic process with parameter \( \tau > 0 \) and \( \varphi(u) = u^2 \). Then

\[
P \left\{ \sup_{t \geq 0} (Y(t) - Ct) > \varepsilon \right\} \leq \frac{2e^2}{\zeta^2} \exp \left\{ -\frac{\tau C \varepsilon^2}{2} \right\} \left( \tilde{K}_0(\zeta, \gamma) + \tilde{K}_1(\zeta, \gamma) S(\gamma, \varepsilon) \right)
\]

for all \( \gamma > 1, \varepsilon > 0 \), and \( \zeta \in (0, \varepsilon \gamma^{-1}) \), where

\[
\tilde{K}_0(\zeta, \gamma) = \exp \left\{ \frac{3\zeta \tau C \gamma}{8} \right\},
\]

\[
\tilde{K}_1(\zeta, \gamma) = \exp \left\{ \frac{\zeta \tau}{8} \left( \chi_{\{\zeta < 3\}}(6C + \gamma - 1) + \chi_{\{\zeta \geq 3\}}((C + 1)(\gamma - 1) + 4C) \right) \right\},
\]

\[
S(\gamma, \varepsilon) = \sum_{k \geq 1} 2^{(k-1)} \exp \left\{ -\frac{\tau C \varepsilon^2}{8} \left( \gamma^{k-1} - 2 + \gamma^{1-k} \right) \right\} < \infty.
\]

**Proof.** The bound

\[
P \left\{ \sup_{t \in [a, b]} (A(t) - ct) > x \right\} \leq \frac{2e^2}{p^2} \inf_{\lambda > 0} Z(\lambda, p),
\]

follows from Theorem 3.2 with \( \beta = ((b - a)/\tau)^{1/2} \), where

\[
Z(\lambda, p) = \exp \left\{ \theta(\lambda, p) + \frac{\lambda^2 p(b - a)}{\tau(1 - p)^2} - \lambda \left( \varepsilon - \frac{C \tau (b - a)p^2}{2(1 - p^2)} \right) \right\},
\]

\[
\theta(\lambda, p) = \sup_{u \in [a, b]} \left( \frac{\lambda^2 u}{\tau(1 - p)} - \lambda C u \right).
\]

It is obvious that \( \theta(\lambda, p) = \lambda^2 2a/((\tau(1 - p)) - \lambda Ca \) for \( \lambda \leq \lambda^* = (1 - p)\tau C/2. \)
The function $Z(\lambda, p)$ attains its minimum at the point

$$
\hat{\lambda} = \frac{Ca + \varepsilon - \frac{Cp^2(b-a)}{2(1-p)}}{2\left(\frac{2a}{\tau(1-p)} + \frac{p(b-a)}{\tau(1-p)^2}\right)},
$$

whence we obtain

$$
\inf_{\lambda > 0} Z(\lambda, p) = \exp \left\{ -\frac{\tau(Ca + \varepsilon)^2}{4\left(2a + \frac{p(b-a)}{1-p}\right)} \right\}
	imes \exp \left\{ \frac{p\tau}{8a(1-p)} \left( \frac{(Ca + \varepsilon)^2(b-a)}{2a + \frac{p(b-a)}{1-p}} \right) \right\}
\leq \exp \left\{ -\frac{\tau(Ca + \varepsilon)^2}{8a} \right\}
	imes \exp \left\{ \frac{p\tau}{8a(1-p)} \left( \frac{(Ca + \varepsilon)^2(b-a)}{2a + \frac{p(b-a)}{1-p}} \right) \right\}
= \Gamma_{a,b}(\varepsilon)K_{a,b}(p, \varepsilon)
$$

if $\hat{\lambda} \leq \lambda^*$ or, equivalently, if

$$
\varepsilon \leq Ca + \frac{C(b-a)p}{1-p} + \frac{Cp^2(b-a)}{2(1-p^2)}.
$$

Since $\Gamma_{a,b}(\varepsilon)$ attains the maximum at the point $a = \varepsilon/C$, we consider the partition $[0, \infty) = \bigcup_{k=0}^{\infty} [a_k, b_k]$, where $[a_0, b_0] = [0, \varepsilon/C]$, $[a_k, b_k] = [\varepsilon^{k-1}/C, \varepsilon^k/C]$, $k \geq 1$, and $\gamma > 1$. Condition (55) holds for any interval of this partition. Estimate (22) holds for $k = 0$:

$$
\inf_{\lambda > 0} Z(\lambda, p) \leq Z(\lambda^*, p)
= \exp \left\{ -\frac{\tau C \varepsilon}{2} \right\} \exp \left\{ \frac{p\tau C \varepsilon}{4} \left( 1 + \frac{p}{1+p} \right) \right\}
\leq \exp \left\{ -\frac{\tau C \varepsilon}{2} \right\} \exp \left\{ \frac{3p\tau C \varepsilon}{8} \right\}
= \Gamma(\varepsilon)K_0(p, \varepsilon).
$$

Put

$$
\Gamma_k(\gamma, \varepsilon) = \Gamma_{a_k,b_k}(\varepsilon).
$$

Then

$$
\frac{\Gamma_k(\gamma, \varepsilon)}{\Gamma(\varepsilon)} = \exp \left\{ -\frac{\tau C \varepsilon}{2} \left( \frac{(\gamma^{k-1} + 1)^2}{4\gamma^{k-1}} - 1 \right) \right\} = \exp \left\{ -\frac{\tau C \varepsilon (\gamma^{k-1} - 1)^2}{2} \right\}
\times \exp \left\{ \frac{\tau C \varepsilon}{8} (\gamma^{k-1} - 2 + \gamma^{1-k}) \right\},
$$

$$
S(\gamma, \varepsilon) = \sum_{k \geq 1} \gamma^{2(k-1)} \exp \left\{ -\frac{\tau C \varepsilon}{8} (\gamma^{k-1} - 2 + \gamma^{1-k}) \right\} < \infty
$$
for \( k \geq 1 \) and all \( \gamma > 1 \) and \( \varepsilon > 0 \). Further,
\[
K_k(\gamma, p, \varepsilon) = K_{a_k, b_k}(p, \varepsilon)
\]
\[
= \exp \left\{ \frac{p \in \mathcal{T}}{8 \gamma^{k+1}} \left( \frac{C(\gamma^{k-1} + 1)^2(\gamma - 1)}{2(1 - p) + p(\gamma - 1)} \right) \right. \\
+ \frac{2C(\gamma^{k-1} + 1)^2 + (\gamma^{k-1} + 1)\gamma^{k-1}(\gamma - 1)}{2 + \frac{(\gamma - 1)}{1 - p}} \right\}.
\]

Let
\[
p = p_k = \zeta / (\varepsilon \gamma^{k-1}) < 1
\]
for all \( k \geq 0 \), that is, \( \zeta \in (0, \varepsilon \gamma^{-1}) \). Then
\[
K_k(\gamma, p_k, \varepsilon) \leq \exp \left\{ \frac{\zeta \tau}{8} \left( (C + 1)(\gamma - 1) + 4C \right) \right\}
\]
for \( \gamma \geq 3 \). If \( 1 < \gamma < 3 \), then \( \zeta(3 - \gamma)(\varepsilon \gamma^{k-1}) < 3 - \gamma \) and
\[
K_k(\gamma, p_k, \varepsilon) \leq \exp \left\{ \frac{\zeta \tau}{8} (6C + \gamma - 1) \right\}.
\]

Put
\[
\tilde{K}_1(\zeta, \gamma) = \exp \left\{ \frac{\zeta \tau}{8} \left( \chi_{\{\gamma < 3\}}(6C + \gamma - 1) + \chi_{\{\gamma \geq 3\}}(6\gamma - 1) \right) \right\}.
\]

Now
\[
K_0(p_0, \varepsilon) \leq \exp \left\{ \frac{3\zeta \tau C \gamma}{8} \right\} = \tilde{K}_0(\zeta, \gamma),
\]
and therefore
\[
P \left\{ \sup_{t > 0} (Y(t) - Ct) > \varepsilon \right\} \leq \sum_{k \geq 0} P \left\{ \sup_{t \in [a_k, b_k]} (Y(t) - Ct) > \varepsilon \right\}
\]
\[
= \sum_{k \geq 0} 2e^{2\zeta^2} \varepsilon^2 2^{(k-1)} \Gamma(\varepsilon) K_k(\gamma, p_k, \varepsilon)
\]
\[
= \frac{2e\varepsilon^2}{\zeta^2} \Gamma(\varepsilon) \left( \tilde{K}_0(p_0, \varepsilon) + \sum_{k \geq 1} 2^k \frac{\Gamma(\gamma, \varepsilon)}{\Gamma(\varepsilon)} K_k(\gamma, p_k, \varepsilon) \right)
\]
\[
\leq \frac{2e\varepsilon^2}{\zeta^2} \Gamma(\varepsilon) \left( \tilde{K}_0(\zeta, \gamma) + \tilde{K}_1(\zeta, \gamma) S(\gamma, \varepsilon) \right).
\]

Remark 3.2. A similar problem is considered for the Gaussian Ornstein–Uhlenbeck stochastic process in a number of papers (see, for example, [11]). In particular,
\[
P \left\{ \sup_{t > 0} (Y(t) - Ct) > \varepsilon \right\} \sim \exp \left\{ -I(\varepsilon) \right\}.
\]
for the model studied in the current paper with $\tau = 1$ and sufficiently large $\varepsilon$, where

\begin{equation}
I(\varepsilon) = \inf_{t > 0} \frac{(\varepsilon + Ct)^2}{2\sigma_t^2},
\end{equation}

\begin{equation}
\sigma_t^2 = 2(t - 1 + e^{-t}).
\end{equation}

It is obvious that the solution of problem (68) is $I(\varepsilon) = \kappa \varepsilon$, where $\kappa > 0$ is a constant. Moreover the estimate obtained in Theorem 3.3 implies that $\kappa > C/2$ for a $\varphi$-sub-Gaussian Ornstein–Uhlenbeck stochastic process with $\varphi(u) = u^2$, since

\begin{equation}
I(\varepsilon) \geq \inf_{t > 0} \frac{(\varepsilon + Ct)^2}{4t} = C\varepsilon.
\end{equation}

This means that our result obtained for the class of $\varphi$-sub-Gaussian stochastic processes (including the class of Gaussian stochastic processes) coincides, up to a multiplicative factor, with the corresponding result for the Gaussian case.

4. Concluding remarks

A model for the queueing system is considered in the paper. The queue length is continuous and the input is a strictly $\varphi$-sub-Gaussian generalized Ornstein–Uhlenbeck stochastic process defined on the positive semi-axis. The classes of $\varphi$-sub-Gaussian and strictly $\varphi$-sub-Gaussian stochastic processes include the class of Gaussian processes and can be used when modeling stochastic processes. We obtained an estimate for the probability that the queue length exceeds the maximum for this model. Similar results can be obtained for other types of stochastic processes.
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