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Abstract. We consider a problem on finding the best threshold-based classification rule constructed from a sample from a mixture with varying concentrations. We show that the rate of convergence of the minimal empirical risk estimators to the optimal threshold is of order $N^{-1/3}$ for smooth distributions, while the rate of convergence of the Bayes empirical estimators is of order $N^{-2/5}$ where $N$ is the size of a sample.

1. Introduction

We consider the problem of the classification of an object $O$ from observations after its numerical characteristic $\xi = \xi(O)$. We assume that the object may belong to one of the two classes and restrict the consideration to the case of threshold-based classification rules of the form

$$g_t(\xi) = \begin{cases} 1 & \text{if } \xi \leq t, \\ 2 & \text{if } \xi > t. \end{cases}$$

According to this rule, an object is classified to belong to the first class if its characteristic does not exceed a threshold $t$; otherwise, an object is classified to belong to the second class. A simple example where one can apply this classification rule is to determine whether a person (object) is ill (belongs to the second class) if the temperature of its body (of the characteristic $\xi$) exceeds $37^\circ C$ (the threshold $t$).

It is common to define the best (Bayes) threshold as $t = t^B$ for which $g_t$ has the minimal probability of error. When determining the best threshold, one faces the problem of estimating the threshold by using a learning sample. Widely used methods to estimate $t^B$, the Bayes empirical classification [2, 11] and minimization of the empirical risk, are based on the assumption that there is a sample, called the learning sample, whose members are classified correctly. The minimal empirical risk method is generalized in this paper to the case where the learning sample is obtained from a sample with varying concentrations [4]. We also study the asymptotic behavior of both methods mentioned above.

The minimal empirical risk method is a comparatively simple technique based on the empirical distribution functions as estimators of the corresponding true distributions. These estimators have a “nice” rate of convergence of order $N^{-1/2}$ where $N$ is the size of a sample [1]. The empirical Bayes classification rule uses the estimators of the distribution
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densities that have a worse rate of convergence. In the smooth case (considered in this paper), the rate of convergence is of order $N^{-2/5}$ \cite{7}. The first impression is that the minimal empirical risk estimators of the threshold $t^B$ are asymptotically better than the empirical Bayes estimators. However we will show that the rate of convergence of minimal empirical risk estimators is of order $N^{-1/3}$, while that of empirical Bayes classification estimators is of order $N^{-2/5}$.

If the members of a learning sample are classified correctly, the rate of convergence of order $N^{-1/3}$ is obtained in \cite{2} for minimal empirical risk estimators. A rate of order $N^{-1/3}$ is usual for problems of maximizations of nonsmooth functionals of empirical distribution functions \cite{8, 10}. The empirical Bayes classification allows one to account for the smoothness of the distribution functions and to smooth the estimators of densities. This explains why this method has a better rate of convergence.

2. THE SETTING OF THE PROBLEM

A numerical characteristic $\xi = \xi(O)$ is observed for an object $O$. The object may belong to one of the two prescribed classes. An unknown number of a class containing $O$ is denoted by ind($O$). The a priori probabilities
$$p_i = P(\text{ind}(O) = i), \quad i = 1, 2,$$
are assumed to be known. The characteristic $\xi$ is assumed to be random, and its distribution depends on ind($O$):
$$P(\xi(O) < x \mid \text{ind}(O) = i) = H_i(x).$$
The distributions $H_i$ are unknown; however they have densities $h_i$ with respect to the Lebesgue measure and they are continuous functions.

A classification rule is a function $g: \mathbb{R} \to \{1, 2\}$ that assigns a value to ind($O$) by using the characteristic $\xi$. In general, a classification rule is defined as a general measurable function, but we restrict the consideration in this paper to the so-called threshold-based classification rules of the form \cite{11}. The family of threshold-based classification rules is denoted by $\mathcal{G} = \{g_t: t \in \mathbb{R}\}$. The probability of error of such a classification rule is given by
$$L(g_t) = L(t) = P\{g_t(\xi(O)) \neq \text{ind}(O)\}$$
$$= \sum_{i=1}^{2} P\{\text{ind}(O) = i\} P\{g_t(\xi(O)) = 3 - i \mid \text{ind}(O) = i\} = p_1 (1 - H_1(t)) + p_2 H_2(t).$$

A classification rule $g^B \in \mathcal{G}$ is called a Bayes classification rule in the class $\mathcal{G}$ if $L(g)$ attains its minimum at $g^B$,
$$g^B = \arg\min_{g \in \mathcal{G}} L(g).$$
The threshold $t^B$ for a Bayes classification rule is called the Bayes threshold, $g^B = g_{t^B}$,
$$t^B = \arg\min_{t \in \mathbb{R}} L(t).$$

In what follows, $\arg\min_{x \in U} f(x)$ denotes any $x_\ast \in U$ such that $f(x_\ast) = \inf_{x \in U} f(x)$. If a function $f$ is random, we additionally assume that $x_\ast$ is a random variable (in other words, $x_\ast$ is a measurable function on the main probability space). Since $H'_i(t) = h_i(t)$, $t^B$ is a solution of the equation
$$L'(t) = -p_1 h_1(t) + p_2 h_2(t) = 0.$$
The functions \( H_i \) (and, of course, \( h_i \)) are assumed to be unknown. One can estimate these functions from the data \( \Xi_N = \{\xi_j : N\}_{j=1}^N \) being a sample from a mixture with varying concentrations where \( \xi_j : N \) are independent if \( N \) is fixed and

\[
P\{\xi_j : N < x\} = w_j : N H_1(x) + (1 - w_j : N)H_2(x).
\]

Here \( w_j : N \) is a known concentration in the mixture of objects of the first class at the moment when an observation \( j \) is made [10].

To estimate the distribution functions \( H_i \), we use weighted empirical distribution functions

\[
H_i^N(x) = \frac{1}{N} \sum_{j=1}^N a_{j:N} \mathbb{1}\{\xi_j < x\},
\]

where \( \mathbb{1}\{A\} \) is the indicator of an event \( A \) and \( a_{j:N} \) are known weight coefficients:

\[
a_{j:N} = \frac{1}{\Delta_N} \left( (1 - s_j^1)w_j : N + (s_j^2 - s_j^1) \right), \quad a_{j:N}^2 = \frac{1}{\Delta_N}(s_j^2 - s_j^1 w_j : N),
\]

\[
s_N = \frac{1}{N} \sum_{j=1}^N (w_j : N)^k, \quad k = 1, 2, \ldots, \quad \Delta_N = s_j^2 - (s_j^1)^2
\]

(see Example 1 of Section 2.2 in [10]). One can apply kernel estimators to estimate the densities of distributions \( h_i \):

\[
h_i^N(x) = \frac{1}{\kappa_N} \sum_{j=1}^N a_{j:N} K \left( \frac{x - \xi_j : N}{\kappa_N} \right),
\]

where \( K \) is a kernel (the density of some probability distribution) and \( \kappa_N > 0 \) is a smoothing parameter [10, 11].

Starting from (4) and (5), one can apply two approaches to estimate \( t^B \). The minimal empirical risk estimator is defined as

\[
\hat{t}^{MER} = \arg\min_{t \in \mathbb{R}} L_N(t),
\]

where \( L_N(t) = p_1(1 - \hat{H}_1^N(t)) + p_2 \hat{H}_2^N(t) \) is the empirical risk of the classification rule \( g_t \).

The empirical Bayes estimator is constructed as follows. First, one determines the set \( T_N \) of all solutions of the equation

\[
- p_1 \hat{H}_1^N(t) + p_2 \hat{H}_2^N(t) = 0.
\]

Second, one chooses

\[
\hat{t}_N^{EBC} = \arg\min_{t \in T_N} L_N(t)
\]

as an estimator for \( t^B \).

Remark 2.1. Estimators defined by (4) and (5) do not necessarily exist or may not be unique. The assumptions imposed on the model below imply that the probability of the event that the estimators do not exist tends to 0 as \( N \to \infty \). Thus one is free to choose the values of estimators at points where the minimums do not exist, since this does not change the asymptotic behavior of estimators in the sense of the weak convergence.

Analogously, the assumptions of Theorem 3.3 below imply that the probability of the event that the estimator \( t_N^{EBC} \) is not uniquely defined tends to 0. The minimum in (4) always is attained at an infinite set of points (on an interval, as a rule). Nevertheless all points of minimum have the same asymptotic behavior under the assumptions of Theorem 3.3. Therefore one can choose any of them in the definition of the empirical Bayes classification estimator.
3. Main results

In what follows we assume that

(A) the threshold $t^B$ defined by (2) exists, is a unique point of the global minimum of $L(t)$, and

$$L(t^B) < \min(p_1, p_2).$$

This inequality excludes the Bayes classification rules that assign the same class to any observation independently of $\xi$.

(B) The limits $s_i^k = \lim_{N \to \infty} s_i^k$, $i = 1, 2, \ldots, k$, exist and $\Delta = s^2 - (s^1)^2 > 0$.

**Theorem 3.1.** Let conditions (A) and (B) hold and let $H_i$ be continuous functions on $\mathbb{R}$. Then $i^{MER}_N \to t^B$ in probability as $N \to \infty$.

**Theorem 3.2.** Let conditions (A) and (B) hold. Assume that the densities $h_i$ exist and are continuous, $\kappa_n \to 0$ as $Nk_n \to \infty$, $K$ is a continuous function, and

$$d^2 \overset{\text{def}}{=} \int_{-\infty}^{\infty} K^2(t) \, dt < \infty.$$

Then $i^{EBC}_N \to t^B$ in probability.

Let the densities $h_i$ exist and be $s$ times continuously differentiable in some neighborhood of the point $t^B$. Put

$$f_s(t) = (-1)^s \left( p_1 \frac{d^s h_1(t)}{dt^s} - p_2 \frac{d^s h_2(t)}{dt^s} \right),$$

In particular, $f_1(t) = f(x) = p_2 h_2'(x) - p_1 h_1'(x),

$$r_N = \left[ \frac{1}{N} \sum_{j=1}^{N} (p_2 a_{j;N}^2 + p_1 a_{j;N}^1)^2 (w_{j;N} h_1(t^B) + (1 - w_{j;N}) h_2(t^B)) \right]^{1/2},$$

$$r = \lim_{N \to \infty} r_N.$$

**Remark 3.1.** Condition (B) implies that the latter limit exists.

In what follows, the symbol $\Rightarrow$ stands for weak convergence.

**Theorem 3.3.** Assume that conditions (A) and (B) hold. If the densities $h_i$ exist and are continuously differentiable in a neighborhood of $t^B$ and $f(t^B) \neq 0$, then

$$N^{1/3} (i^{MER}_N - t^B) \Rightarrow \left( \frac{2r}{f(t^B)} \right)^{2/3} Z,$$

where $Z = \arg\min_{t \in \mathbb{R}} (W(t) + t^2)$ and $W(t)$ is a two sided standard Wiener process.

**Remark 3.2.** It follows from Lemma 2.6 of [10] that $\min_{t \in \mathbb{R}} (W(t) + t^2)$ is almost surely attained at a unique (random) point $Z \in \mathbb{R}$.

**Theorem 3.4.** Let conditions (A) and (B) hold. Assume that

(i) the derivatives $h_i''(t) = d^2 h_i(t)/dt^2$ exist and are bounded in a neighborhood of $t^B$ and $f(t^B) \neq 0$;

(ii) $\int_{-\infty}^{\infty} zK(z) \, dz = 0$, $D^2 \overset{\text{def}}{=} \int_{-\infty}^{\infty} z^2 K(z) \, dz < \infty$, and $d^2 < \infty$;

(iii) $\kappa_n = c/N^{1/5}$ for some nonrandom $c > 0$.

Then

$$N^{2/5} (i^{EBC}_N - t^B) \Rightarrow A + B \eta,$$

where $A = D^2 c^{2/5} f_2(t^B)/(2f(t^B))$, $B = dr/(c^{1/10} f(t^B))$, and $\eta$ is a standard Gaussian random variable.
4. PROOF OF THEOREMS

Proof of Theorem 3.1  Note that condition (B2) implies that the weight coefficients $a^i_{j:N}$ are bounded uniformly with respect to $N$ and $j$. Theorem 2.4.2 of [4] yields

$$\sup_x |H^N_i(x) - H_i(x)| \to 0$$

in probability as $N \to \infty$. Thus $\sup_x |L^N_i(x) - L_i(x)| \to 0$ in probability. Fix an arbitrary $\lambda > 0$ and $\varepsilon > 0$. Let

$$A_N = \left\{ \sup_x |L^N_i(x) - L_i(x)| < \varepsilon/2 \right\}.$$

If $N$ is sufficiently large, then

$$\mathbb{P}(A_N) > 1 - \lambda.$$

Since $L$ is a continuous function on $\mathbb{R}$, $L(-\infty) = p_1$, $L(+\infty) = p_2$, and condition (A) holds. Moreover, for all $\delta > 0$ there exists $\varepsilon$ such that $L(t) > L(t^B) + \varepsilon$ for all $t$ for which $|t - t^B| > \delta$. Let the event $A_N$ occur. Then

$$L\left(\hat{t}^{MER}_N\right) - \frac{\varepsilon}{2} \leq L_N\left(\hat{t}^{MER}_N\right) \leq L_N\left(t^B\right) \leq L\left(t^B\right) + \frac{\varepsilon}{2},$$

whence $L(\hat{t}^{MER}_N) \leq L(t^B) + \varepsilon$ and $|\hat{t}^{MER}_N - t^B| \leq \delta$. This completes the proof of the theorem, since $\delta$ and $\lambda$ are arbitrary.

Proof of Theorem 3.2  According to Theorem 1 of [7], the assumptions of the theorem imply that $\hat{h}^N_i(x) \to h_i(x)$ in probability at every point $x \in \mathbb{R}$. Therefore

$$u_N(x) = p_2 \hat{h}^N_2(x) - p_1 \hat{h}^N_1(x) \to u(x) = p_2 h_2(x) - p_1 h_1(x)$$

in probability. For $\delta > 0$ we let $A_N(\delta) = \{\text{there exists } t: |t - t^B| \leq \delta, u_N(t) = 0\}$. Now we show that

$$\mathbb{P}(A_N(\delta)) \to 1$$

as $N \to \infty$.

Since $t^B$ is a point of minimum of $L(t)$ and $L'(t) = u(t)$ is a continuous function, $u$ changes its sign in a neighborhood of the point $t^B$. This means that there are $t^-$ and $t^+$ such that

$$t^B - \delta < t^- < t^B < t^+ < t^B + \delta$$

and $u(t^-) u(t^+) < 0$. Thus $\mathbb{P}\{u_N(t^-) u_N(t^+) < 0\} \to 1$. Since $u_N$ is a continuous function, $\{u_N(t^-) u_N(t^+) < 0\} \subseteq A_N(\delta)$. Therefore relation (6) is proved.

Fix $\delta$. In the same way as in the proof of Theorem 3.1 we show that there is $\varepsilon > 0$ such that $L(t) > L(t^B) + \varepsilon$ for all $t \notin [t^B - \delta, t^B + \delta]$. Let $0 < \delta' < \delta$ be such that $L(t) < L(t^B) + \varepsilon/4$ for all $t \in [t^B - \delta', t^B + \delta']$. Put

$$B_N = \left\{ \inf_{t \notin [t^B - \delta, t^B + \delta]} L_N(t) > L(t^B) + \varepsilon/2 > \sup_{t \in [t^B - \delta', t^B + \delta']} L_N(t) \right\}.$$

Fix an arbitrary $\lambda > 0$. Using the uniform convergence of $L_N$ to $L$, we obtain for sufficiently large $N$ that

$$\mathbb{P}(B_N) > 1 - \frac{\lambda}{2}.$$

According to (6),

$$\mathbb{P}(A_N(\delta')) > 1 - \frac{\lambda}{2}$$

for sufficiently large $N$. If the event $A_N(\delta')$ occurs, then there exists

$$t^* \in T_N \cap [t^B - \delta', t^B + \delta']$$
such that \( L_N(t^*) < L_N(t) \) for all \( t \notin [t^B - \delta, t^B + \delta] \) given the event \( B_N \) occurs. Therefore
\[
\mathcal{I}^{EBC} \in [t^B - \delta, t^B + \delta].
\]
Thus
\[
P \left\{ \mathcal{I}^{EBC} - t^B < \delta \right\} \geq P(A_N(\delta') \cap B_N) \geq 1 - \lambda
\]
for sufficiently large \( N \).

This completes the proof of the theorem, since \( \lambda \) is arbitrary. \( \square \)

**Proof of Theorem 3.3** Put
\[
W_N(\tau) = N^{2/3} \left( L_N \left( t^B + N^{-1/3} \tau \right) - L_N \left( t^B \right) - L \left( t^B + N^{-1/3} \tau \right) + L(t^B) \right).
\]

For the proof of Theorem 3.3 we need some auxiliary results on the asymptotic behavior of the process \( W_N \). We state these results in the following two lemmas.

**Lemma 4.1.** On an arbitrary finite interval \( U = [\tau_, \tau_\tau] \), the stochastic processes \( W_N \) weakly converge as \( N \to \infty \) to the process \( rW \) in the space \( \text{Var}(U) \) of functions without discontinuities of the second kind equipped with the uniform metric.

**Proof.** Since trajectories of \( W \) are continuous, one needs to prove that (i) the finite dimensional distributions of \( W_N \) are asymptotically Gaussian, (ii) the second moments of increments converge, and (iii) the distributions of \( W_N \) are tight in \( D(U) \) (see [1]).

First we compute \( \mathbb{E}(W_N(\tau_2) - W_N(\tau_1))^2 \). Let \( \tau_1 < \tau_2 \) and put
\[
b_{j,N} = p_2 a_{j,N}^2 - p_1 a_{j,N}^1.
\]

Then
\[
W_N(\tau_2) - W_N(\tau_1) = N^{-1/3} \sum_{j=1}^{N} b_{j,N} \left( \mathbb{1} \{ \xi_{j,N} \in A_N \} - \mathbb{P} \{ \xi_{j,N} \in A_N \} \right),
\]
where \( A_N = A_N(\tau_1, \tau_2) = [N^{-1/3} \tau_1, N^{-1/3} \tau_2] \). Therefore
\[
\mathbb{E}(W_N(\tau_2) - W_N(\tau_1))^2 = N^{-2/3} \sum_{j=1}^{N} (b_{j,N})^2 \left[ (w_{j,N} H_1(A_N) + (1 - w_{j,N}) H_2(A_N)) - (w_{j,N} H_1(A_N) + (1 - w_{j,N}) H_2(A_N))^2 \right].
\]

Taking into account that \( H_i(A_N) \sim h_i(t^B N^{-1/3} (\tau_2 - \tau_1)) \), we obtain
\[
\mathbb{E}(W_N(\tau_2) - W_N(\tau_1))^2 \to r^2(\tau_2 - \tau_1) = \mathbb{E}(r W(\tau_2) - r W(\tau_1))^2
\]
as \( N \to \infty \). The finite dimensional distributions of \( W_N \) are asymptotically Gaussian in view of the central limit theorem under the Lindeberg condition, since all terms in the sum (7) uniformly converge.

It remains to check that the family of distributions of \( W_N \) is tight. To apply a known criterion (Theorem 15.6 of [1]), we show that
\[
J \overset{\text{def}}{=} \mathbb{E}(W_N(\tau) - W_N(\tau_1))^2(W_N(\tau_2) - W_N(\tau))^2 \leq C_1(\tau_2 - \tau_1)^2
\]
for all \( \tau_1 < \tau < \tau_2 \) where \( C_1 \) does not depend on \( N, \tau_1, \tau, \) and \( \tau_2 \).

Put
\[
\eta_j(\tau_1, \tau_2) = b_{j,N} \left( \mathbb{1} \{ \xi_{j,N} \in A_N(\tau_1, \tau_2) \} - \mathbb{P} \{ \xi_{j,N} \in A_N(\tau_1, \tau_2) \} \right).
\]
Then
\[ J \leq \frac{C_2}{N^{4/3}} \left( \sum_{j \neq k} \{ E(\eta_j(\tau, \tau_2))^2(\eta_k(\tau_1, \tau))^2 + |E \eta_j(\tau, \tau_2)\eta_j(\tau_1, \tau)\eta_k(\tau_2, \tau)\eta_k(\tau_1, \tau)| \} + \sum_{j=1}^{N} E(\eta_j(\tau, \tau_2))^2(\eta_j(\tau_1, \tau))^2 \right) \]
\[ \leq \frac{C_2}{N^{4/3}} \left( N^2 C_3(h^*)^2 N^{-1/3}(\tau - \tau_1) N^{-1/3}(\tau_2 - \tau) + NC_4(h^*)^2 N^{-1/3}(\tau - \tau_1)(\tau_2 - \tau) \right) \]
\[ \leq C_1(\tau_2 - \tau_1)^2. \]

Here \( C_2 \) is an absolute constant, \( C_3, \) and \( C_4 \) depend only on \( \sup_{j,N} |b_j| < \infty, \) and \( h^* = \sup_{t \in [t]} (h_1(t) + h_2(t)). \)

Now the lemma follows from Theorems 15.4 and 15.6 of [1]. \( \square \)

**Lemma 4.2.** For every \( \varepsilon > 0 \) there exist \( D > 0 \) such that
\[ \Pr \{ \text{there exists } \tau \in \mathbb{R}: |W_N(\tau)| > D(1 + |\tau|) \} < \varepsilon \]
for all \( N. \)

**Proof.** Using inequality (15.30) of [1], we derive from (2) that
\[ J_1 \overset{\text{def}}{=} \Pr \left\{ \sup_{\tau \in [\tau_1, \tau_2]} \min(|W_N(\tau)| - W_N(\tau_1), |W_N(\tau_2) - W_N(\tau)|) > \varepsilon/2 \right\} \]
\[ \leq \frac{16 C_1}{\varepsilon^2} (\tau_+ - \tau_-)^2. \]

Similarly to the proof of (3), we obtain
\[ \mathbb{E} W_N^4(\tau) \leq C_5 \tau^2, \]
whence
\[ J_2(\tau) \overset{\text{def}}{=} \Pr \{|W_N(\tau)| > \varepsilon/2\} \leq \frac{16 C_5 \tau^2}{\varepsilon^4} \]
by the Chebyshev inequality. Thus
\[ \Pr \left\{ \sup_{\tau \in [\tau_1, \tau_2]} |W_N(\tau)| > \varepsilon \right\} \leq J_1 + J_2(\tau_-) + J_2(\tau_+) \leq \frac{C_6}{\varepsilon^2} ((\tau_+ - \tau_-)^2 + \tau_1^2 + \tau_2^2). \]

Therefore
\[ \Pr \{ \text{there exists } \tau \in \mathbb{R}: |W_N(\tau)| > D(1 + |\tau|) \} \]
\[ \leq \sum_{i=0}^{\infty} \left[ \Pr \{ \text{there exists } \tau \in [i, i+1]: |W_N(\tau)| > D(1 + i) \} \right. \]
\[ + \left. \Pr \{ \text{there exists } \tau \in [-i - 1, -i]: |W_N(\tau)| > D(1 + i) \} \right] \]
\[ \leq C_7 \sum_{i=0}^{\infty} \left( \frac{(i + 1 - i)^2}{D^4(i + 1)^4} + \frac{i^2}{D^4(i + i)^4} + \frac{(i + 1)^2}{D^4(1 + i)^4} \right) \leq \frac{C_8}{D^4}. \]
This completes the proof of the lemma. \( \square \)

Now we prove that the weak convergence of stochastic processes implies the convergence of their points of minimum. We need the following notation.
Fix an arbitrary $S > 0$. Let $f$ be a function on $U = [-S,S]$. Put
\[
\text{Am}^-(f, \varepsilon) = \inf \left\{ x \in U : f(x) \leq \inf_{y \in U} f(y) + \varepsilon \right\},
\]
\[
\text{Am}^+(f, \varepsilon) = \sup \left\{ x \in U : f(x) \leq \inf_{y \in U} f(y) + \varepsilon \right\},
\]
\[
\text{Am}^-(f) = \lim_{\varepsilon \downarrow 0} \text{Am}^-(f, \varepsilon), \quad \text{Am}^+(f) = \lim_{\varepsilon \downarrow 0} \text{Am}^+(f, \varepsilon).
\]

Since $\text{Am}^-(f, \varepsilon)$ and $\text{Am}^+(f, \varepsilon)$ are nonincreasing with respect to $\varepsilon$, the latter limits always exist.

It is easy to see that
\[
\text{Am}^-(f) \leq x_* \leq \text{Am}^+(f)
\]
if a point of minimum $x_* = \arg\min_{x \in U} f(x)$ exists. Let $|f|_\infty = \sup_{x \in U} |f(x)|$ be the uniform metric. The variable $x$ in the following lemma runs over the interval $U$, so all the infimums are considered with respect to $x \in U$, that is, for example, $\inf g = \inf_{x \in U} g(x)$.

**Lemma 4.3.** The functionals $\text{Am}^-$ and $\text{Am}^+$ are continuous in the space $\text{Var}(U)$ equipped with the metric $|\cdot|_\infty$.

**Proof.** We show that $\text{Am}^-(f_n) \to \text{Am}^-(g)$ for functions $f_n, g \in \text{Var}(U)$ such that 
\[
|f_n - g|_\infty \to 0 \quad \text{as } n \to \infty.
\]
(The proof for $\text{Am}^+$ is similar.)

By the definition of $\text{Am}^-(g, \varepsilon)$, given arbitrary $\lambda > 0$, there exists $x_g$ such that
\[
g(x_g) \leq \inf g + \varepsilon
\]
and $x_g \leq \text{Am}^-(g, \varepsilon) + \lambda$. Let $f, g \in \text{Var}(U)$ be such that $|f - g|_\infty \leq \delta$. Then
\[
\inf g - \delta \leq \inf f \leq \inf g + \delta.
\]
Therefore
\[
f(x_g) \leq g(x_g) + \delta \leq \inf g + \delta + \varepsilon \leq \inf f + \varepsilon + 2\delta.
\]
Thus
\[
\text{Am}^-(f, \varepsilon + 2\delta) \leq \text{Am}^-(g, \varepsilon).
\]

Analogously
\[
\text{Am}^-(g, \varepsilon + 2\delta) \leq \text{Am}^-(f, \varepsilon).
\]
Let $|f_n - g|_\infty \to 0$. Given arbitrary $\gamma > 0$, there exists $\varepsilon_0 > 0$ such that
\[
\text{Am}^-(g, \varepsilon) - \gamma \leq \text{Am}^-(g) \leq \text{Am}^-(g, \varepsilon) + \gamma
\]
for all $0 \leq \varepsilon \leq \varepsilon_0$. Choose an arbitrary $0 < \varepsilon' < \varepsilon_0$ and put $\delta = \varepsilon = \varepsilon'/3$. If $n$ is sufficiently large, then
\[
|f_n - g|_\infty \leq \delta
\]
and
\[
\text{Am}^-(f_n, \varepsilon') = \text{Am}^-(f_n, \varepsilon + 2\delta) \leq \text{Am}^-(g, \varepsilon) \leq \text{Am}^-(g) + \gamma
\]
by inequality [9]. Thus $\text{Am}^-(f_n) \leq \text{Am}^-(g) + \gamma$ for sufficiently large $n$. Using estimate [10], we obtain
\[
\text{Am}^-(g) - \gamma \leq \text{Am}^-(g, \varepsilon + 2\delta) \leq \text{Am}^-(f, \varepsilon)
\]
and
\[
\text{Am}^-(g) - \gamma \leq \text{Am}^-(f_n) + \gamma
\]
for sufficiently large $n$. Since $\gamma$ is arbitrary, $\text{Am}^-(f_n) \to \text{Am}^-(g)$.

The lemma is proved.\qed
Continuation of the proof of Theorem 3.3. Let $U$ be a neighborhood of the point $t^B$ where the densities $h_i$ are continuously differentiable. According to Theorem 3.1

$$i^\text{MER} \rightarrow t^B$$

in probability. Thus $P(A_N) > 1 - \varepsilon/2$ given an arbitrary $\varepsilon > 0$ and for sufficiently large $N$ where $A_N = \{i^\text{MER} \in U\}$. Put $\tau_N = N^{1/3}(i^\text{MER} - t^B)$. Now we show that there exists $S = S_\varepsilon$ such that

$$P(|\tau_N| < S) > 1 - \varepsilon$$

for sufficiently large $N$. Since

$$L_N \left( t^B + N^{-1/3} \right) - L_N \left( t^B \right) = N^{-2/3} W_N(\tau) + L \left( t^B + N^{-1/3} \right) - L \left( t^B \right),$$

we have

$$\tau_N = \argmin_{\tau} v(\tau),$$

where

$$v(\tau) = W_N(\tau) + N^{2/3} \left( L \left( t^B + N^{-1/3} \right) - L \left( t^B \right) \right).$$

In what follows, we assume that the event $\{i^\text{MER} \in U\}$ occurs. Since $H_i$ is a twice differentiable function on $U$ and $t^B$ is a point of minimum of $L$, we get

$$L \left( t^B + N^{-1/3} \right) - L(t^B) = \frac{1}{2} L''(\zeta) N^{-2/3} \tau^2,$$

where $\zeta \in U$ is a point such that $L''(\zeta) = f(\zeta)$. Since $f(t^B) > 0$, one can find a neighborhood $U$ for which $f(\zeta) > c > 0$ throughout in $U$. Then $v(\tau) \geq W_N(\tau) + c\tau^2/2$ for $N^{-1/3} + t^B \in U$.

Put $B_N = \{W_N(\tau) < D(1 + |\tau|)\}$ for all $\tau \in \mathbb{R}$. Lemma 1.2 implies that for sufficiently large $D$,

$$P(B_N) > 1 - \varepsilon/2.$$

If the event $B_N$ occurs, then $v(\tau) > 0 = v(0)$ for $c\tau^2/2 > D(1 + |\tau|)$. Hence $v(\tau)$ does not attain the minimum at those points. Therefore if the event $A_N \cap B_N$ occurs, then

$$c\tau_N^2 < D(1 + |\tau_N|),$$

that is, $|\tau_N| \leq \max(1, 2D/c) = S$. Since $P(A_N \cap B_N) > 1 - \varepsilon$, inequality (11) is proved.

Analogously we prove that

$$P \left\{ \argmin_{\tau \in \mathbb{R}} \tilde{W}(\tau) | S \right\} > 1 - \varepsilon$$

for sufficiently large $S$ where $\tilde{W}(\tau) = rW(\tau) + f(0)\tau^2/2$. Another way to achieve the same conclusion is to apply the law of the iterated logarithm for $W$.

According to Lemma 1.2, the process $W_N$ weakly converges to $rW$ on the interval $[-S, S]$. Since the densities $h_i$ are continuously differentiable,

$$N^{2/3} \left( L(t^B + N^{-1/3}) - L(t^B) \right)$$

converges uniformly to $f(0)\tau^2/2$. Thus $v$ weakly converges to $\tilde{W}$ in the space $\text{Var}[\mathbb{R}]$ equipped with the uniform metric.

Since the function $v(\tau)$ is constant between its consecutive jumps, $\min v(\tau)$ is always attained, that is, $\argmin_{\tau} v(\tau)$ exists. However the point of minimum is not unique. Moreover

$$\text{Am}^- (v) \leq \argmin_{\tau \in [-S,S]} v(\tau) \leq \text{Am}^+ (v).$$
Applying Lemma 4.3, we obtain $\text{Am}^{-}(v) \Rightarrow \text{Am}^{-}(\tilde{W})$ and

$\text{Am}^{+}(v) - \text{Am}^{-}(v) \Rightarrow \text{Am}^{+}(\tilde{W}) - \text{Am}^{-}(\tilde{W})$.

Lemma 2.6 of [10] yields that the minimum of $\tilde{W}$ is almost surely attained at a unique point, whence

$$\text{Am}^{-}(\tilde{W}) = \arg\min_{\tau \in [-S, S]} \hat{W}(\tau)$$

and $\text{Am}^{+}(\tilde{W}) - \text{Am}^{-}(\tilde{W}) = 0$.

This implies that

$$P \left\{ \arg\min_{\tau \in [-S, S]} \nu(\tau) < x \right\} \rightarrow P \left\{ \arg\min_{\tau \in [-S, S]} \hat{W}(\tau) < x \right\}$$

for all $x \in \mathbb{R}$.

This together with [11]−[12] proves that $\tau_N$ converges to

$$\arg\min_{\tau \in \mathbb{R}} \hat{W}(\tau) = \arg\min_{\tau \in \mathbb{R}} (W(\tau) + \alpha \tau^2),$$

where $\alpha = f(t^B)/(2r)$. Since $W(\alpha \tau) \subseteq \sqrt{\alpha}W(\tau)$ ($\subseteq$ denotes the equality of distributions), we obtain

$$\arg\min_{\tau \in \mathbb{R}} (W(\tau) + \alpha \tau^2) \subseteq \arg\min_{\tau \in \mathbb{R}} \left( \alpha^{-1/3}W(\alpha^{2/3}\tau) + \alpha^{-1/3}(\alpha^{2/3}\tau)^2 \right) = \alpha^{-2/3}Z.$$

The theorem is proved. \qed

Proof of Theorem 3.4 As before let $u_N(t) = p_2h_1^{\hat{N}}(t) - p_1h_1^{\hat{N}}(t)$. By the definition of $t^{EBC}_N$ we have $u_N(t^{EBC}_N) = 0$. Put $\delta_N = t^{EBC}_N - t^B$. Theorem 3.2 implies that $\delta_N \rightarrow 0$ in probability. Thus

$$0 = u_N(t^B + \delta_N) \approx u_N(t^B) + \delta_N u'_N(t^B)$$

and

$$\delta_N \approx -\frac{u_N(t^B)}{u'_N(t^B)} = \frac{p_2h_2^{\hat{N}}(t^B) - p_1h_1^{\hat{N}}(t^B)}{(p_2h_2^{\hat{N}}(t^B) - p_1h_1^{\hat{N}}(t^B))}$$

$$\approx \frac{p_2(h_2^{\hat{N}}(t^B) - h_2(t^B)) - p_1(h_1^{\hat{N}}(t^B) - h_1(t^B))}{f_1(t^B)},$$

since $p_1h_1(t^B) - p_2h_2(t^B) = 0$.

Similarly to the proof of Lemma 2 of [11], we obtain

$$N^{2/5} \left( p_1 \left( h_1^{\hat{N}}(t^B) - h_1(t^B) \right) - p_2 \left( h_2^{\hat{N}}(t^B) - h_2(t^B) \right) \right)$$

$$\Rightarrow D^2c^{2/5} f_2(t^B) /2 + dr/c^{1/10}\eta$$

for $\kappa_N = c/N^{1/5}$, where $\eta$ is a standard Gaussian random variable.

This completes the proof of the theorem. \qed

5. Concluding remarks

The results obtained in this paper allow one to compare classification rules for the minimal empirical risk method and empirical Bayes classification if the size of a sample is sufficiently large. The rate of convergence of the empirical Bayes classification rule is better than that of the minimal empirical risk method. Nevertheless, if the size of a sample is small and the smoothing parameter is hard to choose in order to estimate densities for the empirical Bayes classification, the minimal empirical risk method may appear to be a more reliable approach.
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