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ABSTRACT. The notion of \( \varepsilon \)-arbitrage strategy is introduced for a multiperiod model. A theorem, analogous to the classical first fundamental theorem for a usual arbitrage strategy, is proved for this model. The difference between single-period and multiperiod models is discussed.

1. INTRODUCTION

The following approach is extensively used to model financial markets. It is assumed that the prices in a financial market change randomly; according to these changes, an investor chooses a strategy and transforms an initial capital \( V_0 \) into a terminal value during the time \( T \). The terminal capital is treated as an element of the set of all possible terminal values.

A natural question that arises for such models is whether or not an arbitrage strategy exists. In other words, is it possible for investors to find a riskless strategy allowing them to finish with a positive profit. Conditions for the existence of arbitrage strategies are studied in many papers. It is known for models with discrete time that the existence of an arbitrage strategy is related to the existence of an equivalent martingale measure for the price process. This case is discussed in detail in [1] and [2]. Delbaen and Schachermayer [3] consider arbitrary continuous semimartingales in continuous time. It is proved in [3] that if there is no arbitrage strategy, then an absolutely continuous locally martingale measure exists. Later, Kabanov and Stricker [4] generalized this result and dropped the assumption of the continuity of semimartingales. The classical notion of arbitrage strategy is discussed in the books [5, 6].

The notion of arbitrage strategy is extended in the paper [7]. In contrast to the case of large markets, small financial markets may have an analogue of arbitrage strategy for which the profit is bounded in a certain sense (note that the market itself is bounded). Such an arbitrage strategy is called a bounded or an \( \varepsilon \)-arbitrage strategy. The mathematical tools used to study such strategies are different from the classical techniques, since the markets without \( \varepsilon \)-arbitrage strategies may have a classical arbitrage strategy.

The basic notions of \( \varepsilon \)-arbitrage strategies are introduced in [7]. An analogue of the first fundamental theorem of financial markets is also proved in [7] for the case of a bounded arbitrage strategy and for a single-period model with nonrandom initial data.

In this paper, we continue developing results similar to the classical arbitrage theory for multiperiod models of financial markets in discrete time. We prove an analogue of
the classical Dalang–Morton–Willinger theorem (see [2, 8]) for the case of a bounded arbitrage strategy and for a multiperiod model. This result provides several conditions that are equivalent to the nonexistence of a bounded arbitrage strategy in the case of multiperiod models of financial markets.

2. Main notation

We introduce the following notation. Let $(\Omega, F, P)$ be a complete probability space. Consider a market with a single riskless asset and $d$ risky assets. Denote by

$$\check{\pi} = (\pi_0, \pi) = (\pi_0, \pi_1, \ldots, \pi_d) \in \mathbb{R}^{d+1}, \quad d \geq 1,$$

the nonrandom vector of initial prices. The random vector of prices at the moment $t = 1$ is denoted by

$$\check{S} = (S^0, S) = (S^0, S^1, \ldots, S^d).$$

Without loss of generality we assume that $\pi_0 = 1$ and $S^0 = 1 + r$, where $r > 0$ is the nonrandom interest rate.

The investor portfolio is denoted by $\xi = (\xi^0, \xi) = (\xi^0, \xi^1, \ldots, \xi^d) \in \mathbb{R}^{d+1}$. Then the wealth of an investor at the moments $t = 0$ and $t = 1$ is equal to $\xi \cdot \check{\pi}$ and $\xi \cdot \check{S}$, respectively.

**Definition 2.1.** We say that a financial market admits an $\varepsilon$-arbitrage strategy if there exists $\xi \in \mathbb{R}^{d+1}$ such that $\|\xi\|_1 := \sum_{i=1}^{d} |\xi_i| \leq 1$ and $\xi \cdot \check{\pi} \leq -\varepsilon$, while $\xi \cdot \check{S} \geq 0$ $P$-almost surely and $P\{\xi \cdot \check{S} > 0\} > 0$.

**Theorem 2.2 (Σ).** The following conditions are equivalent:

1. There is no $\varepsilon$-arbitrage strategy in the financial market.
2. There exists a measure $P^\ast$ equivalent to $P$ and such that

$$\left|\pi_i - \frac{S^i}{1 + r}\right| \leq \varepsilon$$

for all $i = 1, \ldots, d$. Moreover, the Radon–Nikodým derivative is bounded, that is

$$dP^\ast / dP \leq C$$

for some $C > 0$.

This result is an analogue of the first fundamental theorem for a single-period model. An essential restriction of this result is that the initial data are nonrandom. This does not allow us to apply it subsequently for each period of a multiperiod model, since the price vector is random at the beginning of every period.

Below we provide a similar result but for a more general model.

3. Main theorem for a single-period model with random initial data

We introduce some new notation. Let $(\Omega, F, P)$ be a complete probability space equipped with a filtration $(F_t)_{t=0, \ldots, T}$ such that $F_T = F$. Let $S = (S_t)$, $t = 0, \ldots, T$, be an $(d + 1)$-dimensional price process (price vector) adapted to $F_t$. Without loss of generality, we assume that $S^0_0 = 1$ and $S^0_t = (1 + r)^t$, where $r > 0$ is a nonrandom interest rate.

A $(d + 1)$-dimensional process $\check{\xi} = (\xi^0, \xi) = (\xi^0, \xi^1, \ldots, \xi^d)$ is called a strategy if it is adapted to $F_t$.

A strategy $\xi = (\xi_t)$, $t = 0, \ldots, T - 1$, is called self-financing if

$$\xi_{t-1} \cdot S_t = \xi_t \cdot S_t$$

for all $t = 1, \ldots, T - 1$.

We define the discounted price process with respect to $S^0$ by

$$X^i_t := \frac{S^i_t}{S^0_t}, \quad t = 0, \ldots, T, \; i = 0, \ldots, d.$$
Put \( \mathbf{X}_t := (X^0_t, X^1_t) = (X^0_t, X^1_t, \ldots, X^d_t) \).

A process

\[
V_0 := \bar{\xi}_0 \cdot \mathbf{X}_0, \quad V_t := \bar{\xi}_{t-1} \cdot \mathbf{X}_t, \quad t = 1, \ldots, T,
\]

is called the **discounted capital process** related to a strategy \( \bar{\xi}_t \).

The following definition is equivalent to Definition 2.1 however, we apply it to the model under consideration.

**Definition 3.1.** We say that a multiperiod market admits an \( \varepsilon \)-**arbitrage strategy** if there exists a self-financing strategy \( \bar{\xi} = (\bar{\xi}_t) \) bounded in the sense that

\[
\|\xi_t\|_1 := \left\| \sum_{i=1}^d |\xi_i^t| \right\|_{L_\infty(\Omega)} \leq 1 \quad \text{for all } t = 0, \ldots, T - 1,
\]

and such that the capital process related to \( \bar{\xi} \) satisfies the following conditions:

\[
V_0 \leq -\varepsilon, \quad P\{V_T \geq 0\} = 1, \quad P\{V_T > 0\} > 0.
\]

**Remark 3.2.** Condition (11) is a generalization of the boundedness condition with respect to the norm \( \| \cdot \|_1 \) for a single-period model written for all periods. Since \( \|\xi_t\|_1 \) is a random variable for all \( t \), we use the norm \( \| \cdot \|_{L_\infty(\Omega)} \) (the essential supremum with respect to \( \omega \in \Omega \)).

Consider the case of \( T = 1 \), that is, a single-period model with random initial data. Put \( \Delta X = X_1 - X_0 \) and \( \|x\|_\infty = \max_i |x^i| \).

The following result is proved similarly to the corresponding result in [7].

**Lemma 3.3.** The following statements are equivalent:

1. The financial market admits an \( \varepsilon \)-arbitrage strategy.
2. There exists an \( F_0 \)-dimensional vector \( \mathbf{\xi} \) such that

\[
\left\| \sum_{i=1}^d |\xi_i^t| \right\|_{L_\infty(\Omega)} \leq 1
\]

and moreover \( \mathbf{\xi} \cdot (X_1 - X_0) \geq \varepsilon P \)-almost surely and \( P\{\mathbf{\xi} \cdot (X_1 - X_0) > \varepsilon\} > 0 \).

Now we turn to main results of this sections.

**Lemma 3.4.** Assume that there exists a measure \( P^* \) equivalent to \( P \) and such that

\[
E_{P^*} \left[ \|E_{P^*}[\Delta X/F_0]\|_\infty \right] \leq \varepsilon.
\]

Then there is no \( \varepsilon \)-arbitrage strategy in the financial market.

**Proof.** Assume that there exists a strategy \( \mathbf{\xi} \) that generates an \( \varepsilon \)-arbitrage strategy and that is bounded in the sense of definition (11). According to Lemma 3.3,

\[
\mathbf{\xi} \cdot \Delta X \geq \varepsilon, \quad P\{\mathbf{\xi} \cdot \Delta X > \varepsilon\} > 0.
\]

Thus \( P^*\{\mathbf{\xi} \cdot \Delta X > \varepsilon\} > 0 \), since the measures are equivalent. This implies \( E_{P^*}[\mathbf{\xi} \cdot \Delta X] > \varepsilon \).

On the other hand,

\[
E_{P^*}[\mathbf{\xi} \cdot \Delta X] = E_{P^*}[E_{P^*}[\mathbf{\xi} \cdot \Delta X/F_0]]
\]

\[
\leq E_{P^*}\left[\|\mathbf{\xi}\|_1 E_{P^*}[\mathbf{\xi} \cdot \Delta X/F_0]\right] \leq E_{P^*}\left[\|E_{P^*}[\mathbf{\xi} \cdot \Delta X/F_0]\|_\infty\right] \leq \varepsilon.
\]

This contradicts the above assumption of the existence of a strategy \( \mathbf{\xi} \) is incorrect, whence we conclude that an \( \varepsilon \)-arbitrage strategy does not exist. \( \square \)
Theorem 3.5. The following conditions are equivalent for the model under consideration:

1. The financial market does not admit an $\varepsilon$-arbitrage strategy.
2. There exists a measure $P^*$ equivalent to $P$ and such that $dP^*/dP \leq C$ for some $C > 0$ and

$$E_{P^*} \left[ \|E_{P^*}[\Delta X/F_0]\|_{\infty} \right] \leq \varepsilon.$$

Proof. [2 $\Rightarrow$ 1] This part is a direct consequence of Lemma 3.6.

[1 $\Rightarrow$ 2] Note that the additional assumption

$$E[X_i] < \infty, \quad i = 1, \ldots, d, \quad t = 0, 1,$$

does not restrict generality. Indeed, we introduce the probability measure $\tilde{P}$ as follows:

$$\frac{d\tilde{P}}{dP} := c \left( 1 + \sum_{i=1}^{d} \sum_{t=0}^{1} X_i^t \right)^{-1},$$

where $c$ is such that the expectation of the right hand side is equal to 1. It is clear that condition (3) holds for $\tilde{P}$. Condition 1 of Theorem 3.5 holds for $\tilde{P}$ if and only if it holds for the equivalent measure $\tilde{P}$. If the measure $P^*$ is such that the density $dP^*/d\tilde{P}$ is bounded, then the same holds for the density

$$\frac{dP^*}{dP} = \frac{dP^*}{d\tilde{P}} \cdot \frac{d\tilde{P}}{dP}.$$

Thus the implication $1 \Rightarrow 2$ holds for $P$ if and only if it holds for $\tilde{P}$. This proves that one can additionally assume (3) holds.

Put $Y := \Delta X$. The rest of the proof follows the lines of that in [2].

First we prove that an equivalent measure with continuous density exists if the model with nonrandom initial data does not admit an $\varepsilon$-arbitrage strategy. Denote by $R^d$ the single-point compactification of the space $R^d$. For a vector $\alpha \in R^d$, put $H_{\alpha, \varepsilon}^d = \{ x : \alpha \cdot x \varepsilon 1 \}$, where the symbol $\varepsilon$ stands for one of the signs $\{ \leq, <, =, >, \geq \}$.

Lemma 3.6. Let $Y \in R^d$ be a random vector with distribution $P(dx)$. Assume that there is no $\varepsilon$-arbitrage strategy for $Y$; that is, if $P(H_{\alpha, \varepsilon}^d) = 1$ for $\alpha \in R^d$, $\|\alpha\|_1 \leq 1$, then $P(H_{\alpha, \varepsilon}^d) = 0$. Then there exists a positive function $g \in C(R^d)$ such that $E[g(Y)] = 1$ and $\|E[Y g(Y)]\|_{\infty} \leq \varepsilon$.

Proof. Let

$$F = \{ g : g \in C(R^d), g > 0, E[g(Y)] = 1 \}.$$

Then $F \neq \emptyset$, since $1 \in F$. Consider a nonempty convex set

$$C = \{ E[Y g(Y)] : g \in F \}.$$

Assume that $C \cap [-\varepsilon, \varepsilon]^d = \emptyset$. Then the sets $C$ and $[-\varepsilon, \varepsilon]^d$ can be separated. In other words, there exists a vector $\alpha \in R^d$ such that $C \subset H_{\alpha, \varepsilon}^d$ and $[-\varepsilon, \varepsilon]^d \subset H_{\alpha, -\varepsilon}^d$. The second inclusion is equivalent to $\|\alpha\|_1 \leq 1$. Assume that $P(H_{\alpha, \varepsilon}^d) > 0$. Consider a sequence $f_n \in C(R^d)$ such that $f_n \in (0, 1]$ and $f_n \rightharpoonup I_{H_{\alpha, \varepsilon}^d}$. Then $E[f_n(Y)] \rightharpoonup E[Y I_{H_{\alpha, \varepsilon}^d}]$ and $E[f_n(Y)] \rightharpoonup P(H_{\alpha, \varepsilon}^d)$. In particular, $E[f_n(Y)] > 0$ for sufficiently large $n$. Then

$$\varepsilon \leq \lim_{n \to \infty} \alpha \cdot E[Y g_n(Y)] = \alpha \cdot E\left[ Y I_{H_{\alpha, \varepsilon}^d}(Y) \right]/P(H_{\alpha, \varepsilon}^d) = E\left[ \alpha \cdot Y I_{H_{\alpha, \varepsilon}^d}(Y) \right]/P(H_{\alpha, \varepsilon}^d) = \varepsilon,$$

where $g_n = f_n/E[f_n(Y)] \in F$.

This contradiction means that $P(H_{\alpha, \varepsilon}^d) = 0$, that is, $P(H_{\alpha, \varepsilon}^d) = 1$. Thus $P(H_{\alpha, \varepsilon}^d) = 1$ and $\|\alpha\|_1 = 1$ if an $\varepsilon$-arbitrage strategy does not exist.
Among vectors \( \zeta \) such that \( \mathcal{P}(H^r_{\zeta}) = 1 \) we choose a vector with the minimum number of zero coordinates. Suppose it coincides with \( \alpha \). Without loss of generality we assume that \( \alpha_i \neq 0 \), \( i \leq k \), and \( \alpha_i = 0 \), \( i > k \), for some \( 1 \leq k \leq d \). Consider the set
\[
K = \{ x \in \mathbb{R}^d : x^i = \varepsilon \sgn \alpha_i, \; i \leq k, \; |x_i| \leq \varepsilon, \; i \geq k + 1 \}.
\]
Assume that \( K \cap C = \emptyset \). The sets \( K \) and \( C \) can be strictly separated; that is, there exists a vector \( \beta \) such that \( K \subset H^\varepsilon_{\beta} \leq C \subset H^\varepsilon_{\beta} \geq 1 \), and \( \inf_K \beta \cdot x < \sup_C \beta \cdot x \). Since \( K \subset H^\varepsilon_{\beta} \leq C \), we have
\[
\sum_{i=1}^k \beta^i \sgn \alpha^i + \sum_{i=k+1}^d |\beta^i| \leq 1.
\]
Define the strategy \( \gamma \) by
\[
\gamma = \alpha + \delta \beta, \quad \text{where} \quad \delta = \min_{1 \leq i \leq k} |\alpha^i| / \left( \max_i |\beta^i| + 1 \right).
\]
Then \( \|\gamma\| \leq 1 + \delta \). Putting \( \eta = \gamma/(1 + \delta) \), we get \( C \subset H^\varepsilon_{\eta} \geq 1 \) and \( \|\eta\| \leq 1 \). Reasoning as above we conclude that \( \mathcal{P}(H^\varepsilon_{\eta}) = 1 \) and \( \|\eta\| = 1 \). Since \( \alpha \) has the minimum number of zero components, we obtain \( \eta^i = 0 \), \( i \geq k + 1 \). This implies
\[
\eta \cdot x = \sum_{i=1}^k \varepsilon |\eta^i| = \varepsilon \|\eta\| = \varepsilon, \quad x \in K.
\]
Now \( \eta \cdot x = \varepsilon, \; x \in C \), in view of \( \mathcal{P}(H^\varepsilon_{\eta}) = 1 \). Similarly \( \alpha \cdot x = \varepsilon, \; x \in K \cup C \). Then \( \inf_K \beta \cdot x = \sup_C \beta \cdot x = \varepsilon \), contradicting the strict separation. \( \square \)

Lemma 3.6 allows us to prove the existence of an equivalent martingale measure for the case of random initial data similarly to the paper [2]. We point out only the main steps of the proof and omit the details that can be found in [2].

By \( \mathcal{P}(\omega, d\omega) \) we denote the regular conditional distribution of \( Y \) given \( F_0 \). We treat \( C(\mathbb{R}^d) \) as a normed space equipped with the norm \( \|g\|_{\sup} = \max_{|x| \leq 1} |g| \). Let \( c(\omega) = \sup_{|y|_1 = 1} \text{ess inf}_{x \in \mathbb{R}^d} x \cdot y \), where the essential supremum is considered with respect to the measure \( \mathcal{P}(\omega, \cdot) \). We prove that the function \( c \) is \( F_0 \)-bounded. It is clear that
\[
\{ c(\omega) > K \}
\]
\[
= \{ \exists r \in (K, \infty) \cap \mathbb{Q} \forall t \in (0, 1) \cap \mathbb{Q} \exists z \in \mathbb{Q}^d, \|z\|_1 = 1 : \mathcal{P}(\omega, H^r_{z_{>}}) > t \}. \tag{5}
\]

Indeed, if \( c(\omega) > K \), then there are \( r > K, \; r \in \mathbb{Q} \), and \( y \in \mathbb{R}^d, \|y\|_1 = 1 \), such that \( \mathcal{P}(\omega, H^r_{y_{>}}) = 1 \). Let \( z_n \in \mathbb{Q}^d \) be such that \( \|z_n\|_1 = 1 \) and \( z_n \rightarrow y \) as \( n \rightarrow \infty \). If \( x \in H^r_{y_{>}} \), then \( x \cdot y > r \). Hence for all sufficiently large \( n \) we have \( x \cdot z_n > r \) implying \( x \in H^r_{z_{>}} \).

Thus \( H^r_{y_{>}} \subset \lim H^r_{z_{>}} \), whence \( \lim \mathcal{P}(H^r_{z_{>}}) = \mathcal{P}(H^r_{y_{>}}) = 1 \). On the other hand, if \( \omega \) belongs to the right hand side of (5), then there is \( r > K \) for which one can choose a vector \( z_n \in \mathbb{Q}^d \) such that \( \|z_n\|_1 = 1 \) and \( \mathcal{P}(\omega, H^r_{z_{>}}) > 1 - 1/n \) for any \( n > 1 \).

The sequence \( \{z_n\} \) contains a convergent subsequence. Without loss of generality we assume that the sequence itself is convergent, that is, \( z_n \rightarrow y \) as \( n \rightarrow \infty \). If \( x \in H^r_{z_{>}} \) for infinitely many \( n \), that is, \( x \cdot z_n > r \), then \( x \cdot y > r \), whence \( x \in H^r_{y_{>}} \). Thus \( \lim H^r_{z_{>}} \subset H^r_{y_{>}} \) and \( 1 = \lim \mathcal{P}(\omega, H^r_{z_{>}}) \leq \mathcal{P}(\omega, H^r_{y_{>}}) \). This implies that \( c(\omega) > K \).

It remains to note that the right hand side of (5) is produced by a countable number of operations using the sets \( \{ \omega : \mathcal{P}(\omega, H^r_{z_{>}}) > t \} \) that are measurable by the property of a regular conditional probability. Moreover,
\[
c(\omega) \leq \text{ess inf}_{\Omega} \mathbb{E}[Y(\omega)/\mathcal{F}_0] \|_{\infty} \leq d \mathbb{E}[\|Y\|/\mathcal{F}_0],
\]
whence \( \mathbb{E}[c(\omega)] < \infty \).

Further we consider two cases.
Case 1. \( c(\omega) \leq \varepsilon \) almost surely.

Consider the set:

\[
\mathcal{H} = \left\{ (\omega, g) \in \Omega \times C(\mathbb{R}^d) : g \geq 0, \int_{\mathbb{R}^d} g(x) P(\omega, dx) = 1, \int_{\mathbb{R}^d} x g(x) P(\omega, dx) \in [-\varepsilon, \varepsilon]^d \right\}.
\]

It belongs to \( \mathbb{F}_0 \otimes \mathcal{B}(C(\mathbb{R}^d)) \). Since there is no \( \varepsilon \)-arbitrage strategy, it follows that, for almost all \( \omega \), there is no \( \varepsilon \)-arbitrage strategy for a random vector with distribution \( P(\omega, dx) \). Lemma \[ \text{5.0} \] implies that, for almost all \( \omega \), there exists \( g_\omega \in C(\mathbb{R}^d) \) such that \( (\omega, g_\omega) \in \mathcal{H} \) or, in other words, the projection of \( \mathcal{H} \) to \( \Omega \) has full probability. Since \( C(\mathbb{R}^d) \) is a complete separable space, the measurable selection theorem implies that there exists an \( \mathbb{F}_0 \)-measurable function \( G : \Omega \to C(\mathbb{R}^d) \) such that \( (\omega, G(\omega)) \in \mathcal{H} \) almost surely. The mapping \( (\omega, x) \mapsto G(\omega, x) := G(\omega)(x) \) is \( \mathbb{F}_0 \otimes \mathcal{B}(\mathbb{R}^d) \)-measurable as a superposition of measurable mappings. Thus

\[
D(\omega) := M(\omega)G(\omega, Y(\omega)),
\]

where \( M(\omega) = 1/(1 + K(\omega)) \) and \( K(\omega) = \|G(\omega, \cdot)\|_{\text{sup}} \), is \( \mathbb{F}_1 \)-measurable.

Note that

\[
E[G(\omega, Y(\omega))] = E\left[ E[G(\omega, Y(\omega))/\mathbb{F}_0] \right] = E\left[ \int_{\mathbb{R}^d} g(\omega, x) P(\omega, dx) \right] = 1
\]

and similarly

\[
M(\omega) = E[D(\omega)/\mathbb{F}_0].
\]

Now let \( dP^*(\omega) = MD(\omega) dP(\omega) \), where \( M = 1/E[D(\omega)] \). Then

\[
E_{P^*}[\|E_{P^*}[Y/\mathbb{F}_0]\|_{\infty}] = M E\left[ D(\omega) \|E[Y(\omega)D(\omega)/\mathbb{F}_0]\|_{\mathbb{F}_0}\|_{\infty}\right]
\]

\[
= M E\left[ D(\omega) \|E[Y(\omega)G(\omega, Y(\omega))/\mathbb{F}_0]\|_{\infty}\right]
\]

\[
= M E\left[ D(\omega) \left\| \int_{\mathbb{R}^d} x G(\omega, x) P(\omega, dx) \right\|_{\infty}\right] \leq \varepsilon.
\]

Case 2. \( P(c(\omega) > \varepsilon) > 0 \).

Since there is no \( \varepsilon \)-arbitrage strategy, \( P(c(\omega) < \varepsilon) > 0 \). Then \( P(A(\delta)) > 0 \) for some \( \delta > 0 \), where \( A(\delta) = \{c(\omega) + \delta < \varepsilon\} \). On the other hand, there is no \( (c(\omega) + \delta) \)-arbitrage strategy for any \( \omega \) and for the distribution \( P(\omega, dx) \) (this follows from the definition of \( c(\omega) \)). As before, we prove the existence of a measurable function

\[
G : \Omega \to C(\mathbb{R}^d)
\]

such that \( E[G(\omega, Y(\omega))/\mathbb{F}_0] = 1 \), whence

\[
\|E[Y(\omega)G(\omega, Y(\omega))/\mathbb{F}_0]\|_{\infty} \leq c(\omega) + \delta.
\]

Let \( M(\omega) \) be the same as above and \( M_1 = 1/E[M(\omega)1_{A(\delta)}], \ M_2 = 1/E[M(\omega)1_{A^c(\delta)}]. \)

Put

\[
\rho_\theta(\omega) = M(\omega)(\theta M_1 1_{A(\delta)} + (1 - \theta) M_2 1_{A^c(\delta)})) G(\omega, Y(\omega)), \quad \theta \in (0, 1).
\]

The function \( \rho_\theta \) is positive and bounded. Since \( A(\delta) \in \mathbb{F}_0 \), we pass to the conditional expectations and obtain

\[
E[\rho_\theta] = 1
\]

and

\[
E[\rho_\theta(c(\omega) + \delta)] = \theta E[(c(\omega) + \delta) 1_{A(\delta)}] + (1 - \theta) E[(c(\omega) + \delta) 1_{A^c(\delta)}].
\]

Note that the expectation is finite, since \( \rho \) is bounded and \( c \) is integrable. The latter expression approaches \( E[(c(\omega) + \delta) 1_{A(\delta)}] \) as \( \theta \to 0 \). Hence there exists \( \theta_0 > 0 \) such that

\[
E[\rho_{\theta_0}(c(\omega) + \delta)] < \varepsilon.
\]

Let

\[
dP^* = \rho_{\theta_0}(\omega) dP.
\]
Then
\[ E_{P^*} \left[ \| E_{P^*} \left[ Y / F_0 \right] \|_\infty \right] = E_{P^*} \left[ \| E[Y(\omega)G(\omega,Y(\omega))/F_0] \|_\infty \right] \leq E[\rho_{\theta_0}(c(\omega) + \delta)] < \varepsilon. \]

To prove the no-arbitrage property for a multiperiod model, we need an auxiliary result. Let \( \| \cdot \|_\infty \) be a norm in \( \mathbb{R}^d \) and let \( \| \cdot \|_\infty^* \) be its conjugate norm. An \( F_0 \)-measurable strategy \( \xi \in \mathbb{R}^d \) is called an \( \varepsilon \)-arbitrage strategy for a random vector \( X \in \mathbb{R}^d \) in a single-period model if \( \| \xi \|_\infty \leq 1, \xi \cdot X \geq \varepsilon \) almost surely, and \( P(\xi \cdot X > \varepsilon) > 0 \). Let \( B \) be the set of \( F_0 \)-measurable random variables \( b \) defined as follows:

\[ B = \{ b : \text{there exists an } F_0 \text{-measurable } \xi \text{ such that } \| \xi \|_\infty \leq 1 \text{ and } \xi \cdot X \geq b(\omega) \text{ a.s.} \} \]

The set \( B \) is nonempty, since \( 0 \in B \). Put
\[ l(\omega) = \operatorname{Ess} \sup B, \]
where \( \operatorname{Ess} \sup \) means the essential supremum for a set of random variables (see [6] for details).

**Proposition 3.7.** For all \( \delta > 0 \), there exists an equivalent measure \( P^* \) with a bounded density and such that
\[ \| E_{P^*} [X / F_0] \|_\infty^* \leq l(\omega) + \delta. \]

**Proof.** The following result is similar to Lemma 3.6.

**Lemma 3.8.** Suppose that for no \( \delta > 0 \) there is an \( (\varepsilon + \delta) \)-arbitrage strategy for a random vector \( Y \in \mathbb{R}^d \) with distribution \( P(dx) \); that is, the equality \( P(H_{\alpha^+}^{\delta}) = 1 \) implies that \( P(H_{\alpha^+}^{\delta}) = 0 \), where \( \alpha \in \mathbb{R}^d \) is such that \( \| \alpha \|_\infty \leq 1 \). Then, for all \( \delta > 0 \), there exists a positive function \( g \in C(\mathbb{R}^d) \) such that \( E[g(Y)] = 1 \) and \( \| E[Yg(Y)] \|_\infty^* \leq \varepsilon + \delta. \)

The proof of Lemma 3.8 is rather simple. Since there exists a vector \( \alpha \) such that \( \| \alpha \|_\infty \leq 1 \) and
\[ P \left( H_{\alpha^+}^{\delta} \right) = 1, \]
we immediately conclude that the vector \( \alpha \) generates an \( (\varepsilon + \delta/2) \)-arbitrage strategy.

Similarly to Theorem 3.5, we denote by \( P(\omega, dx) \) the regular distribution of \( X \) given \( F_0 \) and introduce
\[ c(\omega) = \sup_{\| y \|_\infty \leq 1} \text{ess inf}_{x \in \mathbb{R}^d} x \cdot y, \]
where the essential infimum is considered with respect to \( P(\omega, \cdot) \). Then \( c(\omega) \leq l(\omega) \).

Indeed, consider the set
\[ \{(y, \omega) : \| y \|_1 \leq 1, x \cdot y \geq c(\omega) - \gamma (\text{mod } P(\omega, dx)) \} \in \mathcal{B}(\mathbb{R}^d) \otimes F_0 \]
for \( \gamma > 0 \). By definition, the projection of this set onto \( \Omega \) is of full measure, and thus the measurable selection theorem implies that there exists an \( F_0 \)-measurable vector \( \xi(\omega) \) such that
\[ \xi(\omega) \cdot x \geq c(\omega) - \gamma \quad (\text{mod } P(\omega, dx)), \]
whence
\[ \xi(\omega) \cdot X(\omega) \geq c(\omega) - \gamma \quad \text{a.s.}, \]
that is, \( (c(\omega) - \gamma) \in B \). Therefore \( c(\omega) - \gamma \leq l(\omega) \) almost surely. Passing to the limit as \( \gamma \to 0 \), we prove the desired result.

Since there is no \( (c(\omega) + \delta) \)-arbitrage strategy for almost all \( \omega \) and for a random vector with distribution \( P(\omega, dx) \), we follow the lines of the proof of Theorem 3.6 and construct a measurable function \( G(\omega, x) \) such that
\[ \| E[X(\omega)G(\omega, X(\omega))/F_0] \|_\infty^* \leq c(\omega) + \delta, \]
then define $M(\omega)$ as before, and choose
\[ D = MG(\omega, X(\omega))M(\omega) \]
for $M = 1/E[M(\omega)]$. Then the measure $P^*$ with density $D$ is as desired.

The following corollary of Proposition 3.7 is of its own interest.

**Theorem 3.9.** The following conditions are equivalent:
1. For no $\delta > 0$ there is an $(\varepsilon + \delta)$-arbitrage strategy for a single-period model.
2. For all $\delta > 0$, there exists a measure $P^* \sim P$ with a bounded density such that
\[ E_{P^*} \left[ \|E_{P^*}[\Delta X/F_0]\|_\infty \right] \leq \varepsilon + \delta. \]

**Proof.** The proof is similar to that of Theorem 3.5 if one uses Proposition 3.7.

---

**4. Fundamental theorem for a multiperiod model**

Put
\[ R_T^\varepsilon := \left\{ V_T : V_T = \sum_{t=1}^{T} \xi_t \cdot \Delta X_t - \varepsilon \right\}, \]
where $\xi$ is an arbitrary self-financing strategy bounded in the sense of relation (1), and where $\Delta X_t = X_t - X_{t-1}$. It is clear that $R_T^\varepsilon$ is the set of all possible terminal values which an investor can achieve if he starts with an initial capital $-\varepsilon$. Here $\xi$ is a strategy generated a particular terminal value.

Let $A_T^\varepsilon := R_T^\varepsilon - L^0_+ = \{ V - V^+ : V \in R_T^\varepsilon, V^+ \in L^0_+ \}$.

Denote by $\bar{A}$ the closure of a family $A$ of random variables in the sense of almost sure convergence.

**Theorem 4.1.** The following conditions are equivalent:
1. $R_T^{\varepsilon+\delta} \cap L^0_+ \subset \{0\}$ for all $\delta > 0$ (the property of no-$(\varepsilon + \delta)$-arbitrage).
2. $A_T^{\varepsilon+\delta} \cap L^0_+ \subset \{0\}$ for all $\delta > 0$.
3. $A_T^{\varepsilon+\delta} \cap L^0_+ \subset \{0\}$ and $A_T^{\varepsilon+\delta} = A_T^{\varepsilon+\delta}$ for all $\delta > 0$.
4. $A_T^{\varepsilon+\delta} \cap L^0_+ \subset \{0\}$ for all $\delta > 0$.
5. For all $\delta > 0$, there exists $P^* \sim P$ such that
\[ E_{P^*} \left[ \sum_{t=1}^{T} \|E_{P^*}[\Delta X_t/F_{t-1}]\|_\infty \right] \leq \varepsilon + \delta, \]
where $\Delta X_t := X_t - X_{t-1}$ and where the Radon–Nikodým derivative is bounded, that is, $dP^*/dP \leq C$ for some $C > 0$.

**Remark 4.2.** The assumptions of the classical no-arbitrage theorem yield that the corresponding intersections coincide with $\{0\}$. For example, the analogue of the above condition 1 in the classical theorem is $R_T^0 \cap L^0_+ = \{0\}$. Note that condition 1 means the same if applied to the classical case, since the trivial strategy leads to the zero terminal capital if the initial capital is zero. This, however, is not true for the initial capital $-\varepsilon$, for which a strategy with the zero terminal capital does not necessarily exist.

**Proof.** Our proof goes along the following scheme:

\[
\begin{array}{ccc}
1 & \iff & 5 \\
\uparrow & & \downarrow \\
4 & \Rightarrow & 2 & \iff & 3 & \Rightarrow & 4
\end{array}
\]

The implications $[3 \Rightarrow 4]$, $[4 \Rightarrow 2]$, and $[3 \Rightarrow 2]$ are obvious.
Proof of the implication \[2 \Rightarrow 1\]. It is also obvious, since \(R_T^{\varepsilon+\delta} \subset A_T^{\varepsilon+\delta}\) for all \(\delta > 0\) by definition.

Proof of the implication \([1 \Rightarrow 2]\). Assume that condition 1 holds for a fixed \(\delta > 0\), while condition 2 does not. This means that there exists \(z \in A_T^{\varepsilon+\delta} \cap L_0^0\) such that \(z \neq 0\). Then there are \(\zeta \in R_T^{\varepsilon+\delta}\) and \(u \in L_0^0\) such that \(z = \zeta - u \geq 0\) implying \(\zeta \geq u \geq 0 \Rightarrow \zeta \geq 0 \Rightarrow \zeta = 0\), since condition 1 yields \(R_T^{\varepsilon+\delta} \cap L_0^0 \subset \{0\}\). Hence \(\zeta\) can only be zero. Since \(\zeta = 0\), we conclude that \(u = 0\) as well, whence \(z = 0\). We obtained a contradiction, that is the implication \(1 \Rightarrow 2\) is true, indeed.

Proof of the implication \([2 \Rightarrow 3]\). We prove the implication for an arbitrary \(\delta > 0\). We use the induction to prove that \(A_T^{\varepsilon+\delta}\) is closed. First we justify the initial induction step; that is, we consider the case of \(T = 1\). Let
\[
H_1^n \triangle X_1 - (\varepsilon + \delta) - r^n \to \zeta, \quad n \to \infty,
\]
almost surely where \(H_1^n\) is an \(\mathbb{F}_0\)-measurable bounded \(d\)-dimensional random vector and \(r^n \in L_0^0\). Thus \(H_1^n \triangle X_1 - (\varepsilon + \delta) \in R_T^{\varepsilon+\delta}\). We need to prove that there is a sequence of \(\mathbb{F}_0\)-measurable random vectors \(\tilde{H}_k^k\) converging almost surely and such that \(\tilde{r}_k^k \in L_0^0\) and \(\tilde{H}_1^n \triangle X_1 - (\varepsilon + \delta) - \tilde{r}_k^k \to \zeta\) as \(k \to \infty\) almost surely.

Put \(H_1 := \lim_{n \to \infty} \inf_{k \leq n} \|H_1^n\|\). By the stochastic Bolzano–Weierstrass theorem [3], we can choose an \(\mathbb{F}_0\)-measurable \(\tilde{H}_1^1\) on the set \(\Omega := \{H_1 < \infty\}\) such that \(\tilde{H}_1^1(\omega)\) is a convergent subsequence of \(H_1^n(\omega)\) for every \(\omega\). Choosing \(\tilde{r}_k^k\) from the initial sequence for every \(H_1^n\), we complete the proof. This means that the proof follows if \(P\{\Omega_1\} = 1\).

This is indeed the case, since \(P\{\Omega_1\} = P(\Omega) = 1\) (this follows from the boundedness of \(H_1^n\)). In fact, \(\|H_1^n\|_1 < 1\) and this immediately implies that \(\lim_{n \to \infty} \inf_{k \leq n} \|H_1^n\| < \infty\) almost surely.

Therefore the first induction step is justified. Assume that the implication \(2 \Rightarrow 3\) holds for \(T - 1\) periods and \(\sum_{t=1}^{T-1} H_t^n \triangle X_t - r^n - (\varepsilon + \delta) \to \zeta\) as \(n \to \infty\) almost surely, where the vector \(H_1^n\) is \(\mathbb{F}_{t-1}\)-measurable for every \(t = 1, \ldots, T\), bounded, and has dimension \(d\). Moreover \(r^n \in L_0^0\).

Following the same argument as in the case of \(T = 1\), we choose sequences \(\tilde{H}_k^k\) and \(\tilde{r}_k^k\) such that \(\tilde{H}_k^k\) converges almost surely. Namely, we first choose a subsequence of \((H_1^n)_{n=1}^{\infty}\) convergent almost surely and then find the corresponding convergent subsequences for other components. This reduces the problem for a model with \(T\) periods to the same problem for a model with \(T - 1\) periods, which is solved, by the induction assumption. Indeed, solving the problem for a model with \(T - 1\) periods and choosing a sequence with almost surely convergent components such that \(\sum_{t=2}^{T} H_t^k \triangle X_t - \tilde{r}_k^k \to \zeta - \lim_{k \to \infty} \tilde{H}_1^k =: \tilde{\zeta}\) almost surely, we can complete this sequence with an element \(\tilde{H}_1^k\) and obtain a desired sequence convergent almost surely.

Proof of the implication \([5 \Rightarrow 1]\). Consider an arbitrary fixed \(\delta > 0\). Since
\[
\sum_{t=1}^{T} E_{P^\ast} \left[\|E_{P^\ast}[(\triangle X_t/\mathbb{F}_{t-1})]\|_\infty\right] \leq \varepsilon + \delta,
\]
one can find a sequence \(\{\varepsilon_t\}_{t=1}^{T}\) such that
\[
(6) \quad \sum_{t=1}^{T} \varepsilon_t = \varepsilon + \delta,
\]
where \(\varepsilon_t \geq 0\) for all \(t = 1, \ldots, T\) and
\[
E_{P^\ast} \left[\|E_{P^\ast}[(\triangle X_t/\mathbb{F}_{t-1})]\|_\infty\right] \leq \varepsilon_t \quad \text{for all } t = 1, \ldots, T.
\]
Consider the corresponding single-period model for each period. Then

\[
\mathbb{E}_t^\lambda \left( \left\| \mathbb{E}_t^\lambda \left[ \Delta X_t / F_{t-1} \right] \right\|_\infty \right) \leq \varepsilon_t \Rightarrow \mathbb{E}_t^\lambda \left( \left\| \mathbb{E}_t^\lambda \left[ \frac{S_t}{(1+r)^t} - \frac{S_{t-1}}{(1+r)^{t-1}} / F_{t-1} \right] \right\| \right) \leq \varepsilon_t
\]

\[
\Rightarrow \mathbb{E}_t^\lambda \left( \left\| \mathbb{E}_t^\lambda \left[ \frac{S_t}{1+r} - S_{t-1} / F_{t-1} \right] \right\| \right) \leq \varepsilon_t (1+r)^{t-1}.
\]

Applying Lemma 3.4 for each period, we prove that there is no \( \varepsilon_t (1+r)^{t-1} \)-arbitrage strategy for the period \( t \).

Therefore, if an investor starts with the initial capital \( -(\varepsilon + \delta) \), then he transforms the capital to \( V_1 \leq (-\varepsilon + \delta) + \varepsilon_1 + \varepsilon_2 \). This contradicts to Lemma 3.3, since there is no \( \varepsilon_1 \)-arbitrage strategy for the first period. We are allowed to drop the norm of \( V_1 \), since if a condition holds for the norm in \( L_\infty \), then it holds for almost all \( \omega \in \Omega \).

Similarly, after the second period, we have

\[
V_2 \leq (V_1 + \varepsilon_2(1+r))(1+r) = (-\varepsilon + \delta + \varepsilon_1 + \varepsilon_2)(1+r)^2,
\]

since there is no \( \varepsilon_2(1+r) \)-arbitrage strategy for the second period. Continuing this reasoning for all further periods, we obtain that at the moment \( T \),

\[
V_T \leq (-\varepsilon + \delta + \varepsilon_t) (1+r)^T.
\]

Now we use (6) and prove that the right hand side of (7) is zero. Hence

\[
V_0 = -(\varepsilon + \delta) \quad \text{and} \quad V_T \leq 0
\]

for all \( \omega \in \Omega \). The latter is the condition that there is no \( (\varepsilon + \delta) \)-arbitrage strategy for a multiperiod model. Since \( \delta \) is arbitrary, the implication \( 5 \Rightarrow 1 \) is proved.

Proof of the implication \( 1 \Rightarrow 5 \). Assume that condition 1 holds, that is, there exists an \( (\varepsilon + \delta) \)-arbitrage strategy for each \( \delta > 0 \).

Put \( Y_t(\omega) = \Delta X_t(\omega) \) and define the set \( B_t \) of \( \mathbb{F}_t \)-measurable random variables \( b(\omega) \) as follows:

\[
B_t = \left\{ b(\omega) : \exists \text{ predictable } \{\xi_s\} \text{ bounded in the sense of (1)} \right. \\
\left. \text{and such that } \sum_{s=t}^T \xi_s \cdot Y_s \geq b(\omega) \right\}.
\]

We also define the essential supremum over \( B_t \) and put

\[
l_t(\omega) = \text{Ess sup } B_t.
\]

The measure is constructed step by step. Namely we construct a measure \( \mathbb{P}_t^* \) for all \( t \) such that it has a density, \( \mathbb{P}_t^* \sim \mathbb{P} \), and

\[
\mathbb{E}_{\mathbb{P}_t^*} \left( \sum_{s=t}^T \left\| \mathbb{E}_{\mathbb{P}_t^*} \left[ Y_s / F_{s-1} \right] \right\| / F_{t-1} \right) \leq l_{t-1}(\omega) + (1 - (t-1)/T)\delta.
\]

The construction of the measure for \( t = T \) is justified by Proposition 3.7. Assume that a measure \( \mathbb{P}_{t+1}^* \) with the indicated properties has already been constructed. Consider the vector \( Z_t = (Y_t, l_t(\omega)) \) and introduce the norm

\[
\|x\|_\infty = \max \left\{ \sum_{i=1}^d |x^i|, |x^{d+1}| \right\}
\]
in the space $\mathbb{R}^{d+1}$. Now we define the family $B$ of $\mathcal{F}_{t-1}$-measurable random variables $b(\omega)$ as follows:

$$B := \left\{ b(\omega) : \exists \xi \in \mathbb{R}^{d+1} \text{ that is } \mathcal{F}_{t-1} \text{-measurable and such that} \right\}.$$ 

Let

$$l'(\omega) = \operatorname{Ess sup} B.$$ 

We prove that $l'(\omega) \leq l_{t-1}(\omega)$ almost surely. Note that $B$ is a lattice, that is

$$\max \{ b', b'' \} \in B$$

for $b', b'' \in B$. To prove the latter statement consider the vectors $\xi'$ and $\xi''$ of the family $B$ and put

$$\tilde{\xi} = \xi' \mathbb{1}_{\{\nu' > \nu''\}} + \xi'' \mathbb{1}_{\{\nu' \leq \nu''\}}.$$ 

The vector $\xi$ is $\mathcal{F}_t$-measurable, since $b'$ and $b''$ are $\mathcal{F}_t$-measurable and moreover $\|\xi\|_\infty \leq 1$ almost surely. Thus there exists an increasing sequence $b_n \in B$ such that $b_n \to l'(\omega)$ as $n \to \infty$ almost surely. The corresponding sequence of vectors is denoted by $(\xi(n))$. Similarly, there exists an increasing sequence $b'_n \in B_t$ such that $b'_n \to l_t(\omega)$ as $n \to \infty$ almost surely. Denote by $\varphi_t(n)$ the corresponding sequence of strategies. Put $\xi_t(n) = (\xi^1(n), \ldots, \xi^{d+1}(n))$ and $\xi_s(n) = \xi^{d+1}(n)\varphi_s(n)$ for $s \geq t + 1$. This strategy is predictable and bounded in the sense of (1). Moreover

$$\liminf_{n \to \infty} \sum_{s=t}^T \xi_s(n) \cdot Y_s \geq l'(\omega),$$

whence $l'(\omega) \leq l_{t-1}(\omega)$ almost surely.

Using Proposition 3.7 we construct a measure $P^*_t \sim P^*_{t+1}$ such that

$$\|\mathbb{E}_{P^*_t}[Z_t/\mathcal{F}_{t-1}]\|_\infty^* \leq l_{t-1}(\omega) + \delta/T.$$ 

Then

$$\|\mathbb{E}_{P^*_t}[Z_t/\mathcal{F}_{t-1}]\|_\infty^* = \|\mathbb{E}_{P^*_t}[Y_t/\mathcal{F}_{t-1}]\|_\infty + |\mathbb{E}_{P^*_t}[l_t(\omega)/\mathcal{F}_{t-1}]|$$

$$\geq \|\mathbb{E}_{P^*_t}[Y_t/\mathcal{F}_{t-1}]\|_\infty + \mathbb{E}_{P^*_t} \left[ \mathbb{E}_{P^*_{t+1}} \left[ \sum_{s=t+1}^T \mathbb{E}_{P^*_t}[Y_s/\mathcal{F}_{s-1}] \bigg/ \mathcal{F}_t \right] \bigg/ \mathcal{F}_{t-1} \right]$$

$$- (1 - (t + 1)/T)\delta.$$ 

Putting

$$J(t, s) = \mathbb{E}_{P^*_t} \left[ \frac{dP^*_{t+1}}{dP^*_t} Y_s/\mathcal{F}_{s-1} \right] / \mathbb{E}_{P^*_t} \left[ \frac{dP^*_{t+1}}{dP^*_t} / \mathcal{F}_{s-1} \right],$$

we obtain that for $s \geq t + 1$,

$$\mathbb{E}_{P^*_t} \left[ \mathbb{E}_{P^*_{t+1}} \left[ \mathbb{E}_{P^*_t}[Y_s/\mathcal{F}_{s-1}] \|_\infty / \mathcal{F}_t \right] \bigg/ \mathcal{F}_{t-1} \right]$$

$$= \mathbb{E}_{P^*_t} \left[ \mathbb{E}_{P^*_t} \left[ \frac{dP^*_{t+1}}{dP^*_t} \| J(t, s) \|_\infty / \mathcal{F}_t \right] \bigg/ \mathcal{F}_{t-1} \right]$$

$$= \mathbb{E}_{P^*_t} \left[ \mathbb{E}_{P^*_t}[Y_s/\mathcal{F}_{s-1}] \|_\infty / \mathcal{F}_{t-1} \right].$$

The last equality holds, since $dP^*_{t+1} / dP^*_t$ is $\mathcal{F}_t$-measurable (the expectations are finite almost surely as the density is integrable). Substituting this result to (9), we prove (8) for the period $t$. It remains to note that inequality (8) for $t = 1$ is equivalent to Theorem 4.1 (the boundedness of the resulting density follows from the boundedness of the density constructed for each period).
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