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Abstract. A \((B, S)\) financial market is considered in the paper for the case where
the volatility is governed by fractional Brownian motion. We prove that the market
is incomplete and find the optimal hedging price of a contingent claim that locally
minimizes the risk. Under certain assumptions on the price function, we obtain a
partial differential equation for the fair hedging price of a contingent claim.

1. Introduction

We consider a \((B, S)\) financial market described by the following system of stochastic
equations:

\[
\begin{align*}
    dS_t &= a(t, S_t) S_t \, dt + \sigma_t S_t \, dW_t, \\
    dB_t &= r_t B_t \, dt, \\
    S_0 &= 1, \quad t \in [0, T],
\end{align*}
\]

where \(W_t\) is a standard Brownian motion, \(S_0\) is a given random variable independent of
\(W_t\), and \(r_t\) is a nonnegative progressively measurable stochastic process treated as the
interest rate.

We assume that the volatility \(\sigma_t = \rho(\tilde{\sigma}_t)\), where \(\rho \in C_b^2(\mathbb{R})\), is an increasing function
and that \(\tilde{\sigma}_t\) is a stochastic process such that

\[
    d\tilde{\sigma}_t = \alpha(t, \tilde{\sigma}_t) \, dt + \beta(t, \tilde{\sigma}_t) \, dB_t^H + \varepsilon \tilde{\beta}(t, \tilde{\sigma}_t) \, dV_t.
\]

Here \(\varepsilon\) is a positive real number and \(B_t^H\) is fractional Brownian motion with Hurst
parameter \(H \in (3/4, 1)\) independent of the process \(W_t\) (properties of fractional Brownian
motion are discussed in the paper [1]). The process \(V_t\) is a standard Brownian motion
independent of the processes \(W_t\) and \(B_t^H\). We also assume that \(\tilde{\sigma}_0\) is a given random
variable independent of the processes \(W_t\), \(V_t\), and \(B_t^H\).

The classical model with standard Brownian motions is considered, for example, in [2].
It is proved in [3] that the market is incomplete if the volatility is governed by fractional
Brownian motion. However, an equation for the optimal hedging price of a contingent
claim that locally minimizes the risk is not obtained in [3].

The main feature of the model considered in this paper is the long range dependence
of the volatility described by a mixture of standard Brownian motion and fractional
Brownian motion with Hurst parameter in the interval \((3/4, 1)\). We show that one can
use the classical technique for this model as well, if \(H \in (3/4, 1)\).
According to the paper [4], the process $M_{t}^{H,\varepsilon} := \varepsilon V_{t} + B_{t}^{H}$ considered with respect to the flow $\mathcal{F}_{t}$, $t \in [0, T]$, where

$$\mathcal{F}_{t} = \sigma \{ \varepsilon V_{s} + B_{s}^{H}, s \in [0, t] \},$$

is equivalent to standard Brownian motion if $H \in (3/4, 1)$. Since $S_{0}, \bar{\sigma}_{0}, W, B^{H}$, and $V$ are independent, the same property holds with respect to the flow $\mathcal{F}_{t}$, $t \in [0, T]$, where

$$\mathcal{F}_{t} = \sigma \{ S_{0}, \bar{\sigma}_{0}, W_{s}, \varepsilon V_{s} + B_{s}^{H}, s \in [0, t] \}.$$  

(1.3)

Applying a Hitsuda result [5], one can represent the process $M$ as follows:

$$M_{t}^{H,\varepsilon} = \varepsilon \left( V_{t} + \frac{1}{\varepsilon} B_{t}^{H} \right) = \varepsilon \left( V'_{t} + \int_{0}^{t} \int_{0}^{s} r_{\varepsilon}(s, u) dV'_{u} ds \right)$$

(1.4)

$$= \varepsilon V'_{t} + \int_{0}^{t} \int_{0}^{s} \varepsilon r_{\varepsilon}(s, u) dV'_{u} ds,$$

where $V'$ is another standard Brownian motion adapted to $\mathcal{F}_{t}$ and $\mathcal{F}_{t}$. A partial differential equation for the optimal price of a given contingent claim is

(1.5)

$$d \bar{\sigma}_{t} = \bar{\alpha}_{\omega}(\omega, t, \bar{\sigma}_{t}) dt + \bar{\beta}(t, \bar{\sigma}_{t}) dV'_{t},$$

where $\bar{\alpha}_{\omega}(\omega, t, \bar{\sigma}_{t}) := (\bar{\alpha}(t, \bar{\sigma}_{t}) + \bar{\beta}(t, \bar{\sigma}_{t}) \int_{0}^{t} \varepsilon r_{\varepsilon}(t, s) dV'_{s})$.

The Itô formula implies

(1.6)

$$d \sigma_{t} = \alpha_{\omega}(\omega, t, \sigma_{t}) \sigma_{t} dt + \beta(t, \sigma_{t}) \sigma_{t} dV'_{t},$$

where

$$\alpha_{\omega}(\omega, t, \sigma) := \left( \rho'(\rho^{-1}(\sigma)) \bar{\alpha}_{\omega}(\omega, t, \rho^{-1}(\sigma)) + \rho''(\rho^{-1}(\sigma)) \bar{\beta}(t, \rho^{-1}(\sigma)) \right) / \sigma$$

and

$$\beta(t, \sigma) := \left( \rho'(\rho^{-1}(\sigma)) \bar{\beta}(t, \rho^{-1}(\sigma)) \right) / \sigma.$$  

It is well known that the conditional distribution of log $S_{t}$ (with respect to the equivalent martingale measure) given $\{\sigma_{t} : t \in [0, T]\}$ is Gaussian if the interest rate process $\varepsilon_{t}$ is constant. Then the price of an option can be evaluated by taking the expectation in the Black–Scholes formula. We consider a general interest rate process and a general contingent claim.

We study the question of whether or not the market described by the system of equations (1.1)–(1.2) is incomplete in Section 2.1. The optimal hedging price for a European contingent claim minimizing a certain risk is obtained in Section 2.2. A partial differential equation for the optimal price of a given contingent claim is derived in Section 2.3.

2. Main part

2.1. Incompleteness of the market. First we impose some restrictions on the model and its coefficients.
Conditions (B):
(B1) There are constants $\sigma_m, \sigma^M \in (0, \infty)$ such that
\[ \sigma_m \leq \rho(x) \leq \sigma^M \quad \text{for all } x \in \mathbb{R}. \]
(B2) $a(t, x)$ is a bounded function.
(B3) $r_t$ is a bounded process.
(B4) $\tilde{\alpha}(t, x)$ and $\tilde{\beta}(t, x)$ are bounded functions and there exists a constant $l^m$ such that
\[ \tilde{\beta}(t, x) \geq l^m > 0 \quad \text{for all } t \in [0, T], x \in \mathbb{R}. \]

Conditions (C): For all $M > 0$, there exists a constant $K_M > 0$ such that for all $t \geq 0$, $|x| \leq M$, and $|y| \leq M$,
(C1) $|a(t, x) - a(t, y)| \leq K_M |x - y|$;
(C2) $|\tilde{\alpha}(t, x) - \tilde{\alpha}(t, y)| \leq K_M |x - y|$ and $|\tilde{\beta}(t, x) - \tilde{\beta}(t, y)| \leq K_M |x - y|$.

Theorem 2.1. 1. If conditions (B4) and (C2) hold, then equation (1.2) has a unique solution.
2. If conditions (B2) and (C1) hold, then equation (1.1) has a unique solution.

Proof. The first statement of the theorem follows from results of the paper [6]. Indeed, the coefficients $\tilde{\alpha}$ and $\tilde{\beta}$ are bounded (condition (B4)), whence we obtain that they have a linear growth. Moreover, condition (C2) is equivalent to the second condition of Theorem 2.6 in [6]. Hence Theorem 2.6 implies the existence and uniqueness of a solution of the stochastic differential equation of type (1.2).

To prove the second statement of the theorem we put $\tilde{S}_t = \ln S_t$. Then the first equation of system (1.1) is equivalent to the system
\[
\frac{d\tilde{S}_t}{\tilde{S}_t} = \left(\tilde{\alpha}(t, \tilde{S}_t) - \frac{1}{2}\sigma^2_t\right) dt + \sigma_t dW_t
\]
, where $\tilde{\alpha}(t, \tilde{S}_t) = a(t, e^{\tilde{S}_t})$. The coefficients of (2.1) are bounded and have the Lipshitz property under conditions (B2) and (C1). Thus, system (2.1), resp. (1.1), has a unique solution. \qed

We use a method proposed in [2] to study the incompleteness of the market. Following this method, we consider the discounted capital process $Z_t = S_t/B_t$. Then
\[
\frac{dZ_t}{Z_t} = \frac{S_t}{B_t} (a(t, S_t) - r_t) dt + \frac{\sigma_t S_t}{B_t} dW_t.
\]

Let
\[
\eta_t = \exp \left(\int_0^t \gamma_u dW_u - \frac{1}{2} \int_0^t |\gamma_u|^2 du\right),
\]
where
\[
\gamma_t = \frac{r_t - a(t, S_t)}{\sigma_t}.
\]

Define the probability measure $\mathbb{P}'$ by
\[
\frac{d\mathbb{P}'}{d\mathbb{P}} = \eta_T \quad \mathbb{P}-a.s.
\]

Girsanov’s theorem implies that the process
\[
W'_t := W_t - \int_0^t \gamma_s ds
\]
is a $P'$-standard Brownian motion. This means that 
\[ Z_t = Z_0 + \int_0^t \frac{\sigma_s S_s}{B_s} dW'_s \]
is a $P'$-martingale.

**Theorem 2.2.** Let a $(B,S)$ financial market be described by system (1.1). Then the market is incomplete.

**Proof.** We follow the idea of the proof of Proposition 13.2 in [2]. Let $\eta'_t := \exp(V'_t - t/2)$. Conditions (B) imply that $\eta_t$ and $\eta'_t$ are $P'$-square integrable martingales. Consider the measure $\tilde{P}$ defined by 
\[ \frac{d\tilde{P}}{dP} := \eta'_t \eta_t. \]
Then the process $Z_t$ is a martingale with respect to the measure $P'$. Thus there are at least two martingale measures. Therefore the market is incomplete. \qed

2.2. Fair price of a contingent claim. Now we consider the optimal price of a European contingent claim $X$ exercised at a moment $T$. If $X$ is attainable, then its price at the moment $t$ is given by 
\[ v_t = B_t \mathbb{E}^{P^*}(X_B^{-1} | \mathcal{F}_t) \]
with respect to any equivalent martingale measure $P^*$. Here $\{\mathcal{F}_t, t \in [0,T]\}$ is a filtration defined on the probability space $\{\Omega, \mathcal{F}, P\}$ by relation (1.3).

Otherwise, it is natural to use hedge strategies minimizing certain risks if $X$ is not attainable. For example, Föllmer and Schweizer [7] and Schweizer [8] propose to use strategies that minimize the local risk.

We recall some notions of financial mathematics needed in what follows. Let the discounted price process of an asset $X = X_t, t \in [0,T]$, be a right continuous semimartingale, and let $X$ possess an expansion with respect to the filtration $\mathcal{F}_t, t \in [0,T]$: 
\[ X = X_0 + M + A, \]
where $M = M_t, t \in [0,T],$ is a square integrable martingale, $M_0 = 0$, whose characteristic $\langle M \rangle_t, t \in [0,T]$, is increasing.

The process $A = A_t, t \in [0,T]$, in the above representation is a predictable process with bounded variation $|A|$ and such that $A_0 = 0$.

**Definition 2.3.** A pair of processes $\xi = \xi_t, t \in [0,T], \text{ and } \mu = \mu_t, t \in [0,T]$, is called a strategy $\phi$ if 
1. $\xi$ is a predictable process;
2. $\mathbb{E}\left[\int_0^T \xi^2_s d\langle M \rangle_s + \left(\int_0^T |\xi_s| d|A|_s\right)^2\right] < \infty$;
3. $\mu$ is an adapted process;
4. the process $V_t(\phi) := \phi_t \ast X_t = \xi_t X_t + \mu_t$ is right continuous and $V_t(\phi) \in \mathbb{L}^2(P), t \in [0,T]$.

**Definition 2.4.** A random variable 
\[ C_t(\phi) = V_t(\phi) - \int_0^t \xi_s dX_s, \quad t \in [0,T], \]
is called the discounted capital process $C_t(\phi)$ under the strategy $\phi = (\xi, \mu)$. 
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**Definition 2.5.** Let \( \phi = (\xi, \mu) \) be a strategy and let \( t \in [0, T] \). A strategy \( \tilde{\phi} = (\tilde{\xi}, \tilde{\mu}) \) is called an admissible continuation of the strategy \( \phi \) from \([0, t]\) to \([0, T]\) if
\[
\tilde{\xi} = \xi \quad \text{for } s \leq t, \quad \tilde{\mu} = \mu \quad \text{for } s < t,
\]
and
\[
V_T(\phi) = V_T(\tilde{\phi}) \quad \mathbb{P}\text{-a.s.}
\]

A strategy \( \Delta = (\delta, \varepsilon) \) is called an admissible perturbation for \( \phi \) in the interval \([t, T]\) if \( \phi + \Delta \) is an admissible continuation of \( \phi \) from \([0, t]\) to \([0, T]\).

**Definition 2.6.** A strategy \( \phi \) is called a strategy that minimizes the risk if
\[
R_t(\tilde{\phi}) \geq R_t(\phi) \quad \mathbb{P}\text{-a.s.}
\]
for each \( t \in [0, T] \) and every admissible continuation \( \tilde{\phi} \) of \( \phi \), where
\[
R_t(\phi) = \mathbb{E} \left[ (C_T(\phi) - C_t(\phi))^2 \mid \mathcal{F}_t \right], \quad t \in [0, T].
\]

**Definition 2.7.** An admissible perturbation \( \Delta = (\delta, \varepsilon) \) is called a small perturbation if \( \delta \) is bounded, \( \int_0^T |\delta| \ d|A_x| \) is finite, and \( \delta_T = \varepsilon_T = 0 \).

If \( \Delta \) is a small perturbation and \((s, t)\) is a subinterval of \([0, T]\), then we define a small perturbation \( \Delta_{[s,t]} := (\delta_{[s,t]}, \varepsilon_{[s,t]}) \) by putting
\[
\delta_{[s,t]}(\omega, u) := \delta_u(\omega) I_{[s,t]}(u), \quad \varepsilon_{[s,t]}(\omega, u) := \varepsilon_u(\omega) I_{[s,t]}(u).
\]

**Definition 2.8.** Let \( \phi \) be a strategy, \( \Delta \) a small perturbation, and \( \tau \) a partition of the interval \([0, T]\). The risk ratio is defined by
\[
r^\tau[\phi, \Delta](\omega, t) = \sum_{i \in \tau} \frac{R_{t_i}(\phi + \Delta_{[t_i+1,t_i]} - R_{t_i}(\phi))}{\mathbb{E}[\langle M \rangle_{t_i+1} - \langle M \rangle_{t_i} \mid \mathcal{F}_{t_i}]} \omega \cdot I_{[t_i,t_{i+1})}(t_i).
\]
We say that a strategy \( \phi \) locally minimizes the risk if
\[
\lim_{n \to \infty} \inf \ n r_n[\phi, \Delta] \geq 0 \quad \mathbb{P}_{M}\text{-a.s.}
\]
for all small perturbations \( \Delta \) and all increasing sequences of partitions \( \tau_n \) such that \( \lim_{n \to \infty} |\tau_n| = 0 \). Here \( \mathbb{P}_M \) is defined as a measure \( \mathbb{P} \times \langle M \rangle \) in the space \( \Omega = \Omega \times [0, T] \).

A method is proposed in [7] to determine a fair hedging price that locally minimizes the risk for a European type contingent claim. The fair price is determined in [7] with the help of the minimal martingale measure.

**Definition 2.9.** A martingale measure \( \hat{\mathbb{P}} \) for \( X \) is called the minimal measure for \( X \) if every local \( \mathbb{P} \)-martingale that is strictly orthogonal to \( M \) (with respect to \( \mathbb{P} \)) is a \( \hat{\mathbb{P}} \)-martingale.

We show that, similarly to the case where the volatility is not long range dependent, the measure \( \mathbb{P}' \) is a minimal martingale measure associated with \( \mathbb{P} \).

**Lemma 2.10.** The measure \( \mathbb{P}' \) defined by equality (2.4) is a minimal martingale measure associated with \( \mathbb{P} \).

The proof of this result is the same as that of Lemma 13.3 in [2].

Now we find a formula for the fair price of a hedge that locally minimizes the risk.

**Proposition 2.11.** Let \( \xi \) be a European type contingent claim with the exercise time \( T \) (we do not assume that the contingent claim is attainable). Then the fair price of a hedge that locally minimizes the risk equals
\[
v_t = B_t \mathbb{E}' \left( X B_T^{-1} \mid \mathcal{F}_t \right).
\]

\[\text{(2.5)}\]
Proof. Lemma 2.10 implies that $P'$ is a minimal martingale measure. Theorem 3.14 of [7] provides a representation of the fair price of a hedge that minimizes the risk, namely $v_t = E^{P'}(X \mid \mathcal{F})$. To apply Theorem 3.14 of [7], we consider the discounted model (1.1). Then we obtain that the fair price of a hedge that locally minimizes the risk for $X$ is given by (2.10).

2.3. Partial differential equation for the optimal price of a hedge that locally minimizes the risk. In order to derive the differential equation for $v_t$, we put

$$r_t = r(t, S_t) \quad \text{and} \quad X = g(S_T),$$

where $g : \mathbb{R} \to \mathbb{R}$ is a measurable function. Then

$$B_t B_T^{-1} = \exp \left(- \int_t^T r(u, S_u) \, du \right).$$

Since $(S_t, \sigma_t)$ is a Markov process with respect to the flow $\mathcal{F}_t$, we have

$$v_t = E^{P'} \left( g(S_T) \exp \left(- \int_t^T r(u, S_u) \, du \right) \bigg| (S_t, \sigma_t) \right) =: V(t, S_t, \sigma_t).$$

The process $(S_t, \sigma_t)$ considered with respect to the measure $P'$ satisfies the following system of equations:

$$
\begin{cases}
  dS_t = r(t, S_t) \, dt + \sigma_t \, dW'_t, \\
  d\sigma_t = \alpha_\omega(\omega, t, \sigma_t) \sigma_t \, dt + \beta(t, \sigma_t) \, dV'_t,
\end{cases}
$$

(2.6)

since

$$
d\frac{dP'}{dP} = \exp \left(\int_0^t \gamma_u \, dW_u - \frac{1}{2} \int_0^t |\gamma_u|^2 \, du \right)
$$

by the definition (2.3) of the function $\gamma_t$.

Now we evaluate the generator of the process $(S_t, \sigma_t)$ at an arbitrary point $t_0 \in [0, T]$.

Definition 2.12. The operator

$$\mathcal{G}_{t_0, t}(x) := \lim_{h \to 0} \frac{E_x \{ f(X_{t_0+h}) \} - f(x)}{h},$$

defined for those functions $f$ for which the limit exists, is called the generator of the Markov process $X_t$, $t \in [0, T]$, at the point $t_0 \in [0, T]$ given $X_{t_0} = x$.

Lemma 2.13. Let all the coefficients of system (2.6) be continuous with respect to all their arguments. Then the generator $\mathcal{G}_{t_0, t}(s, \sigma)$ of the process $(S_t, \sigma_t)$ at a point $t_0$ given $S_{t_0} = s$ and $\sigma_{t_0} = \sigma$ is as follows:

$$
\mathcal{G}_{t_0, t}(s, \sigma) = \frac{1}{2} \sigma^2 \frac{\partial^2 f(s, \sigma)}{\partial s^2} + \frac{1}{2} \sigma^2 \beta(t, \sigma)^2 \frac{\partial^2 f(s, \sigma)}{\partial \sigma^2} + r(t_0, s) s \frac{\partial f(s, \sigma)}{\partial s} + G(t_0, s, \sigma) \frac{\partial f(s, \sigma)}{\partial \sigma}
$$

for functions $f$ of the class $C^2_b(\mathbb{R}^2)$, where $G(t_0, s, \sigma) := E_{s, \sigma} \{ \alpha_\omega(\omega, t_0, \sigma_{t_0}) \}$. 
Proof. We evaluate the generator explicitly by using Itô’s formula:

\[
\mathcal{G}_{t_0} f(s, \sigma) = \lim_{h \downarrow 0} \frac{E_{s,\sigma} \{ f(S_{t_0+h}, \sigma_{t_0+h}) \} - f(s, \sigma)}{h} = \lim_{h \downarrow 0} \frac{E_{s,\sigma} \left\{ f^{h} \left( S_{t_0} + \sigma_{t_0} \sigma_{t_0+h} \right) \frac{\partial^2 f(S_{t_0+h}, \sigma_{t_0+h})}{\partial \sigma^2} \right\} }{h} + \lim_{h \downarrow 0} \frac{E_{s,\sigma} \left\{ f^{h} \beta(t_0 + u, \sigma_{t_0+h}) \frac{\partial^2 f(S_{t_0+h}, \sigma_{t_0+h})}{\partial \sigma^2} \right\} }{h} + \lim_{h \downarrow 0} \frac{E_{s,\sigma} \left\{ f^{h} r(t_0 + u, S_{t_0+h}) S_{t_0+h} \frac{\partial f(S_{t_0+h}, \sigma_{t_0+h})}{\partial \sigma} \right\} }{h} + \frac{1}{2} \beta^2(t, \sigma_t) \frac{\partial^2 f(s, \sigma)}{\partial \sigma^2} + r(t_0, s) \frac{\partial f(s, \sigma)}{\partial \sigma} + G(t_0, s, \sigma) \frac{\partial f(s, \sigma)}{\partial \sigma}.
\]

Here, one can pass to the limit under the integral sign, due to the assumptions of the lemma, and under the expectation sign, due to Lebesgue’s dominated convergence theorem, which can be applied here in view of conditions (B) and (C) and the appropriate choice of the class of functions \( f \).

We obtain from (2.1) that

\[
d\tilde{S}_t = \tilde{a}(t, \tilde{S}_t, \tilde{\sigma}_t) dt + \rho(\tilde{\sigma}_t) dW_t,
\]

where \( \tilde{a}(t, \tilde{S}_t, \tilde{\sigma}_t) = a(t, e^{\tilde{S}_t}) - \frac{1}{2} \rho(\tilde{\sigma}_t)^2. \)

Note that \( \{\tilde{S}_t, \tilde{\sigma}_t\} \) is a Markov process also with respect to the flow \( \mathcal{F} \). Its generator can be evaluated in a similar way, whence we get

\[
\tilde{\mathcal{G}}_t f(\tilde{s}, \tilde{\sigma}) = \frac{1}{2} \rho(\tilde{\sigma}) \frac{\partial^2 f(\tilde{s}, \tilde{\sigma})}{\partial \tilde{\sigma}^2} + \frac{1}{2} \tilde{\beta}(t, \tilde{\sigma}) \frac{\partial^2 f(\tilde{s}, \tilde{\sigma})}{\partial \tilde{\sigma}^2} + \tilde{a}(t, \tilde{S}_t, \tilde{\sigma}_t) \frac{\partial f(\tilde{s}, \tilde{\sigma})}{\partial \tilde{\sigma}} + \tilde{G}(t, \tilde{s}, \tilde{\sigma}) \frac{\partial f(\tilde{s}, \tilde{\sigma})}{\partial \tilde{\sigma}}.
\]

where \( \tilde{G}(t, \tilde{s}, \tilde{\sigma}) := E_{\tilde{s},\tilde{\sigma}} \{ \tilde{a}_\omega(t, \tilde{S}_t, \tilde{\sigma}_t) \} \). It is clear that

\[
\tilde{V}(t, \tilde{S}_t, \tilde{\sigma}_t) \equiv V(t, S_t, \sigma_t) = E^{\rho} \left( g \left( e^{\tilde{S}_T} \right) \exp \left( - \int_t^T r(u, e^{\tilde{S}_u}) \, du \right) \bigg| \tilde{S}_t, \tilde{\sigma}_t \right).
\]

Put \( \tilde{r}(u, \tilde{S}) := r(u, e^{\tilde{S}}). \)

**Theorem 2.14.** Let

(D1) \( \tilde{a}, \tilde{\beta}, a, r, \) and \( \tilde{G} \) be uniformly Hölder continuous; that is, each of these functions has its own positive Hölder exponent, which is constant in the whole domain.

(D2) The rate of growth of \( g \) be at most polynomial.

We denote the set of assumptions (D1)–(D2) by (D). Then \( V(t, s, \sigma) \) is a unique solution of the partial differential equation

\[
\frac{\partial V}{\partial t} + \beta(t, \sigma) \frac{\partial V}{\partial s} + \frac{1}{2} \sigma^2 \frac{\partial^2 V}{\partial s^2} + r(t, s) \frac{\partial V}{\partial \sigma} + G(t, s, \sigma) \frac{\partial V}{\partial \sigma} = \tilde{r}(t, s)V
\]

with the boundary condition \( V(T, s, \sigma) = g(s) \).
Proof. It follows from Remark 5.7.8 of [9] that the Cauchy problem
\begin{equation}
-\frac{\partial \tilde{V}}{\partial t} + \tilde{r} \tilde{V} = \tilde{\mathcal{H}}_t \tilde{V}, \quad \tilde{V}(T, \tilde{s}, \tilde{\sigma}) = g(e^{\tilde{s}})
\end{equation}
has a unique solution satisfying the condition of exponential growth, namely
\[
\max_{t \in [0,T]} |\tilde{V}(t, \tilde{s}, \tilde{\sigma})| \leq Me^{\nu(\tilde{s}^2 + \tilde{\sigma}^2)}.
\]
Assumptions (B4) and (D) imply all the assumptions of Theorem 5.7.6 in [9], and thus a solution of the Cauchy problem (2.10) has the following stochastic representation:
\[
\tilde{V}(t, \tilde{S}_t, \tilde{\sigma}_t) = \mathbb{E}P' \left( g(e^{\tilde{S}_T}) \exp \left( - \int_t^T r(u, e^{\tilde{S}_u}) \, du \right) \mid \tilde{S}_t, \tilde{\sigma}_t \right),
\]
which coincides with representation (2.8) for the fair price \( \nu_t \) of a hedge that locally minimizes the risk.

Theorem 2.14 follows after the change of variables \( \tilde{T} : (\tilde{\sigma}, \tilde{s}) \to (\sigma, s) = (\rho(\tilde{\sigma}), e^{\tilde{s}}) \) in problem (2.10). This change transforms problem (2.10) to equation (2.9) with the corresponding boundary condition. The uniqueness of the solution of equation (2.9) follows, since the mapping \( \tilde{T} \) is bijective. \( \square \)

3. Concluding remarks

We proved that the market described by system (1.1) is incomplete, evaluated the fair price of a hedge for a European type contingent claim that locally minimizes the risk as defined in Definition 2.8, and derived an equation for this price by using the stochastic analysis for semimartingales if \( H \in (3/4, 1) \) and the set of conditions (D) holds.
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