PROPERTIES OF SOLUTIONS OF STOCHASTIC DIFFERENTIAL EQUATIONS WITH NONHOMOGENEOUS COEFFICIENTS AND NON-LIPSCHITZ DIFFUSION
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Abstract. Properties of solutions of stochastic differential equations with nonhomogeneous coefficients and non-Lipschitz diffusion are studied in the paper. Conditions on the coefficients of an equation are obtained ensuring that a solution does not vanish over a finite time interval in the case of the diffusion $\sigma(t)\sqrt{r_s}$. We prove a limit theorem that solutions continuously depend on the parameter $n$ in the space $L_1(P)$ for a sequence of stochastic differential equations with nonhomogeneous coefficients and non-Lipschitz diffusion.

1. Introduction

The main aim of this paper is to analyze the behavior of solutions of stochastic differential equations with nonhomogeneous coefficients in the case of a diffusion that does not satisfy the Lipschitz condition. Stochastic differential equations of this kind are often used when modelling various processes in financial markets, in particular, primary and derivative prices, interest rates, etc.

A classical example of such an equation appearing in financial mathematics is the one related to the Cox–Ingersoll–Ross model describing the evolution of the interest rate; namely,

$$r_t = r_0 + \int_0^t a(b - r_s) \, ds + \int_0^t \sigma \sqrt{r_s} \, dW_s, \quad r_0 > 0,$$

where $a$ and $\sigma$ are real positive constants. If $r_t > b$, then the nonrandom drift factor is negative, while if $r_t < b$, then it is positive. Thus a path of a solution of this equation tends towards the mean value $b$. It is known (see, for example, [1]) that the equation has a unique solution and if $ab \geq \sigma^2/2$, then this solution does not vanish with probability one.

The latter property is important for the financial models, since the processes modulating the prices of financial assets and interest rates have to be positive. The question on hitting or nonhitting of a certain domain (the negative semi-axis, in particular) is studied in several papers (see, for example, [1] Section VI) in the case of homogeneous diffusion processes. However, many applications lead to equations whose coefficients are not homogeneous. These are the equations studied in this paper.
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Some results concerning the existence, uniqueness, and continuity of trajectories of a solution of a stochastic differential equation with nonhomogeneous coefficients and non-Lipschitz diffusion are discussed in Section 2 below.

In Section 3 we find sufficient conditions that a solution does not vanish over a finite time interval in the case of a stochastic differential equation with nonhomogeneous coefficients and diffusion.

In Section 4 we prove a limit theorem that solutions continuously depend on the parameter in the space $L_1(P)$ for a sequence of stochastic differential equations with nonhomogeneous coefficients and non-Lipschitz diffusion.

2. Existence, Uniqueness, and Continuity of Trajectories of a Solution

We consider the following stochastic differential equation:

$$
X(t) = X_0 + \int_0^t b(s, X(s)) \, ds + \int_0^t \sigma(s, X(s)) \, dW(s), \quad t \geq 0,
$$

where the initial value $X_0 \in \mathbb{R}$ is nonrandom, the coefficients $b: \mathbb{R}^+ \times \mathbb{R} \to \mathbb{R}$ and $\sigma: \mathbb{R}^+ \times \mathbb{R} \to \mathbb{R}$ are measurable, and $\{W(t), t \geq 0\}$ is the Wiener process with respect to the filtration $\{\mathcal{F}_t, t \geq 0\}$ defined on the probability space $(\Omega, \mathcal{F}, P)$.

First we list some conditions to be imposed on the coefficients of the equation. The conditions imposed on the nonrandom coefficients $b$ and $\sigma$ are as follows (these are the so-called Yamada conditions; see, for example, [1] and [4]):

(Y1) the functions $b$ and $\sigma$ are continuous with respect to all arguments;

(Y2) the linear growth:

$$
|b(t, x)| + |\sigma(t, x)| \leq C(1 + |x|), \quad t \geq 0, \ x \in \mathbb{R};
$$

(Y3) the Lipschitz condition for $b$:

$$
|b(t, x) - b(t, y)| \leq C|x - y|, \quad t \geq 0, \ x, y \in \mathbb{R};
$$

(Y4) there exists an increasing function $\rho: \mathbb{R}^+ \to \mathbb{R}^+$ such that $\int_0^1 \rho^{-2}(u) \, du = +\infty$ and

$$
|\sigma(t, x) - \sigma(t, y)| \leq C\rho(|x - y|), \quad t \geq 0, \ x, y \in \mathbb{R}.
$$

Remark 2.1. A particular case of the function satisfying condition (Y4) is presented by

$$
\rho(x) = x^\alpha, \quad \frac{1}{2} \leq \alpha \leq 1.
$$

Therefore (Y4) can be called the Hölder condition for $\sigma$. Below are some other examples of functions satisfying (Y4):

$$
\rho(x) = x^{1/2}(\ln 1/x)^{1/2}, \quad \rho(x) = x^{1/2}(\ln 1/x)^{1/2}(\ln \ln 1/x)^{1/2},
$$

and so on.

Consider the notion of a strong solution of equation (1).

Definition 2.2. A pair $(X, W)$ is called a strong solution of equation (1) if $X$ is adapted to the flow $\{\mathcal{F}_t^W\}$, that is, to the completed filtration generated by the process $W$.

Definition 2.3. We say that equation (1) has the property of pathwise uniqueness of a solution if

$$
P(\forall t > 0: X(t) = \tilde{X}(t)) = 1
$$

for all pairs of solutions $(X, W)$ and $(\tilde{X}, W)$ defined with respect to the same filtration.
Definition 2.4. Let $T > 0$. Let $L_{2}^{T}({\mathcal F}, P)$ be the space
\[ L_{2}(\Omega \times [0, T], {\mathcal F} \otimes B([0, T]), P \times \lambda) \]
of stochastic processes satisfying the following condition:
\[ \int_{\Omega} \int_{0}^{T} X^{2}(t, \omega) \lambda(dt) \, P(d\omega) < \infty. \]

Theorem 2.5 ([4]). If conditions (Y1)–(Y4) hold, then equation (1) has a unique strong solution belonging to the space $L_{2}^{T}({\mathcal F}, P)$ for all $T > 0$.

Definition 2.6. Let $\tau_{n}$ be the first exit moment of the process $X(t)$ from the set $|x| < n$, that is,
\[ \tau_{n} = \inf \{ t : X(t) \notin (-n, n) \}. \]

Denote by $\tau = \lim_{n \to \infty} \tau_{n}$ the limit (finite or infinite) of the nondecreasing sequence $\tau_{n}$ as $n \to \infty$. The random variable $\tau$ is called the first exit moment of the trajectory from an arbitrary bounded domain or the entrance moment to infinity. A process $X(t)$ is called regular if
\[ P\{ \tau = \infty \} = 1. \]

Remark 2.7. Theorem 2.5 implies that if Yamada’s conditions hold, then a solution of equation (1) is a regular process with continuous trajectories.

3. The Positivity of a Solution for a Stochastic Differential Equation with Nonhomogeneous Non-Lipschitz Coefficients

Consider the following stochastic differential equation:

\[ X(t) = X_{0} + \int_{0}^{t} b(s, X(s)) \, ds + \int_{0}^{t} \sigma(s, |X(s)|) \, dW(s), \quad t \geq 0, \]

where the initial value $X_{0} > 0$ is nonrandom, the coefficients $b : \mathbb{R}^{+} \times \mathbb{R} \to \mathbb{R}$ and $\sigma : \mathbb{R}^{+} \to \mathbb{R}$ are measurable, and $\{ W(t), t \geq 0 \}$ is a Wiener process with respect to the filtration $\{ {\mathcal F}_{t}, t \geq 0 \}$ defined on the probability space $(\Omega, {\mathcal F}, P)$.

Assume that the coefficients of this equation satisfy Yamada’s conditions (Y1)–(Y4) and that
\[ \inf_{t \geq 0} \frac{1}{2} \sigma^{2}(t) = d > 0. \]

Theorem 3.1. If all the above assumptions hold and additionally
\[ b(t, 0) > \frac{1}{2} \sigma^{2}(t) \]
for all $t \geq 0$, then the process $X(t)$ does not vanish with probability one.

Remark 3.2. Recall that the condition $ab \geq \sigma^{2}/2$ is necessary and sufficient that a process does not vanish in the homogeneous Cox–Ingersoll–Ross model described by the stochastic differential equation
\[ dr_{t} = a(b - r_{t}) \, dt + \sigma \sqrt{r_{t}} \, dW_{t} \]
with the initial condition $r_{0} > 0$. In our nonhomogeneous case of $b(t, x) = a(t)(b(t) - x)$ we obtain the condition $a(t)b(t) > \sigma^{2}(t)/2$. 
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Proof. Let $T > 0$ be fixed. First we consider the case of $t \in [0, T]$ and prove that the process $X(t)$ does not vanish in this time interval. By the assumptions of the theorem, the continuity of the functions $b(t, x)$ and $\frac{1}{2}\sigma^2(t)$ (Yamada's condition (Y1)) imply that

$$\forall t > 0 \ \exists c(t) > 0, \ x(t) > 0: \ \forall s \in (t - c(t), t + c(t)) \ \forall x \in (0, x(t))$$

$$b(s, x) > \frac{1}{2}\sigma^2(s).$$

Note that

$$\bigcup_{t>0} (t - c(t), t + c(t))$$

is an open covering of the compact set $[0, T]$. Thus one can find a finite subcovering

$$\bigcup_{i=1}^N (t_i - c(t_i), t_i + c(t_i)).$$

Hence

$$\forall s \in (0, T) \ \exists i, \ 1 \leq i \leq N: \ s \in (t_i - c(t_i), t_i + c(t_i)) \ \text{and} \ \forall x \in (0, x(t_i))$$

$$b(s, x) > \frac{1}{2}\sigma^2(s).$$

Put

$$c := \min_{1 \leq i \leq N} x(t_i).$$

Then

$$\forall t \in (0, T) \ \forall x \in (0, c): \ b(t, x) > \frac{1}{2}\sigma^2(t).$$

We define the function $V(x)$ by

$$V(x) = \begin{cases} 
\ln x - \ln c + \frac{d}{ac} & \text{if } 0 < x < c, \\
\frac{d}{ac}e^{a(x-c)/d} & \text{if } c \leq x < \infty,
\end{cases}$$

where $a$ is the constant defined in condition (Y2) as follows. If $x \in (c, +\infty)$, then condition (Y2) implies that there exists $K > 0$ such that

$$|b(t, x)| \leq K(1 + x).$$

Put

$$a = K \left(1 + \frac{1}{c}\right).$$

Then we get

$$|b(t, x)| \leq ax, \ \text{for all } x \in (c, \infty).$$

It is easy to see that the function $V(x)$ is continuously differentiable in $(0, +\infty)$ and that $V'(x)$ is given by

$$V'(x) = \begin{cases} 
\frac{1}{x} & \text{if } 0 < x < c, \\
\frac{1}{c}e^{a(x-c)/d} & \text{if } c \leq x < \infty.
\end{cases}$$

Consider the differential operator

$$L = \frac{1}{2}\sigma^2(t)x \frac{\partial^2}{\partial x^2} + b(t, x) \frac{\partial}{\partial x}.$$ 

Then, for $x \in (0, c)$,

$$LV = \frac{1}{2}\sigma^2(t)x \left(-\frac{1}{x^2}\right) + b(t, x) \frac{1}{x} = \frac{1}{x} \left(b(t, x) - \frac{1}{2}\sigma^2(t)\right) > 0.$$
by the choice of $c$. For $x \in (c, +\infty)$, we have
\[
LV = \frac{1}{2} \sigma^2(t)x \cdot \frac{a}{cd} x^{(a-c)/d} + b(t, x) \cdot \frac{1}{c} x^{(a-c)/d}
\geq dx \cdot \frac{a}{cd} x^{(a-c)/d} - ax \cdot \frac{1}{c} x^{(a-c)/d} = 0.
\]
Thus $LV \geq 0$ for all $x > 0$, $x \neq c$.

Let $0 < \varepsilon < A$ be some fixed constant. Consider the random variable $\tau_{\varepsilon, A}$ defined by
\[
\tau_{\varepsilon, A} = \inf\{t : X(t) = \varepsilon \text{ or } X(t) = A\}.
\]
We use the following generalization of the Itô formula proved in the paper [2]. Let a process $X = \{X_t, t \geq 0\}$ be a continuous semimartingale and let $v: \mathbb{R}_+ \to \mathbb{R}_+$ be a function of bounded variation. Put
\[
C = \{(t, x) \in \mathbb{R}_+ \times [0, v(t)]\}
\]
and
\[
D = \{(t, x) \in \mathbb{R}_+ \times [v(t), +\infty)\}.
\]
Assume that the function $F: \mathbb{R}_+ \times \mathbb{R}_+ \to \mathbb{R}$ is such that $F \in C^{1,2}(C)$ and $F \in C^{1,2}(D)$. Then
\[
F(t, X_t) = F(0, X_0) + \int_0^t \frac{1}{2} (F_t(s, X_s) + F_s(s, X_s -)) \, ds
\]
\[
+ \int_0^t \frac{1}{2} (F_x(s, X_s +) + F_x(s, X_s -)) \, dX_s
\]
\[
+ \int_0^t F_{xx}(s, X_s) I(X_s \neq v(s)) \, d\langle X, X \rangle_s
\]
\[
+ \int_0^t \frac{1}{2} (F_x(s, X_s +) - F_x(s, X_s -)) I(X_s = v(s)) \, d\langle v \rangle_s(X),
\]
where
\[
\ell^b_s(X) = \lim_{\varepsilon \downarrow 0} \frac{1}{2\varepsilon} \int_0^s I(v(r) - \varepsilon < X_r < v(r) + \varepsilon) \, d\langle X, X \rangle_r.
\]
Since $V'(x)$ is continuous in the interval $[\varepsilon, +\infty)$, $V$ does not depend on $t$, and $v(s) \equiv c$, we obtain
\[
V(X(\tau_{\varepsilon, A} \wedge T)) = V(X_0) + \int_0^{\tau_{\varepsilon, A} \wedge T} V'(X(s)) \, dX(s)
\]
\[
+ \frac{1}{2} \int_0^{\tau_{\varepsilon, A} \wedge T} V''(X(s)) I(X(s) \neq c) \, d\langle X, X \rangle_s
\]
\[
= V(X_0) + \int_0^{\tau_{\varepsilon, A} \wedge T} V'(X(s)) b(s, X(s)) \, ds
\]
\[
+ \int_0^{\tau_{\varepsilon, A} \wedge T} V'(X(s)) \sigma(s, X(s)) \, dW(s)
\]
\[
+ \frac{1}{2} \int_0^{\tau_{\varepsilon, A} \wedge T} V''(X(s)) I(X(s) \neq c) \sigma^2(s) X(s) \, ds.
\]
Here we used the property that
\[
d(X, X)_s = \sigma^2(s) X(s) \, ds.
\]
Since the function $b(t, x)$ is bounded in $x \in [\varepsilon, A]$ and separated from $0$ and $\infty$ and since $\sigma(t, x) = \sigma(t) \sqrt{x}$ is a uniformly Hölder function with respect to $x$, we deduce from [2] that
\( \mathbb{P}(X(s) = c, \tau_{\varepsilon, A} < s) = 0 \). Indeed, one can extend the coefficients \( b(t, x) \) and \( \sigma(t) \sqrt{x} \) beyond the interval \([\varepsilon, A]\) with respect to the argument \( x \) in such a way that all the above conditions hold. Let \( Y \) be a solution of the corresponding equation. Then

\[
\mathbb{P}(X(s) = c, \tau_{\varepsilon, A} < s) \leq \mathbb{P}(Y(s) = c) = 0,
\]

since \( Y(s) \) has density with respect to Lebesgue measure (see [3]).

Further,

\[
0 \leq \left| E \int_0^{\tau_{\varepsilon, A} \land T} (V'(X(s))b(s, X(s))I(X(s) = c)) \, ds \right| \\
\leq |V'(c)| \max_{s\in[0,T]} |b(s, c)| \int_0^T \mathbb{P}(X(s) = c, \tau_{\varepsilon, A} < s) \, ds = 0,
\]

whence \( E \int_0^{\tau_{\varepsilon, A} \land T} (V'(X(s))b(s, X(s))I(X(s) = c)) \, ds = 0. \)

Considering the mathematical expectation of both sides of the equality

\[
V(X(\tau_{\varepsilon, A} \land T)) = V(X_0) + \int_0^{\tau_{\varepsilon, A} \land T} V'(X(s))b(s, X(s)) \, ds \\
+ \int_0^{\tau_{\varepsilon, A} \land T} V'(X(s))\sigma(s, X(s)) \, dW(s) \\
+ \frac{1}{2} \int_0^{\tau_{\varepsilon, A} \land T} V''(X(s))I(X(s) \neq c)\sigma^2(s)X(s) \, ds,
\]

we get

\[
E(V(X(\tau_{\varepsilon, A} \land T))) = V(X_0) + E \int_0^{\tau_{\varepsilon, A} \land T} V'(X(s))b(s, X(s)) \, ds \\
+ E \int_0^{\tau_{\varepsilon, A} \land T} \frac{1}{2} V''(X(s))I(X(s) \neq c)\sigma^2(s)X(s) \, ds \\
= V(X_0) + E \int_0^{\tau_{\varepsilon, A} \land T} V'(X(s))b(s, X(s))I(X(s) = c) \, ds \\
+ E \int_0^{\tau_{\varepsilon, A} \land T} \left(V'(X(s))b(s, X(s)) + \frac{1}{2} V''(X(s))\sigma^2(s)X(s)\right)I(X(s) \neq c) \, ds \\
= V(X_0) + E \int_0^{\tau_{\varepsilon, A} \land T} \left(V'(X(s))b(s, X(s)) + \frac{1}{2} V''(X(s))\sigma^2(s)X(s)\right)I(X(s) \neq c) \, ds.
\]

Since the function \( V(x) \) is bounded from above in the interval \([0, A]\),

\[
E(V(X(\tau_{\varepsilon, A} \land T))) \leq \max_{x\in[0,A]} V(x) + V(\varepsilon) \mathbb{P}(\tau = \tau_{\varepsilon}),
\]

where \( \tau_A \) and \( \tau_{\varepsilon} \) are the first hitting moments for the boundaries \( A \) and \( \varepsilon \), respectively, and where \( \tau = \tau_{\varepsilon} \land \tau_A \land T. \)

Thus

\[
\max_{x\in[0,A]} V(x) + V(\varepsilon) \mathbb{P}(\tau = \tau_{\varepsilon}) \geq V(X_0) + E \int_0^{\tau_{\varepsilon, A} \land T} (V'(X(s))b(s, X(s))I(X(s) = c) \, ds \\
+ E \left( \int_0^{\tau_{\varepsilon, A} \land T} \left(V'(X(s))b(s, X(s)) + \frac{1}{2} V''(X(s))\sigma^2(s)X(s)\right)I(X(s) \neq c) \, ds \right).\]
Then
\[
\max_{x \in [0, A]} V(x) + V(\varepsilon) P(\tau = \tau_x) \\
\geq V(X_0) \\
+ \mathbb{E} \left( \int_0^{\tau_x, A \wedge T} \left( V'(X(s)) b(s, X(s)) + \frac{1}{2} V''(X(s)) \sigma^2(s) X(s) \right) I(X(s) \neq c) \, ds \right) \\
= V(X_0) + \mathbb{E} \left( \int_0^{\tau_x, A \wedge T} LV(X(s)) I(X(s) \neq c) \, ds \right) \geq V(X_0).
\]

Letting \(\varepsilon \to 0\) and taking into account that
\[
V(\varepsilon) \to -\infty, \quad \varepsilon \to 0,
\]
we prove that the left hand side of the inequality approaches \(-\infty\), while the right hand side is constant. This leads to a contradiction, and we conclude that
\[
V(x) \to -\infty, \quad x \to -\infty,
\]

Therefore equality (3) holds for all fixed \(A\) and \(T\). Passing to the limit as \(A\) and \(T\) tend to \(+\infty\), we complete the proof of the theorem. \(\square\)

Remark 3.3. Since the initial value of the process \(X(t), t \geq 0\), is positive and since its trajectories do not vanish with probability one (and thus are positive), one can omit the sign of the absolute value in equation (2).

4. A LIMIT THEOREM FOR EQUATIONS WITH NONHOMOGENEOUS COEFFICIENTS AND NON-LIPSCHITZ DIFFUSION

Consider a sequence of stochastic differential equations
\[
(4) \quad X_n(t) = X_n(0) + \int_0^t b_n(s, X_n(s)) \, ds + \int_0^t \sigma_n(s, X_n(s)) \, dW(s), \quad n \geq 0,
\]
with nonrandom initial conditions \(X_n(0)\). Assume that the coefficients of these equations satisfy conditions analogous to (Y1)--(Y4); namely,
\[
(Y_{1n}) \quad b_n \text{ and } \sigma_n \text{ are continuous with respect to all arguments;}
(Y_{2n}) \quad \text{linear growth:}
\]
\[
(5) \quad |\sigma_n(t, x)| + |b_n(t, x)| \leq L(1 + |x|), \quad t \geq 0, \quad x \in \mathbb{R};
(Y_{3n}) \quad \text{Lipschitz condition for } b_n:
\]
\[
|b_n(t, x) - b_n(t, y)| \leq L|x - y|, \quad t \geq 0, \quad x, y \in \mathbb{R}.
\]
\[
(Y_{4n}) \quad \text{there exists an increasing function } \rho_n : \mathbb{R}^+ \to \mathbb{R}^+ \text{ such that } \int_0^\infty \rho_n^{-2}(u) \, du = \infty \text{ and}
\]
\[
|\sigma_n(t, x) - \sigma_n(t, y)| \leq \rho_n(|x - y|), \quad t \geq 0, \quad x, y \in \mathbb{R}.
\]

We also assume that, as \(n \to \infty\),
\[
(6) \quad X_n(0) \to X_0(0), \quad b_n(t, x) \to b_0(t, x), \quad \sigma_n(t, x) \to \sigma_0(t, x)
\]
for \(t \geq 0 \) and \(x \in \mathbb{R}\).

**Theorem 4.1.** If conditions (5) -- (6) hold, then
\[
(7) \quad \mathbb{E} \left[ |X_n(t) - X_0(t)| \right] \to 0, \quad n \to \infty,
\]
uniformly in any finite interval.
Proof. The existence and uniqueness of a solution of equation (11) follows from Theorem 2.5. According to this theorem, we also have \( \mathbb{E} [X_n^2(t)] < \infty \). Moreover, the second moments are uniformly bounded on finite intervals in view of the Gronwall inequality. Put

\[
\tilde{X}_n(t) = X_n(0) + \int_0^t b_n(s, X_0(s)) \, ds + \int_0^t \sigma_n(s, X_0(s)) \, dW(s).
\]

Then

\[
\mathbb{E} \left[ (\tilde{X}_n(t) - X_0(t))^2 \right] \leq C \left[ (X_n(0) - X_0(0))^2 + t \int_0^t \mathbb{E} \left[ (b_n(s, X_0(s)) - b_0(s, X_0(s)))^2 \right] \, ds + \int_0^t \mathbb{E} \left[ (\sigma_n(s, X_0(s)) - \sigma_0(s, X_0(s)))^2 \right] \, ds \right].
\]

Conditions (12) and \( \mathbb{E} [X_0^2(t)] \leq C \) imply the dominated convergence property, whence

\[
\mathbb{E} \left[ (\tilde{X}_n(t) - X_0(t))^2 \right] \to 0, \quad n \to \infty.
\]

Moreover, the convergence is uniform in bounded intervals, since the right hand side of inequality (8) increases in \( t \). Hence

\[
\sup_{t \in [0,T]} \mathbb{E} \left[ |\tilde{X}_n(t) - X_0(t)| \right] \to 0, \quad n \to \infty,
\]

for \( T > 0 \).

Now we follow the Yamada method [5]. Let the numbers \( 1 > a_1^n > a_2^n > \cdots > 0 \) be determined by the equalities

\[
\int_{a_1^n}^1 \rho_n^{-2}(u) \, du = 1, \quad \int_{a_2^n}^{a_1^n} \rho_n^{-2}(u) \, du = 2, \quad \int_{a_3^n}^{a_2^n} \rho_n^{-2}(u) \, du = 3, \quad \ldots, \quad \int_{a_m^n}^{a_{m-1}^n} \rho_n^{-2}(u) \, du = m.
\]

For every \( n \geq 1 \), we construct even functions \( \varphi_m^n(x) : [0,1] \to \mathbb{R} \) such that \( \varphi_m^n \in C^\infty(\mathbb{R}) \), \( \varphi_m^n(0) = 0 \), \( (\varphi_m^n)'(x) = 0 \), \( x \in [0,a_m^n) \), \( (\varphi_m^n)'(x) = 1 \), \( x > a_{m-1}^n \), and

\[
0 \leq (\varphi_m^n)''(x) \leq \frac{2}{m \rho_n^2(x)}, \quad x \in [a_m^n, a_{m-1}^n].
\]

Such functions exist, indeed, since one can choose, for example,

\[
\psi_m^n(x) \in C^\infty([0,\infty))
\]

with \( \text{supp} \psi_m^n \subset [a_m^n, a_{m-1}^n] \), \( 0 \leq \psi_m^n(x) \leq 2/(m \rho_n^2(x)) \), \( \int_0^\infty \psi_m^n(u) \, du = 1 \) and set

\[
\varphi_m^n(x) = \int_0^{|x|} dy \int_0^y \psi_m^n(u) \, du, \quad x \in \mathbb{R}.
\]
It is clear that $\varphi_m^n(x) \uparrow |x|$ as $m \to \infty$, since $\int_0^u \psi_m^n(u) \, du \to 1$ as $m \to \infty$. According to the Itô formula,
\[
E \left[ \varphi_m^n(X_n(t) - \tilde{X}_n(t)) \right]
= \int_0^t E \left[ (\varphi_m^n)'(X_n(s) - X_0(s))[b_n(X_n(s)) - b_n(X_0(s)) + \frac{1}{2} \int_0^t E \left[ (\varphi_m^n)''(X_n(s) - X_0(s))[\sigma_n(X_n(s)) - \sigma_n(X_0(s))]^2 \right] \, ds \right. \\
\left. + \frac{1}{m} \int_0^t E \left[ [\varphi_m^n]'(X_n(s) - X_0(s))][\sigma_n(X_n(s)) - \sigma_n(X_0(s))] \right] \, ds \right] ds \\
\leq C \int_0^t E \left[ |X_n(s) - X_0(s)| \right] ds \\
\left. \left. + \frac{1}{m} \int_0^t E \left[ |X_n(s) - X_0(s)| \right] \right] \, ds \right] ds.
\]

Letting $m \to \infty$ and using Fatou’s lemma, we get
\[
E \left[ |X_n(t) - \tilde{X}_n(t)| \right] \leq C \int_0^t E \left[ |X_n(s) - X_0(s)| \right] ds.
\]

Put
\[
Z(t) = \sup_{t \in [0,T]} E \left[ |X_n(t) - X_0(t)| \right].
\]

Then
\[
Z(T) \leq \sup_{t \in [0,T]} E \left[ |\tilde{X}_n(t) - X_0(t)| \right] + C \int_0^T Z(s) \, ds,
\]
whence
\[
Z(T) \leq C \sup_{t \in [0,T]} E \left[ |\tilde{X}_n(t) - X_0(t)| \right] \to 0, \quad n \to \infty,
\]
by the Gronwall inequality.

5. Concluding remarks

We found conditions imposed on the nonhomogeneous coefficients of a stochastic differential equation with the diffusion $\sigma(t, x) = \sigma(t) \sqrt{x}$ ensuring that a solution does not vanish over a finite time. The result obtained in the paper can be applied to the nonhomogeneous Cox–Ingersoll–Ross model by using a condition on the positivity of a solution, similar to that used in the homogeneous case. We also proved a limit theorem on the continuous dependence on the parameter $n$ in the space $L_1(P)$ of solutions of a sequence of stochastic differential equations with nonhomogeneous coefficients and non-Lipschitz diffusion.
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