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Abstract. We study sufficient conditions for the weak convergence of stochastic integrals with respect to processes of bounded variation, martingales, or semimartingales. A semimartingale theorem is extended to the multidimensional case. We apply a limit procedure and pass from processes of bounded variation to risk processes. An “inverse” problem for the weak convergence is also considered.

1. Introduction

In the first part of the paper, we deal with the conditions for the weak convergence of stochastic integrals

\[ \int_0^b \xi_n(t) \, dX_n(t) \]

with respect to processes \( \{X_n, n \geq 1\} \) of bounded variation, martingales, or semimartingales. We consider the convergence of the corresponding probability measures in the Skorokhod space \( D[0,b], b > 0 \). Many papers are devoted to finding conditions for the weak convergence of stochastic integrals; an extensive bibliography and the most general conditions can be found in the book [5, Chapter IX].

There is a number of differences between conditions introduced in [5] and those considered in this paper. First, a different convergence of the sequence of stochastic processes \( \xi_n(t) \) is considered in this paper; namely, we study the weak convergence of finite-dimensional distributions of the processes. Further, most of the conditions in [5] imposed on the sequence of semimartingales \( X_n \) are related to the triplet of predictable characteristics \((B,C,\nu)\). Checking these conditions leads to several complications, since it requires finding these characteristics.

In this paper we are not aimed at obtaining a canonical decomposition or the triplet of its predictable characteristics. The assumptions imposed on the sequence of semimartingales \( X_n \) are expressed in terms of components of an arbitrary decomposition involving a square integrable martingale \( M_n \) and a process of bounded variation \( B_n \).

Conditions for the weak convergence of stochastic integrals with respect to processes of bounded variation are given in Section 2. We provide an example of the application of...
the main result of this section to risk processes. Conditions for the convergence of stochastic integrals with respect to martingales are presented in Section 3. The convergence of stochastic integrals with respect to semimartingales in the Skorokhod space is given in Section 4. We do not provide the most general conditions here; rather, we exhibit conditions that are easy to check. An application of the theorem of Section 5 to self-financing strategies will be given in the second part of this paper.

2. Convergence of integrals over stochastic processes of bounded variation

Let
\[(\Omega^n, \mathcal{F}^n, (\mathcal{F}^n_t)_{t \in \mathbb{R}_+}, \mathbb{P}^n)\]
be a stochastic basis for every \(n\), and let \(\{\mu_n(t), n \in \mathbb{Z}_+, t \in \mathbb{R}_+\}\) be a sequence of processes whose trajectories almost surely have bounded variation on every bounded interval \([0, b]\), do not have discontinuities of the second kind, and are right continuous. Also let \(\{\xi_n(t), n \in \mathbb{Z}_+, t \in \mathbb{R}_+\}\) be a sequence of processes whose trajectories do not have discontinuities of the second kind and are right continuous. Fix a countable and everywhere dense set \(T\) in \(\mathbb{R}_+\). Put \(T_b := T \cap [0, b]\).

Denote by \(L_{T_b}\) the class of all sequences
\[
\alpha_k = \{0 = t_{0k} < t_{1k} < \cdots < t_{bk} < b\}
\]
of finite partitions of the interval \([0, b]\) such that
1) \(\alpha_k \subseteq \alpha_{k+1} \subseteq T_b\); 
2) for every \(t \in T_b\), there exists \(k(t)\) such that \(t \in \alpha_k\) for \(k > k(t)\).

We say that condition (A) holds if the limit
\[
S(\xi_n, \mu_n, 0, b) := \lim_{k \to \infty} \sum_{i=1}^{k+1} \xi_n(t_{i-1}k)(\mu_n(t_{ik}) - \mu_n(t_{i-1}k))
\]
exists with probability one for all \(b > 0, n \in \mathbb{Z}_+,\) and for all sequences \(\alpha_k \in L_{T_b}\), \(\alpha_k = \{0 = t_{0k} < t_{1k} < \cdots < t_{bk} < b\}\) such that \(t_{bk} < b \leq t_{bk+1}\).

If condition (A) holds, then the random variable \(S(\xi_n, \mu_n, 0, b)\) is equal to the Riemann–Stieltjes integral \(\int_0^b \xi_n(t) \, d\mu_n(t)\) if this integral exists (see [3]).

Put
\[
\triangle_{ik} x := x(t_{ik}) - x(t_{i-1}k), \quad \omega_{ik} x = \sup_{t_{i-1}k < s < t_{ik}} |x(t) - x(s)|,
\]
\[
k_i = \sup \{i \colon t_{ik} \leq t\}.
\]

In what follows, the symbol \(\Rightarrow\) stands for the weak convergence of finite-dimensional distributions. We also recall the notion of convergence of probability measures in the Skorokhod space.

Denote by \(D[0, b]\) the space of functions on the interval \([0, b]\) that have no discontinuities of the second kind and are right continuous. We equip this space with the following metric \(d_0(\cdot, \cdot)\):
\[
d_0(x, y) = \inf_{\lambda \in \Lambda} \left\{ \sup_{0 \leq s \leq b} |x(t) - y(\lambda(t))| + \sup_{0 \leq s < t \leq b} \left| \frac{\lambda(t) - \lambda(s)}{t - s} \right| \right\}
\]
for \(x, y \in D[0, b]\), where \(\Lambda\) is the set of strictly increasing continuous mappings of the interval \([0, b]\) to itself. It is well known that the metric \(d_0(\cdot, \cdot)\) is equivalent to the
Skorokhod metric

\[ d(x, y) = \inf_{\lambda \in \Lambda} \left\{ \sup_{0 \leq t \leq b} |x(t) - y(t)| + \sup_{0 \leq t \leq b} |\lambda(t) - t| \right\}, \]

which generates the Skorokhod topology (see, for example, [3], Chapter 3).

Consider a family of probability measures \((Q^n)_{n \geq 1}\) defined on the space \((D[0, b], \mathcal{D})\), where \(\mathcal{D}\) is the \(\sigma\)-algebra of Borel sets generated by the metric \(d_0(\cdot, \cdot)\). We say that a sequence of measures \(Q^n\) weakly converges to a probability measure \(Q\) on \((D[0, b], \mathcal{D})\) if

\[ \lim_{n \to \infty} \int_{[0, b]} f(x) dQ^n = \int_{[0, b]} f(x) dQ \]

for all real functions \(f = f(x)\), \(x \in [0, b]\), bounded and continuous in the topology generated by the Skorokhod metric.

The symbol \(\overset{D[0, b]}{\Rightarrow}\) stands for the above convergence of probability measures in the Skorokhod topology on the interval \([0, b]\).

We introduce the following notation:

\[ \Delta_D(x(\cdot), \delta, b) := \sup_{0 \leq t < t' < t + \delta \leq b} (|x(t') - x(t)| \wedge |x(t') - x(t)|) \]

and \(T_b(\mathcal{F}^n) = \{0 \leq \tau \leq b, \tau \text{ is an } \mathcal{F}_t^n\text{-stopping time}\} \).

**Theorem 1.** 1. Let condition (A) hold. Assume that

(A1) 1) \((\xi_n(t), \mu_n(t)), t \in T_b \Rightarrow (\xi_0(t), \mu_0(t)), t \in T_b\), for all \(b > 0\) as \(n \to \infty\);

2) for all \(b > 0\) and \(\alpha > 0\),

\[ \lim_{k \to \infty} \limsup_{n \to \infty} P^n \left\{ \sum_{i=1}^{k+1} \omega_i \kappa \xi_n \omega_i \kappa \mu_n > \alpha \right\} = 0. \]

Then

\[ S(\xi_n, \mu_n, 0, b) \Rightarrow S(\xi_0, \mu_0, 0, b) \text{ for all } b > 0. \]

2. Assume additionally that

(A2) 1) for all \(b > 0\),

\[ \lim_{C \to \infty} \limsup_{n \to \infty} P^n \left\{ \sup_{0 \leq t \leq b} |\xi_n(t)| \geq C \right\} = 0; \]

2) for all \(\alpha > 0\) and \(b > 0\),

\[ \lim_{\delta \to 0} \limsup_{n \to \infty} P^n \{ \Delta_D(\mu_n(\cdot), \delta, b) > \alpha \} = 0 \]

or

(A3) 1) \(\xi_n(t)\) and \(\mu_n(t)\) are \(\mathcal{F}_t^n\)-measurable, \(t \in \mathbb{R}_+\);

2) for all \(\alpha > 0\) and \(b > 0\),

\[ \lim_{\delta \to 0} \limsup_{n \to \infty} \sup_{\tau \in T_n(\mathcal{F}^n)} P^n \left\{ \sup_{0 \leq t \leq \delta} \sum_{i=k\tau}^{k\tau+1} |\xi_n(t_{i-1\tau})| \Delta_i \mu_n > \alpha \right\} = 0. \]

Then

\[ S(\xi_n, \mu_n, 0, b) \overset{D[0, b]}{\Rightarrow} S(\xi_0, \mu_0, 0, \cdot), \quad n \to \infty, \]

for all \(b > 0\).
Proof. 1. Consider the following sequence of random variables:

$$S_{T,n,k} = \sum_{i=1}^{k+1} \xi_n(t_{i,k}) \Delta_{i,k} \mu_n.$$ 

If condition (A) holds, then

$$S_{T,0,k} \to \int_0^b \xi_0 \, d\mu_0 \quad \text{a.s.}$$

On the other hand, condition (A) implies that

$$S_{T,0,k} \Rightarrow S_{T,0,k}$$

as \( n \to \infty \) for all \( k \).

Put

$$S^+(\alpha_k, \xi_n, \mu_n) = \sum_{i=1}^{k+1} \sup_{t_{i-1,k} \leq t < t_{i,k}} \xi_n(t)(\mu_n(t_{i,k}) - \mu_n(t_{i-1,k})),$$

$$S^-(-\alpha_k, \xi_n, \mu_n) = \sum_{i=1}^{k+1} \inf_{t_{i-1,k} \leq t < t_{i,k}} \xi_n(t)(\mu_n(t_{i,k}) - \mu_n(t_{i-1,k})).$$

By definition, \(-\infty < S^-(-\alpha_k, \xi_n, \mu_n) \leq S^+(\alpha_k, \xi_n, \mu_n) < \infty \) \( \mathbb{P} \)-almost surely, and the sums \( S^+(\alpha_k, \xi_n, \mu_n) \) \((S^-(-\alpha_k, \xi_n, \mu_n))\) do not increase (do not decrease) with respect to \( k \) for any sequence of partitions \( \alpha_k \in L_{T_k} \). Thus the limits

$$S^+_T(\xi_n, \mu_n) = \lim_{k \to \infty} S^+(\alpha_k, \xi_n, \mu_n)$$

exist and are finite almost surely. It is obvious that

$$S^+(\alpha_k, \xi_n, \mu_n) \geq S_{T,n,k},$$

$$S^-(\alpha_k, \xi_n, \mu_n) \leq S_{T,n,k}.$$ 

Using condition (A) \( 2 \), we obtain from \( \text{(2)} \) and \( \text{(3)} \) that

$$\lim_{k \to \infty} \lim_{n \to \infty} \mathbb{P}^n \{|S^+_T(\xi_n, \mu_n) - S_{T,n,k}| > \alpha\}$$

$$\leq \lim_{k \to \infty} \lim_{n \to \infty} \mathbb{P}^n \left\{S^+(\alpha_k, \xi_n, \mu_n) - S^-(-\alpha_k, \xi_n, \mu_n) > \alpha\right\}$$

$$= \lim_{k \to \infty} \lim_{n \to \infty} \mathbb{P}^n \left\{\sum_{i=1}^{k+1} \omega_i k \xi_n \omega_i k \mu_n > \alpha\right\} = 0.$$ 

Now the first part of the theorem follows from \( \text{[2]} - \text{[5]} \) (see Theorem 4.2 in \( \text{[3]} \)).

2. Assume that condition (A) holds. The proof then follows from the easy estimate

$$\Delta_D(S(\xi_n, \mu_n, 0, \cdot), \delta, b) \leq \sup_{0 \leq t \leq b} |\xi_n(t)| \cdot \Delta_D(|\mu_n|, \delta, b)$$

and from the weak convergence of the finite-dimensional distributions of \( S(\xi_n, \mu_n, 0, \cdot) \).

Now assume that condition (A) holds. Then Theorem 1 of \( \text{[1]} \), Part 2, Chapter 6, §3, implies that the sequence \( S(\xi_n, \mu_n, 0, \cdot) \) is relatively compact in the Skorokhod topology. The weak convergence of the finite-dimensional distributions of the sequence of stochastic integrals implies their convergence in the Skorokhod topology. \( \square \)

Remark 1. Note that \( \mu_0 \) in Theorem \( \text{[1]} \) is an arbitrary process (even a process of unbounded variation) such that the limit \( S(\xi_0, \mu_0, 0, b) \) on the right hand side of \( \text{[1]} \) exists almost surely for all \( b > 0 \).

Here is an example of applications of Theorem \( \text{[1]} \).
**Example 1.** Let \( U_n(t), n \geq 0 \), be the gain process of an insurance company, defined on a probability space \((\Omega, \mathcal{F}, \mathbb{P})\), and let

\[
U_n(t, \omega) := \pi_n(t) - \sum_{k=1}^{N_n(t, \omega)} X_k^{(n)}(\omega),
\]

where \( \pi_n \) is a sequence of processes with continuous and nondecreasing trajectories \( \{N_n(t, \omega)\} \), for any \( n > 0 \), is a sequence of independent identically distributed random variables \( \{X_k^{(n)}, k \geq 1\} \), for any \( n > 0 \), is a sequence of independent identically distributed random variables with distribution function \( F \).

Assume that \( \sum_{k=1}^{N_n(t, \omega)} X_k^{(n)}(\omega) \) is a sequence of point processes whose trajectories do not have discontinuities of the second kind and are right continuous, \( N_n(0, \omega) = 0 \). One can treat the sums \( \sum_{k=1}^{N_n(t, \omega)} X_k^{(n)}(\omega) \) as a sequence of insurance premiums. Let

\[
0 < T_1^n(\omega) < T_2^n(\omega) < \cdots
\]

be a sequence of jumps of \( N_n \), \( \Delta N_n(T_k^n) = 1 \). The reserve capital is defined via the accumulator \( \varphi_n \) as follows:

\[
R_n(t) := \varphi_n(t)u + \int_0^t \varphi_n(t-s) dU_n(s)
\]

\[
= \varphi_n(t)u + \int_0^t \varphi_n(t-s) d\pi_n(s) - \sum_{k=1}^{N_n(t)} \varphi_n(t-T_k^n) X_k^{(n)}(\omega)
\]

(see [4]), where \( u > 0 \) is the initial reserve capital and where \( \varphi_n : \mathbb{R}_+ \rightarrow \mathbb{R}_+ \) is a nonrandom continuous nondecreasing function (as a rule, \( \varphi_n(t) = \exp\{\delta t\} \) for some \( \delta > 0 \)). The following result is a straightforward corollary of Theorem 1 and Theorem 4 in [4].

Fix some \( b > 0 \) and put

\[
X_n(t) := B_n^{-1} \left( \sum_{k=1}^{\alpha_n t} X_k^{(n)} - A_n(t) \right),
\]

where \( \alpha_n \uparrow \infty \) and \( B_n \uparrow \infty \) as \( n \rightarrow \infty \) and where \( A_n(t) \) is a nonrandom nondecreasing function.

**Theorem 2.** Assume that

1. \( \varphi_n(t) \rightarrow \varphi_0(t) \) pointwise as \( n \rightarrow \infty \);
2. \( (\pi_n(t), X_n(t), N_n(t)/\alpha_n, t \in T_k) \Rightarrow (\pi_0, X_0, N_0, t \in T_k) \);
3. \( S(\varphi_0(b-\cdot), X_0(\cdot), 0, b) \) is well defined;
4. for all \( \alpha > 0 \),

\[
\lim_{k \rightarrow \infty} \limsup_{n \rightarrow \infty} \mathbb{P} \left\{ \sum_{i=1}^{N_n(b)} \Delta_i k \varphi_n(b-\cdot) |X_i^n| > \alpha \right\} = 0,
\]

where \( t_i^n \) is such that \( t_{i-1}^n \leq T_i^n < t_i^n \);
5. for all \( \alpha > 0 \),

\[
\lim_{k \rightarrow \infty} \limsup_{n \rightarrow \infty} \mathbb{P} \left\{ \sum_{i=1}^{k} \Delta_i k \varphi_n(b-\cdot) \Delta_i k \pi_n > \alpha \right\} = 0.
\]

Then the reserve capital processes weakly converge,

\[
R_n(b) \Rightarrow \varphi_0(b)u + \int_0^b \varphi_0(b-s) d\pi_0(s) - \int_0^b \varphi_0(b-s) dY_0(s),
\]

and the limit process is of the form \( Y_0(t) := X_0(N_0(t)), t \in [0, b] \).
3. CONVERGENCE OF STOCHASTIC INTEGRALS WITH RESPECT TO MARTINGALES

As in Section 2 let \((\Omega^n, \mathcal{F}^n, (\mathcal{F}^n_t)_{t \in R_+}, P^n)\) be a stochastic basis for every \(n\), and let \(\{M_n(t), \mathcal{F}^n_t, t \in R_+, n \geq 0\}\) be a sequence of square integrable martingales whose trajectories do not have discontinuities of the second kind and are right continuous. Let \(\mu_n(t) := (M_n)_t\) be the square characteristics of the above martingales. We consider the modifications for which the trajectories do not have discontinuities of the second kind and are right continuous. Also let \(\{\xi_n(t), \mathcal{F}^n_t, t \in R_+, n \geq 0\}\) be a sequence of \(\mathcal{F}^n\)-predictable processes.

**Theorem 3.** Assume that

\((A_5)\) 1) \((\xi_n(t), M_n(t), \mu_n(t), t \in T_b) \Rightarrow (\xi_0(t), M_0(t), \mu_0(t), t \in T_b), \text{ for all } b > 0;\)

2) for all \(t \in R_+\),

\[\sup_{n \geq 0} \mathbb{E}^n \int_0^t \xi_n^2(s) \, d\mu_n(s) < \infty;\]

3) for all \(b > 0\),

\[\lim_{c \to \infty} \limsup_{n \to \infty} \mathbb{P}^n \left\{ \sup_{0 \leq t \leq b} |\xi_n(t)| \geq c \right\} = 0;\]

4) for all \(b > 0\),

\[\lim_{k \to \infty} \limsup_{n \to \infty} \mathbb{E}^n \sum_{i=1}^{k+1} \omega_i \xi_n \omega_i \mu_n = 0;\]

5) \(\lim_{\delta \to 0} \limsup_{n \to \infty} \sup_{\sigma \in \mathcal{T}_b(\mathcal{F}^n)} \mathbb{E}^n (\mu_n(\sigma + \delta) - \mu_n(\sigma)) = 0.\)

Then, for all \(b > 0\), the sequence of stochastic integrals weakly converges:

\[\int_0^t \xi_n(t) \, dM_n(t) \xrightarrow{D[0,b]} \int_0^t \xi_0 \, dM_0(t), \quad n \to \infty.\]

Moreover the sequence of their square characteristics also weakly converges:

\[\int_0^t \xi_n^2(t) \, d\mu_n(t) \xrightarrow{D[0,b]} \int_0^t \xi_0^2 \, d\mu_0(t), \quad n \to \infty.\]

**Proof.** Conditions \((A_5), 1)\) and \(4)\) together with Theorem 1 imply the convergence of finite-dimensional distributions:

\[\left( \int_0^t \xi_n^2(u) \, d\mu_n(u), t \in T_b \right) \Rightarrow \left( \int_0^t \xi_0^2(u) \, d\mu_0(u), t \in T_b \right), \quad n \to \infty.\]

Further, \((A_5), 1)\) implies that

\[\sum_{i=1}^k \xi_n(t_{i-1}) \Delta_{i,k} M_n \Rightarrow \sum_{i=1}^k \xi_0(t_{i-1}) \Delta_{i,k} M_0, \quad n \to \infty.\]

In its turn, \((A_5), 2)\) implies that, for all \(n \geq 0\),

\[\sum_{i=1}^k \xi_n(t_{i-1}) \Delta_{i,k} M_n \to \int_0^b \xi_n(s) \, dM_n(s), \quad k \to \infty,\]
in probability. Further, for all \( \alpha > 0 \),
\[
\lim_{k \to \infty} \limsup_{n \to \infty} P^n \left\{ \sum_{i=1}^k \xi_n(t_{i-1} k) \Delta_i M_n - \int_0^b \xi_n(s) \, dM_n(s) \geq \alpha \right\}
\]
\[
= \lim_{k \to \infty} \limsup_{n \to \infty} P^n \left\{ \int_0^b \varphi_n(s) \, dM_n(s) \geq \alpha \right\}
\]
\[
\leq \lim_{C \to \infty} \limsup_{n \to \infty} P^n \left\{ \sup_{0 \leq t \leq b} \left| \xi_n(t) \right| \geq C \right\}
\]
\[
+ \alpha^{-2} \lim_{C \to \infty} \limsup_{n \to \infty} E^n \left( \int_0^b \left( \varphi_n^C(s) \right)^2 \, d\mu_n(s) \right)
\]
\[
\leq \alpha^{-2} \lim_{C \to \infty} \limsup_{n \to \infty} E^n \left( \sum_{i=1}^{k+1} \omega_i \xi_n \omega_i \mu_n \right) = 0,
\]
where \( \varphi_n(s) := \xi_n(s) - \xi_n(t_{i-1} k) \) and \( \varphi_n^C(s) := \xi_n(s) \wedge C - \xi_n(t_{i-1} k \wedge C), s \in \Delta_i \).

Relations (7)–(9) and Theorem 4.2 in [3] yield the weak convergence of the finite-dimensional distributions:
\[
\int_0^b \xi_n(t) \, dM_n(t) \Rightarrow \int_0^b \xi_0 \, dM_0(t), \quad n \to \infty.
\]
Moreover, for all \( \delta > 0 \), condition (A5), 2) implies that
\[
\lim_{C \to \infty} \limsup_{n \to \infty} P^n \left( \sup_{t \leq \delta} \left| \int_0^t \xi_n(u) \, dM_n(u) \right| \geq C \right)
\]
\[
\leq \lim_{C \to \infty} \frac{1}{C^2} \limsup_{n \to \infty} E^n \left( \sup_{t \leq \delta} \left| \int_0^t \xi_n(u) \, dM_n(u) \right|^2 \right)
\]
\[
\leq \lim_{C \to \infty} \limsup_{n \to \infty} \frac{C_1}{C^2} E^n \left( \int_0^\delta \xi_n(u)^2 \, d\mu_n(u) \right) = 0.
\]
Now we consider the following stochastic process:
\[
Z_n^\sigma(t, C) = \int_0^{t+\sigma} \xi_n^C(u) \, dM_n(u) - \int_0^{\sigma} \xi_n^C(u) \, dM_n(u),
\]
where \( t \geq 0, \sigma \in \mathcal{T}_b(\mathbb{R}^n) \), and \( \xi_n^\sigma(u) = \xi_n(u) \wedge C \). This process is a martingale with respect to the flow of \( \sigma \)-algebras \( \mathcal{F}^n \), \( t \in \mathbb{R}_+ \). Then (A5), 3) and 5) together with Burkholder’s inequality imply that
\[
\lim_{\delta \to 0} \limsup_{n \to \infty} \sup_{\sigma \in \mathcal{T}_b(\mathbb{R}^n)} P^n \left( \sup_{t \leq \delta} \left| \int_0^{t+\sigma} \xi_n(u) \, dM_n(u) - \int_0^{\sigma} \xi_n(u) \, dM_n(u) \right| \geq \eta \right)
\]
\[
\leq \lim_{C \to \infty} \limsup_{n \to \infty} P^n \left( |\xi_n(t)| \geq C \right) + \frac{C_2}{\eta^2} \lim_{\delta \to 0} \limsup_{n \to \infty} \sup_{\sigma \in \mathcal{T}_b(\mathbb{R}^n)} E^n \left( Z_n^\sigma(\delta, C) \right)^2
\]
\[
= \frac{C_2}{\eta^2} \lim_{\delta \to 0} \limsup_{n \to \infty} \sup_{\sigma \in \mathcal{T}_b(\mathbb{R}^n)} E^n \left( \mu_n(\sigma + \delta) - \mu_n(\sigma) \right) = 0.
\]
Similarly to (12) one can prove that
\[
\lim_{C \to \infty} \limsup_{n \to \infty} P^n \left( \sup_{t \leq \delta} \left| \int_0^t \xi_n^2(u) \, d\mu_n(u) \right| \geq C \right) = 0
\]
Remark 2. One can assume that
\[ \mathbb{E}^n \int_0^t \zeta_n^2(s) \, d\mu_n(s) < \infty, \quad t \in \mathbb{R}_+, \quad \lim_{C \to \infty} \limsup_{n \to \infty} \mathbb{P}^n(\mu_n(t) \geq C) = 0, \quad t > 0, \]
instead of condition (A_5), 2).

Remark 3. As mentioned above, the conditions for the convergence of stochastic integrals with respect to martingales are studied in [2]. The main differences between conditions of the paper [2] and those of Theorem 2 are listed below.

1) It is not assumed in Theorem 3 that the martingales \( M_n \) are continuous, while this is one of the assumptions in the corresponding theorem in [2].

2) The counterpart of assumption (A_5), 4) in [2] is
\[ \lim_{k \to \infty} \limsup_{n \to \infty} \mathbb{E}^n \sum_{i=1}^{k_n+1} \int_{t_{i-1}}^{t_i} \Delta_i \xi_n(t) \, d\mu_n(t) = 0 \]
for all \( b > 0 \).

4. CONVERGENCE OF STOCHASTIC INTEGRALS WITH RESPECT TO SEMIMARTINGALES IN TERMS OF THE CANONICAL DECOMPOSITION

Now let \((\Omega^n, \mathcal{F}^n, (\mathcal{F}^n_t)_{t \in \mathbb{R}_+}, \mathbb{P}^n)\) be a stochastic basis for every \( n \), and let
\[ \{X_n(t), \mathcal{F}^n_t, t \in \mathbb{R}_+, n \in \mathbb{Z}_+\} \]
be a sequence of semimartingales that admits the following decomposition:
\[ X_n(t) = X^n_0 + M_n(t) + B_n(t), \]
where \( \{M_n(t), \mathcal{F}^n_t, t \in \mathbb{R}_+, n \in \mathbb{Z}_+\} \) is a sequence of square integrable martingales whose trajectories do not have discontinuities of the second kind and are right continuous, and \( \{B_n(t), t \in \mathbb{R}_+, n \in \mathbb{Z}_+\} \) is a sequence of processes of bounded variation whose trajectories do not have discontinuities of the second kind and are right continuous. We denote by \( \Delta Y(t) = Y(t) - Y(t-0) \) the jump of a process \( Y \) with such trajectories at a point \( t \).

Let \( \mu_n(t) := \langle M_n \rangle(t) \) be square characteristics of the corresponding martingales. We also consider a sequence \( \{\xi_n(t), \mathcal{F}^n_t, t \in \mathbb{R}_+, n \geq 0\} \) of \( \mathcal{F}^n_t \)-predictable processes satisfying the following conditions:
\[ \mathbb{E}^n \int_0^b \zeta_n^2(t) \, d\mu_n(t) < \infty, \quad \left| \int_0^b \xi_n(t) \, dB_n(t) \right| < \infty \quad \mathbb{P}^n\text{-a.s.,} \quad b \in \mathbb{R}_+, n \in \mathbb{Z}_+ , \]
where the integral \( \int_0^b \xi_n(t) \, dB_n(t) \) is understood in the Riemann–Stieltjes sense.

Define
\[ \int_0^t \xi(s) \, dX_n(s) := \int_0^t \xi(s) \, dM_n(s) + \int_0^t \xi(s) \, dB_n(s). \]
Note that the definition of the integral on the left hand side is correct, since the right hand side is invariant with respect to all such decompositions.

In what follows we need the notion of density of a sequence of stochastic processes which coincides with the notion of density of a sequence of the corresponding probability measures. We also need the definition of the $C$-density.

**Definition 1.** A sequence of processes $X_n$ is called $C$-dense if the sequence is dense and every limit point of the sequence of the corresponding distributions is the distribution of a continuous process.

**Theorem 4.** Let $\{X_n(t), \mathcal{F}_n^t, t \in \mathbb{R}_+, n \in \mathbb{Z}_+\}$ be a sequence of semimartingales that admits decomposition $(15)$. Assume that

1) for all $b > 0$,
\[
(\xi_n(t), M_n(t), B_n(t), \mu_n(t), t \in T_b) \Rightarrow (\xi_0(t), M_0(t), B_0(t), \mu_0(t), t \in T_b);
\]

2) for all $t \in \mathbb{R}_+$,
\[
\sup_{n \geq 0} \mathbb{E}^n \int_0^t \xi_n^2(s) \, d\mu_n(s) < \infty;
\]

3) for all $b > 0$,
\[
\lim_{C \to \infty} \limsup_{n \to \infty} \mathbb{P}^n \left\{ \sup_{0 \leq t \leq b} |\xi_n(t)| \geq C \right\} = 0;
\]

4) for all $b > 0$,
\[
\lim_{k \to \infty} \limsup_{n \to \infty} \mathbb{E}^n \sum_{i=1}^{k+1} \omega_{ik} \xi_n \omega_{ik} B_n = 0;
\]

5) for all $\alpha > 0$ and $b > 0$,
\[
\lim_{\delta \to 0} \limsup_{n \to \infty} \mathbb{P}^n \{ \Delta_D(|B_n|, \delta, b) > \alpha \} = 0;
\]

6) for all $b > 0$,
\[
\lim_{k \to \infty} \limsup_{n \to \infty} \mathbb{E}^n \sum_{i=1}^{k+1} \omega_{ik} \xi_n \omega_{ik} \mu_n = 0;
\]

7) for all $\alpha > 0$ and $b > 0$,
\[
\lim_{\delta \to 0} \limsup_{n \to \infty} \mathbb{P}^n \{ \Delta_D(|\mu_n|, \alpha, b) > \alpha \} = 0.
\]

Then the family of stochastic integrals $\int_0^t \xi_n(t) \, dX_n(t)$ weakly converges, namely
\[
\int_0^t \xi_n(t) \, dX_n(t) \xrightarrow{D[0,6]} \int_0^t \xi_0 \, dX_0(t), \quad n \to \infty.
\]

**Proof.** First we prove the convergence of the finite-dimensional distributions similarly to the proofs of Theorems 1 and 2. Condition 1) implies that
\[
\sum_{i=1}^k \xi_n(t_{i-1}k) \Delta_i M_n + \sum_{i=1}^k \xi_n(t_{i-1}k) \Delta_i B_n
\]
\[
\Rightarrow \sum_{i=1}^k \xi_0(t_{i-1}k) \Delta_i M_0 + \sum_{i=1}^k \xi_0(t_{i-1}k) \Delta_i B_0, \quad n \to \infty.
\]
Thus
\[
\sum_{i=1}^{k} \xi_n(t_{i-1}k) \Delta_{i} k M_n + \sum_{i=1}^{k} \xi_n(t_{i-1}k) \Delta_{i} k B_n
\]
(17)
\[
\to \int_0^b \xi_n(s) \, dM_n(s) + \int_0^b \xi_n(s) \, dB_n(s), \quad k \to \infty,
\]
in probability, where the convergence of integral sums with \(M_n\) follows from 2), while the convergence of sums with \(B_n\) follows from the definition of the Riemann–Stieltjes integral.

Further, relations (5) and (9) together with conditions 4) and 6) imply that
\[
\lim \limsup_{k \to \infty} \limsup_{n \to \infty} \mathbb{P}^n \left\{ \left| \sum_{i=1}^{k} \xi_n(t_{i-1}k) \Delta_{i} k M_n \right| > \alpha \right\}
\]
(18)
\[
\leq \lim \limsup_{k \to \infty} \limsup_{n \to \infty} \mathbb{P}^n \left\{ \left| \sum_{i=1}^{k} \xi_n(t_{i-1}k) \Delta_{i} k M_n - \int_0^b \xi_n(s) \, dM_n(s) \right| > \alpha/2 \right\}
\]
\[
+ \lim \limsup_{k \to \infty} \limsup_{n \to \infty} \mathbb{P}^n \left\{ \left| \sum_{i=1}^{k} \xi_n(t_{i-1}k) \Delta_{i} k B_n - \int_0^b \xi_n(s) \, dB_n(s) \right| > \alpha/2 \right\} = 0
\]
for all \(\alpha > 0\). The convergence of the finite-dimensional distributions
\[
\int_0^t \xi_n(s) \, dX_n(s) = \int_0^t \xi_n(s) \, dB_n(s) + \int_0^t \xi_n(s) \, dM_n(s)
\]
(19)
\[
\Rightarrow \int_0^t \xi_n(s) \, dM_0(s) + \int_0^t \xi_n(s) \, dM_0(s) = \int_0^t \xi_0(s) \, dX_0(s), \quad n \to \infty,
\]
follows from (10)–(13) and Theorem 4.2 in [3].

Conditions 5) and 7) imply that the sequences \(\int_0^t \xi_n(s) \, dB_n(s)\) and \(\int_0^t \xi_n(s) \, dM_n(s)\) are dense (this is proved in Theorems 1 and 2, respectively).

Conditions 3) and 8) yield
\[
\lim \limsup_{n \to \infty} \mathbb{P}^n \left\{ \sup_{t \in [0,b]} \left| \xi_n(s) \right| > \alpha \right\} = 0
\]
(20)
for all \(\alpha > 0\) and \(b > 0\).

Since \(\int_0^t \xi_n(s) \, dB_n(s)\) is dense, relation (20) implies that the sequence of integrals is \(C\)-dense (see Theorem 3.26 in [3]).

The sequence \(\int_0^t \xi_n(s) \, dB_n(s)\) is \(C\)-dense, the sequence \(\int_0^t \xi_n(s) \, dM_n(s)\) is dense, and thus the sum of the corresponding sequences
\[
\int_0^t \xi_n(s) \, dX_n(s)
\]
is also dense (see Theorem 3.33 in [3]), and the proof is complete. \(\square\)

We generalize Theorem 4 to the multidimensional case. Let
\[
\{X_n(t), \mathcal{T}_n^+; t \in \mathbb{R}_+\} = \{ (X^1_n(t), X^2_n(t), \ldots, X^d_n(t)) ; \mathcal{T}_n^+; t \in \mathbb{R}_+, n \in \mathbb{Z}_+ \}.
\]
be a sequence of $d$-dimensional semimartingales whose components admit the following decomposition:

$$X_n^j(t) = X_n^j(0) + M_n^j(t) + B_n^j(t), \quad 1 \leq j \leq d,$$

where \{\(M_n^j(t), \mathcal{F}_t^n, t \in \mathbb{R}_+, n \in \mathbb{Z}_+\}\} is a sequence of square integrable martingales whose trajectories are right continuous and do not have discontinuities of the second kind and \{\(B_n^j(t), t \in \mathbb{R}_+, n \in \mathbb{Z}_+\}\} is a sequence of processes of bounded variation whose trajectories do not have discontinuities of the second kind and are right continuous. Let \(\mu_n^j(t) := (M_n^j)(t)\) be square characteristics of the corresponding martingales. Also let

\[ \{\xi_n^j(t), \mathcal{F}_t^n, t \in \mathbb{R}_+, n \in \mathbb{Z}_+, 1 \leq j \leq d\} \]

be a sequence of \(\mathcal{F}_t^n\)-predictable processes satisfying the following conditions:

\[ \mathbb{E}^n \int_0^b (\xi_n^j)^2(t) \, d\mu_n^j(t) < \infty, \quad \int_0^b \xi_n^j(t) \, dB_n^j(t) < \infty \]

\(P^n\)-almost surely for \(b \in \mathbb{R}_+, n \in \mathbb{Z}_+, 1 \leq j \leq d\).

Put

\[ \int_0^t (\xi_n(t), dX_n(t)) := \sum_{j=1}^d \int_0^t \xi_n^j(t) \, dX_n^j(t). \]

**Theorem 5.** Let \(\{X_n(t), \mathcal{F}_t^n, t \in \mathbb{R}_+, n \in \mathbb{Z}_+\}\) be a sequence of semimartingales admitting decomposition (21). Assume that

1) for all \(b > 0\) and for all \(1 \leq j \leq d\),

\((\xi_n(t), M_n(t), B_n(t), \mu_n(t), t \in T_b) \Rightarrow (\xi_0(t), M_0(t), B_0(t), \mu_0(t), t \in T_b); \]

2) for all \(t \in \mathbb{R}_+\),

\[ \sup_{n \geq 0} \mathbb{E}^n \int_0^t (\xi_n^j)^2(s) \, d\mu_n(s) < \infty; \]

3) for all \(b > 0\),

\[ \lim_{c \to \infty} \limsup_{n \to \infty} \mathbb{P}^n \left\{ \sup_{0 \leq t \leq b} |\xi_n^j(t)| \geq c \right\} = 0; \]

4) for all \(b > 0\),

\[ \lim_{k \to \infty} \limsup_{n \to \infty} \mathbb{E}^n \sum_{i=1}^{k+1} \omega_i \xi_n^i \omega_i \omega_i B_n^i = 0; \]

5) for all \(\alpha > 0\) and \(b > 0\),

\[ \lim_{\delta \to 0} \sup_{n \to \infty} \mathbb{P}^n \left\{ \Delta_D \left( |B_n^j| (\cdot), \delta, b \right) > \alpha \right\} = 0; \]

6) for all \(b > 0\),

\[ \lim_{k \to \infty} \limsup_{n \to \infty} \mathbb{E}^n \sum_{i=1}^{k+1} \omega_i \xi_n^i \omega_i \omega_i \mu_n^i = 0; \]

7) \(\lim_{\delta \to 0} \limsup_{n \to \infty} \sup_{t \in \mathcal{F}_t^n} \mathbb{E}^n (\mu_n^j(\sigma + \delta) - \mu_n^j(\sigma)) = 0; \]

8) for all \(\alpha > 0\) and \(b > 0\),

\[ \limsup_{n \to \infty} \mathbb{P}^n \left\{ \sup_{t \in [0,b]} |\Delta B_n^j(t)| > \alpha \right\} = 0. \]
Then the family of stochastic integrals \( \int_0^t (\xi_n(s), dX_n(s)) \) weakly converges:

\[
\int_0^t (\xi_n(s), dX_n(s)) \xrightarrow{D[0,b]} \int_0^t (\xi_0(s), dX_0(s)), \quad n \to \infty.
\]

**Proof.** The proof follows the lines of the proof of Theorem 4.1 (Condition 1) implies that

\[
\sum_{j=1}^d \sum_{i=1}^k \xi_n^j(t_{i-1}k) \Delta_{i,k} M_n^j + \sum_{j=1}^d \sum_{i=1}^k \xi_n^j(t_{i-1}k) \Delta_{i,k} B_n^j
\]

(22)

\[
\Rightarrow \sum_{j=1}^d \sum_{i=1}^k \xi_0^j(t_{i-1}k) \Delta_{i,k} M_0^j + \sum_{j=1}^d \sum_{i=1}^k \xi_0^j(t_{i-1}k) \Delta_{i,k} B_0^j, \quad n \to \infty.
\]

Condition 2) yields, in particular, that

\[
\sum_{j=1}^d \sum_{i=1}^k \xi_0^j(t_{i-1}k) \Delta_{i,k} M_0^j + \sum_{j=1}^d \sum_{i=1}^k \xi_0^j(t_{i-1}k) \Delta_{i,k} B_0^j
\]

(23)

\[
\Rightarrow \int_0^b \sum_{j=1}^d \xi_0^j(s) dM_0^j(s) + \sum_{j=1}^d \int_0^b \xi_0^j(s) dB_0^j(s), \quad k \to \infty,
\]

in probability for all \( n \geq 0. \)

Further, similarly to (13) we derive from 4) and 6) that

\[
\lim_{k \to \infty} \lim_{n \to \infty} \mathbb{P} \left\{ \left| \sum_{j=1}^d \sum_{i=1}^k \xi_n^j(t_{i-1}k) \Delta_{i,k} M_n^j + \sum_{j=1}^d \sum_{i=1}^k \xi_n^j(t_{i-1}k) \Delta_{i,k} B_n^j - \sum_{j=1}^d \int_0^b \xi_n^j(s) dM_n^j(s) - \sum_{j=1}^d \int_0^b \xi_n^j(s) dB_n^j(s) \right| > \alpha \right\}
\]

(24)

\[
\leq \sum_{j=1}^d \left( \lim_{k \to \infty} \lim_{n \to \infty} \mathbb{P} \left\{ \left| \sum_{i=1}^k \xi_n^j(t_{i-1}k) \Delta_{i,k} M_n^j - \int_0^b \xi_n^j(s) dM_n^j(s) \right| > \frac{\alpha}{2d} \right\} + \lim_{k \to \infty} \lim_{n \to \infty} \mathbb{P} \left\{ \left| \sum_{i=1}^k \xi_n^j(t_{i-1}k) \Delta_{i,k} B_n^j - \int_0^b \xi_n^j(s) dB_n^j(s) \right| > \frac{\alpha}{2d} \right\} \right)
\]

\[
= 0 \quad \text{for all } \alpha > 0.
\]

Relations (22)–(24) and Theorem 4.2 of [3] imply the weak convergence of the finite-dimensional distributions:

\[
\int_0^t (\xi_0(s), dX_0(s)) = \int_0^t (\xi_n(s), dB_n(s)) + \int_0^t (\xi_n(s), dM_n(s))
\]

(25)

\[
\Rightarrow \sum_{j=1}^d \int_0^t \xi_0^j(s) dB_0^j(s) + \sum_{j=1}^d \int_0^t \xi_0^j(s) dM_0^j(s)
\]

\[
= \int_0^t (\xi_0(s), dB_0(s)) + \int_0^t (\xi_0(s), dM_0(s)) = \int_0^t (\xi_0(s), dX_0(s)), \quad n \to \infty.
\]
It follows from conditions 5) and 7) that the sequences
\[ \int_0^t \xi_n^j(s) \, dB_n^j(s) \quad \text{and} \quad \int_0^t \xi_n^j(s) \, dM_n^j(s) \]
are dense for all \( 1 \leq j \leq d \).

Similarly to the proof of the preceding theorem, the above reasoning and conditions 7) and 8) imply that the sequences \( \int_0^t \xi_n(s) \, dB_n(s) \) and \( \int_0^t \xi_n(s) \, dX_n(s) \) are \( C \)-dense for all \( 1 \leq j \leq d \) (see Theorem 3.26 in [5]).

Furthermore, the sequence \( \int_0^t \xi_n(s) \, dX_n(s) \) is \( C \)-dense (thus this sequence is dense) in view of Theorem 3.33 of [5]. This completes the proof of the theorem. \( \square \)

5. Conditions for the Stability of Integrands in the Multidimensional Case

In this section, we exhibit the conditions on integrators and integrands for the multidimensional case that guarantee the weak convergence if the integrals converge. In other words, we solve an “inverse” problem for the weak convergence. This problem occurs in financial mathematics when one needs to investigate the limit behavior of a certain class of strategies if the capitals converge. This problem for the one-dimensional case is solved in [6]. In this section, we study the multidimensional case. Some applications of these results will be presented in the second part of the paper.

Let \((\Omega, \mathcal{F}, \mathbb{P})\) be a complete probability space.

Let a process \( X(t) \) be a square integrable semimartingale that admits the following decomposition:
\[ (26) \quad X^j(t) = B^j(t) + M^j(t), \]
where \( M^j \) is a square integrable martingale for all \( 1 \leq j \leq d \) with square characteristics \( \mu^j \), and where \( B^j \) is a predictable process of integrable variation. Assume that the filtration \( \{\mathcal{F}_t, t \in [0, T]\} \) is generated by the process \( X \).

For the integrands we consider \( \mathcal{F}_t \)-predictable processes
\[ \xi(t) = (\xi^1(t), \ldots, \xi^d(t)) \in \mathbb{R}^d \]
such that
\[ \begin{align*}
(27) \quad & \mathbb{E} \int_0^T (\xi^j(s))^2 \, d\mu^j(s) < \infty, \\
& \mathbb{E} \left( \int_0^T \|\xi^j(s)\| \, d|\mathbb{B}^j|(s) \right)^2 < \infty, \quad 1 \leq j \leq d.
\end{align*} \]

We assume that the processes \( X^j \) are linearly independent. This means that if \( \zeta \in \mathbb{R}^d \) is \( \mathcal{F}_t \)-predictable and
\[ \sum_{j=1}^d \int_0^t \xi^j(s) \, dX^j(s) = 0 \]
almost surely for \( t \in [0, T] \), then \( (\xi^1(t), \ldots, \xi^d(t)) = 0 \) almost surely for all \( t \in [0, T] \).

As before, we put \( \int_0^t (\xi(s), dX(s)) := \sum_{j=1}^d \int_0^t \xi^j(s) \, dX^j(s) \).

Lemma 1. Let stochastic processes \((\xi(t), X(t))\) satisfy the above conditions. Assume that
\[ \left( \xi(t), X(t), \int_0^t (\xi(s), dX(s)), t \in [0, T] \right) \overset{d}{=} \left( \zeta(t), Y(t), Z(t), t \in [0, T] \right) \]
for some processes \( \zeta, Y, \) and \( Z \).

Then \( Y \) is a semimartingale and \( Z(t) = \int_0^t (\xi(s), dY(s)) \) for all \( t \in [0, T] \).
Proof. Note that if $S$ is an $\mathcal{F}_t$-predictable process such that, for all sequences $\{H_n, n \geq 1\}$ of simple $\mathcal{F}_t$-predictable processes converging to $H$ in probability, the sequences $\int_0^T H_n(t) \, dS(t)$ converge to $\int_0^T H(t) \, dS(t)$ (see [2]), then $S$ is a semimartingale with respect to $\{\mathcal{F}_t, t \in [0,T]\}$. Thus the semimartingale property with respect to the natural filtration depends only on the distribution of the process. Thus $Y$ is a semimartingale.

Further, if the processes $\xi$ and $X$ satisfy the above conditions, then the integral

$$
\int_0^t (\xi(s), dX(s))
$$

as the limit in probability of the integral sums

$$
S(\pi, \xi, X) = \sum_{k=1}^n (\xi(t_{k-1}), X(t_k) - X(t_{k-1}))
$$

as the diameter of the partition $\pi = \{0 = t_0 < t_1 < \cdots < t_n = t\}$ decreases.

The joint distribution of these sums and of $\int_0^t \xi(s) \, dX(s)$ is the same as that of the sums $S(\pi, \zeta, Y)$ and $Z(t)$. Thus $S(\pi, \zeta, Y) \overset{D}{\to} Z(t)$, $|\pi| \to 0$, whence

$$
Z(t) = \int_0^t (\zeta(s), dY(s)).
$$

□

Let $\{\xi_n(t), n \in \mathbb{Z}_+\} = \{((\xi_{n}^1(t), \ldots, \xi_{n}^d(t)), n \in \mathbb{Z}_+)\}$ be a sequence of predictable $d$-dimensional processes satisfying condition (27).

**Theorem 6.** Let $X$ and $\xi_n$ satisfy the above conditions. Assume also that

1) for all $0 \leq t \leq T$,

$$
\int_0^t (\xi_n(s), dX(s)) \overset{D}{\to} \int_0^t (\xi_0(s), dX(s)) \quad \text{as} \quad n \to \infty;
$$

2) the sequence of measures corresponding to the processes $\{\xi_n(\cdot), n \in \mathbb{Z}_+\}$ is weakly precompact in the space $D[0,T]$.

Then $\xi_n(\cdot) \to \xi_0(\cdot)$, $n \to \infty$, in $D[0,T]$.

**Proof.** We prove that every sequence $\{\xi_n, n \geq 0\}$ contains a subsequence that weakly converges to $\xi_0$. Let $\{\xi_{k,n}, k \geq 0\}$ be a subsequence of $\{\xi_n, n \geq 0\}$. The weak precompactness implies that a certain subsequence of $\{\xi_{k,n}, k \geq 0\}$ is weakly convergent.

For simplicity, we assume that the sequence $\{\xi_n, n \geq 0\}$ itself is weakly convergent in $D[0,T]$.

Moreover, we assume that the sequence of vectors $(\xi_0(\cdot), \int_0^t (\xi_0(s), dX(s)), \xi_n(\cdot), X(\cdot))$ weakly converges (recall that the whole sequence is precompact, since $\{\xi_n, n \geq 0\}$ is weakly precompact). Denote its limit by

$$
(\xi_0(\cdot), Z(\cdot), \zeta(\cdot), Y(\cdot)).
$$

We obtain from Lemma 4 that $Z(t) = \int_0^t (\zeta_0(s), dY(s))$.

Now we show that $\xi_0 \overset{d}{=} \zeta$.

According to [7] Theorem 2.2 we obtain the weak convergence in $D[0,T]$:

$$
\left( \xi_0(\cdot), \int_0^t (\xi_0(s), dX(s)), \xi_n(\cdot), X(\cdot), \int_0^t \xi_n(s) \, dX(s) \right) \Rightarrow \left( \xi_0(\cdot), \int_0^t (\zeta_0(s), dY(s)), \zeta(\cdot), Y(\cdot), \int_0^t (\zeta(s), dY(s)) \right).
$$

In fact, Theorem 2.2 of [7] states only that the three last components, namely the integrands, integrators, and integrals are jointly convergent. Nevertheless, we obtain the convergence of extended vectors, since if the additional components are attached to the integrands, while the integrator is appended with zeros, then the stochastic integral has the same value.
The convergence in probability means that, for all $\varepsilon > 0$,
\[ P\left(\left|\int_0^t \xi_n(s)\,dX(s) - \int_0^t \xi_0(s)\,dX(s)\right| > \varepsilon\right) \to 0, \quad n \to \infty. \]
On the other hand, the weak convergence (28) implies that
\[ P\left(\left|\int_0^t \zeta(s)\,dY(s) - \int_0^t \zeta_0(s)\,dY(s)\right| > \varepsilon\right) = 0. \]
Therefore
\[ \int_0^t \zeta(s)\,dY(s) = \int_0^t \zeta_0(s)\,dY(s) \]
for all $t$.

The condition that the processes $X_j$ are “linearly independent” is expressed in terms of $\mathcal{F}_t$-predictable processes. On the other hand, the filtration $\{\mathcal{F}_t, t \in [0, T]\}$ is generated by the process $X$; thus, this condition remains true if we use another process $Y$ with the same distribution. In particular, the latter equality implies that $\zeta(t) = \zeta_0(t)$ almost surely for all $t \in [0, T]$. Hence $\xi_0 \overset{d}= \zeta$ and the weak convergence $\xi_n \to \zeta$, $n \to \infty$, completes the proof of the theorem. \qed

Remark 4. Theorem 6 may not hold if one assumes the weak convergence instead of the convergence in probability stated in condition 1). Indeed, if $d = 1$, $X = B$ is a Brownian motion, and $\xi_n \equiv -1$, $\xi_0 \equiv 1$, then
\[ \left\{ \int_0^t \xi_n(t)\,dX(t), t \in [0, T] \right\} \overset{d}{=} \left\{ \int_0^t \xi_0(t)\,dX(t), t \in [0, T] \right\}, \]
while $\xi_n$ does not converge to $\zeta$ in any sense.

6. CONCLUDING REMARKS

Sufficient conditions for the weak convergence of stochastic integrals with respect to processes of bounded variation as well as with respect to martingales or semimartingales are studied in the paper. In particular, we proved the convergence of the corresponding probability measures in the Skorokhod space $D[0, b]$, $b > 0$, and for the multidimensional case.

The conditions on the integrators are imposed on components of an arbitrary fixed decomposition (not necessarily canonical decomposition), on the square integrable martingale, and on the process of bounded variation. An example of possible applications of the theorem on the convergence of stochastic integrals with respect to processes of bounded variation is presented in the case of risk processes. We also solved the “inverse” problem for the weak convergence that occurs in financial mathematics. This problem concerns the behavior of a certain class of strategies if the capitals converge. This application will be discussed in the second part of the paper in more detail.
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