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Abstract. Homogeneous isotropic random fields with singularities in spectra at nonzero frequencies are studied. This class of fields generalizes the case of random fields with long range dependence where the spectrum has a singularity at the origin. We obtain a limit theorem for integral weight functionals of the field. We also discuss the difference between this class and the long range dependence.

1. Introduction

Let \( \xi(x), x \in \mathbb{R}^n \), be a real, measurable mean square continuous, wide sense homogeneous, and isotropic random field (see [1, 2]) with the zero mean and covariance function
\[
B_n(r) = B_n(|x|) = \mathbb{E} \xi(0)\xi(x), \quad x \in \mathbb{R}^n,
\]
where \( r = |x| = (\sum_{i=1}^n x_i^2)^{1/2} \).

It is known (see, for example, [1, 2]) that there exists a bounded nondecreasing function \( \Phi(\lambda), \lambda \geq 0 \) (called the spectral function of the field \( \xi(x) \)) such that
\[
B_n(r) = 2^{n-2} \pi^{n/2} \Gamma(n/2) \int_0^\infty \frac{J_{n-2}(r\lambda)}{(r\lambda)^{n/2}} \, d\Phi(\lambda),
\]
where \( J_\nu(z) \) is the Bessel function of the first kind and of order \( \nu > -\frac{1}{2} \).

A function \( \varphi(\lambda), \lambda \in \mathbb{R}^n \), such that
\[
\varphi(\lambda) \in L_1(\mathbb{R}^n), \quad \varphi(\lambda) \geq 0,
\]
\[
B_n(|x|) = \int_{\mathbb{R}^n} e^{i\langle\lambda, x\rangle} \varphi(\lambda) \, d\lambda, \quad x \in \mathbb{R}^n,
\]
is called the spectral density of the random field. The spectral density of a homogeneous and isotropic random field depends on \( |\lambda| \) only. In what follows we use the same notation \( \varphi(\cdot) \) for both cases \( \varphi(\lambda) \) and \( \varphi(|\lambda|) \). It will be clear from the context whether \( \varphi(\cdot) \) is a function of several parameters or of a single argument.

For a function of a single argument, we have
\[
\lambda^{n-1} \varphi(\lambda) \in L_1([0, +\infty)),
\]
\[
\Phi(\lambda) = 2\pi^{n/2} \Gamma(n/2) \int_0^\lambda z^{n-1} \varphi(z) \, dz, \quad \lambda \geq 0.
\]
Various properties of random fields with long range dependence (in other words, fields with the long memory) are studied in \[1, 3, 4, 5\]. The spectra of such random fields have a singularity at the point \( \lambda = 0 \). For example, the spectral density admits the following representation:

\[
\varphi(\lambda) = \frac{h_0(|\lambda|)}{|\lambda|^{n-a}},
\]

where \( h_0(\cdot) \) is a function defined on \( \mathbb{R}^+ := [0, +\infty) \), continuous in a neighborhood of the origin, and such that \( h_0(0) \neq 0 \) and \( h_0(\cdot) \) is bounded in \( \mathbb{R}^+ \).

Several limit theorems are known for integral functionals over multidimensional spheres or balls for such random fields.

Homogeneous and isotropic random fields are considered in the paper \[6\] for the case where the spectrum has a singularity at an arbitrary point \( a \). The asymptotic behavior of the difference \( \Phi(a + \lambda) - \Phi(a - \lambda) \) is studied in \[6\] as \( \lambda \to +0 \). Consider the function \( \Phi^a(\lambda), \lambda \geq 0 \), defined by

\[
\Phi^a(\lambda) := \begin{cases} 
\Phi(a + \lambda) - \Phi(a - \lambda), & 0 \leq \lambda < a, \\
\Phi(a + \lambda), & \lambda \geq a.
\end{cases}
\]

Then \( \Phi^a(\cdot) \) is a spectral function and the asymptotic behavior of \( \Phi(\lambda) \) at the point \( a \) is reduced to the asymptotic behavior of \( \Phi^a(\lambda) \) at zero. Thus one can apply the results of \[3, 4\] where a duality between the asymptotic behavior of a spectral function at zero and that of the variance of integrals of the random field over a sphere or a ball whose radius increases to infinity is proved.

Introducing the notation

\[
\tilde{b}^a(r) := (2\pi)^n \int_0^{\infty} \frac{J_{n/2}(r\lambda)}{(r\lambda)^n} d\Phi^a(\lambda),
\]

it is proved in \[6\] that there exists a real radial function \( f_{n,r,a}(\cdot) \) such that

\[
\tilde{b}^a(r) = \text{Var} \left[ \int_{\mathbb{R}^n} f_{n,r,a}(|x|) \xi(x) \, dx \right] = (2\pi)^n \int_0^{\infty} \frac{J_{n/2}(r(\lambda - a))}{(r(\lambda - a))^n} d\Phi(\lambda).
\]

A particular case of a field with long range dependence is given by the case where \( a = 0, \Phi^0(\lambda) = \Phi(\lambda) \), and

\[
f_{n,r,0}(|x|) = \begin{cases} 
\frac{r^{-n}}{\pi}, & |x| < r, \\
0, & |x| \geq r;
\end{cases}
\]

see \[6\]. In this case,

\[
\int_{\mathbb{R}^n} f_{n,r,0}(|x|) \xi(x) \, dx = \frac{1}{r^n} \int_{v_n(r)} \xi(x) \, dx,
\]

where \( v_n(r) = \{ x \in \mathbb{R}^n : |x| \leq r \} \) is the ball of radius \( r \) in \( \mathbb{R}^n \).

It was also proved in \[6\] that the weight function \( f_{n,r,a}(|x|) \) admits the following representation:

\[
f_{n,r,a}(|x|) = \frac{1}{|x|^{n/2 - 1}} \int_0^{\infty} \frac{\lambda^{n/2} J_{n/2}(r(\lambda - a))}{(r(\lambda - a))^{n/2}} J_{n/2-1}(|x|\lambda) \, d\lambda, \quad |x| \neq r.
\]

We are interested in studying the asymptotic behavior as \( r \to +\infty \) of the following integral functional:

\[
\int_{\mathbb{R}^n} f_{n,r^{1/n},a}(|x|) \xi(x) \, dx.
\]
We consider the random fields whose spectra $\Phi(\lambda)$ have singularities at a point $\lambda = a \neq 0$, that is, on the sphere

$$S_n(a) = \{ x \in \mathbb{R}^n : |x| = a \}.$$ 

In contrast to the case of random fields with long range dependence, the correlation functions of the fields satisfying the above property oscillate with decreasing amplitudes. This is demonstrated by the following example.

**Example.** Let $n = 3$ and $\alpha = \frac{1}{2}$. Consider a random field with long range dependence whose spectral density is given by

$$\varphi(\lambda) = \begin{cases} 
\frac{1}{\lambda^{3-\alpha}}, & 0 \leq \lambda \leq 1, \\
0, & \lambda > 1.
\end{cases}$$

According to (1), (2), and

$$J_{1/2}(z) = \sqrt{\frac{2}{\pi}} \frac{\sin(z)}{z},$$

we have

$$B_3(r) = \frac{(2\pi)^{3/2}}{\sqrt{r}} \int_0^1 \frac{J_{1/2}(r\lambda)}{\lambda} d\lambda = \frac{4\pi}{r} \int_0^1 \sin(r\lambda) \lambda^{3/2} d\lambda$$

(see [7]). The function $B_3(r)$ depicted in Figure 1a is decreasing and does not oscillate.

Suppose another random field has a singularity at the point $\lambda = \frac{1}{2}$ and its spectral density is given by

$$\varphi(\lambda) = \begin{cases} 
\frac{1}{\sqrt{\lambda - \frac{1}{2}}}, & 0 \leq \lambda \leq 1, \\
0, & \lambda > 1.
\end{cases}$$

Then the correlation function of this random field is such that

$$\tilde{B}_3(r) = \frac{(2\pi)^{3/2}}{\sqrt{r}} \int_0^1 \frac{J_{1/2}(r\lambda)(\lambda - \frac{1}{2})^{3/2}}{\sqrt{|\lambda - \frac{1}{2}|}} d\lambda = \frac{4\pi}{r} \int_0^1 \frac{\lambda \sin(r\lambda)}{\sqrt{|\lambda - \frac{1}{2}|}} d\lambda.$$ 

The function $\tilde{B}_3(r)$ depicted in Figure 1b has an oscillating behavior and its amplitude is decreasing.
2. Main result

We need an analog of representation (3) for the spectral density corresponding to the spectrum \( \Phi(\lambda) \) with a singularity at a point \( a \).

**Condition A.** \( \xi : \Omega \times \mathbb{R}^n \to \mathbb{R} \) is a mean square continuous homogeneous isotropic Gaussian random field whose spectral density is

\[
\varphi(\lambda) = \frac{h(|\lambda| - a)}{|\lambda| - a}^{1-\alpha},
\]

where \( \varphi(\lambda) \in L_1(\mathbb{R}^n) \), \( \alpha > 0 \), and \( h(\cdot) \) is a function defined in the interval \([-a, +\infty)\), continuous in a neighborhood of 0 and such that \( h(0) \neq 0 \) and \( h(\cdot) \) is bounded in \([-a, +\infty)\).

Similarly to the case of the function \( \varphi(\cdot) \), we use the same notation \( h(\cdot) \) for both cases \( h(\lambda) \) and \( h(|\lambda|) \).

**Remark 1.** In what follows, we consider the case where the function \( h(\cdot) \) is continuous in a neighborhood of 0 and where the index \( \alpha \) in representation (4) is the same for both cases \( |\lambda| > a \) and \( |\lambda| < a \). Nevertheless all the results can be generalized to the case where the function \( h(\cdot) \) has distinct left and right limits at zero as well as to the case where the number \( \alpha \) is different for \( |\lambda| > a \) and \( |\lambda| < a \).

**Remark 2.** Comparing with the case of stochastic processes (case of \( n = 1 \)), the singularities of spectra for random fields are essentially different. The spectra of the stochastic processes may only have a singularity at a unique point. In the case of random fields, the singularity is present at a unique point only if \( a = 0 \). Otherwise (that is, if \( a \neq 0 \)) the spectral density has singularities at all points of the \( n \)-dimensional ball \( S_n(a) \).

**Remark 3.** In contrast to the case of random fields with long range dependence, the index in the representation (4) of the spectral density is equal to \( 1 - \alpha \), as compared to the index \( n - \alpha \) in (3). This is explained by that the spectral density in representation (4) is integrable if the following integral (having a singularity at zero)

\[
\int_0^{+\infty} \lambda^{n-1} \varphi(\lambda) d\lambda = \int_0^{+\infty} \frac{h_0(\lambda)}{\lambda^{1-\alpha}} d\lambda
\]

is finite. The latter integral appears after the spherical change of variables.

The spectral density in (4) is integrable for \( a > 0 \) if the following integral (having a singularity at the point \( a \))

\[
\int_0^{+\infty} \lambda^{n-1} \varphi(\lambda) d\lambda = \int_0^{+\infty} \frac{h(|\lambda| - a)}{|\lambda| - a}^{1-\alpha} d\lambda
\]

is finite.

In both cases, the integral of the spectral density is finite only if \( \alpha > 0 \). The difference between the indices is explained by that the spectral density for the case of long range dependence (i.e., for the case of \( a = 0 \)) has a singularity at a unique point \( \lambda = 0 \), while the spectral density has singularities at all points of the \( n \)-dimensional ball \( S_n(a) \) if \( a > 0 \).

**Theorem 1.** Assume that condition A holds and that \( 0 < \alpha < 1 \). Then the finite-dimensional distributions of the process

\[
X_r(t) = \frac{\sqrt{t^{n/2}}}{(2\pi)^{n/2} \sqrt{2h(0)_{d(n-1)/2}}} \int_{\mathbb{R}^n} f_{n,r^{n/2}a/|\cdot|^{1-\alpha}}(|x|) \xi(x) dx
\]
weakly converge as \( r \to \infty \) to the finite-dimensional distributions of the process
\[
X(t) = \int_{\mathbb{R}^n} \frac{J_{n/2}(|u|^{1/n})}{|u|^{n-\alpha/2}} dZ(u),
\]
where \( Z(\cdot) \) is the white noise in \((\mathbb{R}^n, \mathcal{B}^n)\).

3. Proof of the theorem

We use the spectral decomposition of the random field
\[
(5) \quad \xi(x) = \int_{\mathbb{R}^n} e^{i\langle \lambda, x \rangle} \sqrt{\varphi(|\lambda|)} \, dW(\lambda)
\]
(see [1]), where \( W(\cdot) \) is the Wiener measure in \((\mathbb{R}^n, \mathcal{B}^n)\).

Consider the following integral of the random field:
\[
(6) \quad \int_{\mathbb{R}^n} f_{n,r,a}(|x|) \xi(x) \, dx.
\]

Substituting the spectral decomposition (5) for \( \xi(x) \) in the integral (6), we get
\[
(7) \quad \int_{\mathbb{R}^n} f_{n,r,a}(x) \int_{\mathbb{R}^n} e^{i\langle \lambda, x \rangle} \sqrt{\varphi(|\lambda|)} \, dW(\lambda) \, dx \overset{d}{=} \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} f_{n,r,a}(x) e^{i\langle \lambda, x \rangle} \, dx \sqrt{\varphi(|\lambda|)} \, dW(\lambda).
\]

To justify the transformation in (7), we note that
\[
\int_{\mathbb{R}^n} e^{i\langle \lambda, x \rangle} \sqrt{\varphi(|\lambda|)} \, dW(\lambda)
\]
is the Fourier transform of the stochastic measure \( \mu(d\lambda) = \sqrt{\varphi(|\lambda|)} \, dW(\lambda) \), while
\[
\int_{\mathbb{R}^n} f_{n,r,a}(x) e^{i\langle \lambda, x \rangle} \, dx
\]
is the usual Fourier transform of the function \( f_{n,r,a}(\cdot) \). Thus equality (7) takes the form
\[
\int_{\mathbb{R}^n} f_{n,r,a}(x) \, d\hat{\mu}(x) \overset{d}{=} \int_{\mathbb{R}^n} \hat{f}_{n,r,a}(\lambda) \, d\mu(\lambda),
\]
which is a stochastic analogue of the Parseval equality. Since \( f_{n,r,a}(\cdot) \in L_2(\mathbb{R}^n) \) (see [3]) and \( \sqrt{\varphi(|\cdot|)} \in L_2(\mathbb{R}^n) \), equality (7) follows; see [8].

The function \( f_{n,r,a}(|x|) \) is defined in [6] as a solution of the equation
\[
(8) \quad \int_{\mathbb{R}^n} f_{n,r,a}(|x|) e^{i\langle \lambda, x \rangle} \, dx = (2\pi)^{n/2} \frac{J_{n/2}(r(|\lambda| - a))}{r(|\lambda| - a)^{n/2}}.
\]

Substituting (8) in (7), we obtain
\[
(9) \quad \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} f_{n,r,a}(x) e^{i\langle \lambda, x \rangle} \, dx \sqrt{\varphi(|\lambda|)} \, dW(\lambda)
\]
\[
\overset{d}{=} (2\pi)^{n/2} \int_{\mathbb{R}^n} \frac{J_{n/2}(r(|\lambda| - a))}{r(|\lambda| - a)^{n/2}} \sqrt{\varphi(|\lambda|)} \, dW(\lambda).
\]

The ratio \( J_n(x)/x^{n} \) is an even function. If the spectrum is absolutely continuous, the finite-dimensional distributions of the stochastic integral do not change under the change of the integrand on a set of zero Lebesgue measure.
Thus the integral in (9) is the sum of two integrals,
\[
(2\pi)^{n/2} \int_{\mathbb{R}^n} \frac{J_{n/2}(r(|\lambda| - a))}{(r(|\lambda| - a))^{n/2}} \sqrt{\varphi(|\lambda|)} W(d\lambda)
\]
\[
\overset{d}{=} (2\pi)^{n/2} \int_{|\lambda| > a} \frac{J_{n/2}(r(|\lambda| - a))}{(r(|\lambda| - a))^{n/2}} \sqrt{\varphi(|\lambda|)} dW(\lambda)
\]
\[
+ (2\pi)^{n/2} \int_{|\lambda| < a} \frac{J_{n/2}(r(a - |\lambda|))}{(r(a - |\lambda|))^{n/2}} \sqrt{\varphi(|\lambda|)} dW(\lambda)
\]
\[
=: I_1(r) + I_2(r).
\]

In the integral $I_1(r)$, we change the variables
\[
\begin{cases}
  u = \lambda(1 - \frac{a}{|\lambda|}), & |u| = |\lambda| - a, \\
  \lambda = u(1 + \frac{a}{|u|}), & |\lambda| = |u| + a.
\end{cases}
\]

Note that this transformation is bijective and maps the set
\[
\mathbb{R}^n \setminus v_n(a) = \{ \lambda \in \mathbb{R}^n : |\lambda| > a \}
\]
into the set
\[
\mathbb{R}^n_\delta := \mathbb{R}^n \setminus \{(0, \ldots, 0)\}.
\]

Since
\[
\lambda_i = u_i + a \frac{u_i}{|u|} = u_i + a \frac{u_i}{\sqrt{\sum_{i=1}^{n} u_i^2}}
\]
in (10), we have
\[
\frac{\partial \lambda_i}{\partial u_i} = 1 + a \frac{|u_i|^2 - u_i^2}{|u|^3},
\]
\[
\frac{\partial \lambda_i}{\partial u_j} = -a \frac{u_i u_j}{|u|^3}, \quad i \neq j.
\]

Hence the Jacobian matrix of transformation (10) is given by
\[
J_n(u) = \left(\frac{\partial \lambda_i}{\partial u_j}\right)_{i,j=1}^n
\]
\[
= \frac{1}{|u|^3} \begin{pmatrix}
|u|^3 + a (|u|^2 - u_1^2) & -au_1 u_2 & \cdots & -au_1 u_n \\
- au_2 u_1 & |u|^3 + a (|u|^2 - u_2^2) & \cdots & \cdots \\
\vdots & \vdots & \ddots & \vdots \\
- au_n u_1 & \cdots & \cdots & |u|^3 + a (|u|^2 - u_n^2)
\end{pmatrix}.
\]

**Lemma 1.** The Jacobian matrix of transformation (10) is equal to
\[
\det(J_n(u)) = \left(1 + \frac{a}{|u|}\right)^{n-1}, \quad |u| \neq 0.
\]

**Proof.** Note that transformation (10) is radial. Thus for all pairs of vectors $\lambda^1$ and $\lambda^2$ whose lengths are the same, i.e., $|\lambda^1| = |\lambda^2|$, the scaled images are the same in a neighborhood of these vectors. This means that the Jacobian determinant is the same for all vectors of the same length. This allows us to evaluate it along a single direction chosen appropriately. The calculations simplify if we consider the direction $(u_1, 0, \ldots, 0)$. We have
\[
J_n(u) = \frac{1}{|u|^3} \begin{pmatrix}
|u|^3 & 0 & \cdots & 0 \\
0 & |u|^3 + a|u|^2 & \cdots & 0 \\
0 & \cdots & \cdots & 0 \\
0 & 0 & 0 & |u|^3 + a|u|^2
\end{pmatrix}.
\]
Thus
\[ \det(J_n(u)) = \frac{1}{|u|^{3n}} |u|^3 (|u|^3 + a|u|^2)^{n-1} = \left( 1 + \frac{a}{|u|} \right)^{n-1}. \]

We apply the formula for the change of variables in the stochastic integral, [9 Proposition 4.2], [10 Theorem 4.4], and Lemma 1. Note that [9 Proposition 4.2] and [10, Theorem 4.4] are simpler for our case, since we deal with a single function:

\[ I_1(r) = (2\pi)^{n/2} \int_{|\lambda|>\alpha} \frac{J_{n/2}(|\lambda| - \alpha)}{r(|\lambda| - \alpha)^{n/2}} \sqrt{h(|\lambda| - \alpha)} dW(\lambda) \]
\[ \overset{d}{=} (2\pi)^{n/2} \int_{\mathbb{R}^n} \frac{J_{n/2}(r|u|)}{(r|u|)^{n/2}} \sqrt{h(|u|)} |u|^{-\alpha} dW(u) \]
\[ \overset{d}{=} (2\pi)^{n/2} \int_{\mathbb{R}^n} \frac{J_{n/2}(r|u|)}{(r|u|)^{n/2}} \sqrt{h(|u|)} |u|^{-\alpha} \det(J_n(u)) dW(u) \]
\[ \overset{d}{=} (2\pi)^{n/2} \int_{\mathbb{R}^n} \frac{J_{n/2}(r|u|)}{(r|u|)^{n/2}} \sqrt{h(|u|)} |u|^{-\alpha} \left( 1 + \frac{a}{|u|} \right)^{n-1} d\widetilde{W}(u), \]

where \( \widetilde{W}(\cdot) \) is the Wiener measure in \((\mathbb{R}^n, \mathcal{B}^n)\).

Now we change the variables \( ru_i = \tilde{u}_i, i = 1, \ldots, n, \) in the latter integral and use the property that a Gaussian white noise is semistable of order \( n/2 \):

\[ dW(cr) = c^{n/2} dW(x). \]

Then the integral \( I_1(\cdot) \) depends on the argument \( rt^{1/n} \), \( t \in [0, 1] \), namely

\[ I_1(rt^{1/n}) \]
\[ \overset{d}{=} (2\pi)^{n/2} \int_{\mathbb{R}^n} \frac{J_{n/2}(|\tilde{u}|t^{1/n})}{(|\tilde{u}| t^{1/n})^{n/2}} \sqrt{h(|\tilde{u}|/r)} |\tilde{u}|^{-\alpha} \left( 1 + \frac{a}{|\tilde{u}|} \right)^{n-1} d\widetilde{W}(\tilde{u}). \]

Further asymptotic behavior of the integral \( I_1(rt^{1/n}) \) is studied similarly to the proof of Theorem 2.10.1 in [1].

Let

\[ Y(t) := \int_{\mathbb{R}^n} \frac{J_{n/2}(|\tilde{u}|t^{1/n})}{(|\tilde{u}| t^{1/n})^{n/2}} d\widetilde{W}(\tilde{u}), \quad t \in [0, 1]. \]

Relations (12) and (13) imply that

\[ R_r(t) := E \left( \frac{\sqrt{t} r^{n/2}}{(2\pi)^{n/2} \sqrt{h(0) a(n-1)/2}} I_1(rt^{1/n}) - Y(t) \right)^2 \]
\[ = \int_{\mathbb{R}^n} \frac{J_{n/2}^2(|\tilde{u}|t^{1/n})}{(|\tilde{u}| t^{1/n})^{2n-\alpha}} Q_r(|\tilde{u}|) d\tilde{u}, \]

where

\[ Q_r(|\tilde{u}|) := \left( \frac{\sqrt{h(|\tilde{u}|/r)}}{h(0)} \left( 1 + \frac{|\tilde{u}|}{ar} \right)^{n-1} - 1 \right)^2. \]

Let \( \psi(r) \to \infty \) and \( \psi(r)/r \to 0 \) as \( r \to \infty \). We represent the integral in (14) as the sum of two integrals, \( R_r(t) = R_{r,1}(t) + R_{r,2}(t) \). The domains of integration are \( B_1 := \{ \tilde{u} \in \mathbb{R}^n : |\tilde{u}| \leq \psi(r) \} \) for \( R_{r,1}(t) \) and \( B_2 := \{ \tilde{u} \in \mathbb{R}^n : |\tilde{u}| > \psi(r) \} \) for \( R_{r,2}(t) \).
According to condition A, for every \( \varepsilon > 0 \) there exists \( r_0 \) such that \( Q_r(|\tilde{u}|) < \varepsilon \) for \( r > r_0 \) and \( \tilde{u} \in B_1 \). Since

\[
\frac{J_{n/2}^2(s)}{s^n} \sim \frac{1}{2^n \Gamma^2 \left( \frac{n}{2} + 1 \right)} \quad \text{as } s \to 0,
\]

\[
\frac{J_{n/2}^2(s)}{s^n} = O \left( \frac{1}{s^{n+1}} \right) \quad \text{as } s \to +\infty
\]

(see [7]), the integral

\[
\int_{\mathbb{R}^n} \frac{J_{n/2}^2(|\tilde{u}|^{1/n})}{|\tilde{u}|^{2n-\alpha}} \, d\tilde{u} = \left| u = t^{1/n} \tilde{u} \right| = \int_{\mathbb{R}^n} \frac{J_{n/2}^2(|u|)}{|u|^{2n-\alpha}} t^{1-\alpha/n} \, du
\]

\[
= 2 \pi^{n/2} t^{1-\alpha/n} \Gamma(n/2) \int_0^{\infty} \frac{J_{n/2}^2(s)}{s^{n+1}} \, ds
\]

is uniformly bounded in \( t \).

Thus we can make \( R_{r,1}(t) \) as small as we want by decreasing \( \varepsilon \).

The Bessel functions are bounded, that is, \( |J_{n/2}(u)| \leq 1 \) (see [7]), thus there exists \( r^0 \) such that the second integral can be estimated as follows:

\[
R_{r,2}(t) \leq \sup_{u \in [-a,+\infty)} h(u) \int_{B_2} \frac{J_{n/2}^2(|\tilde{u}|^{1/n})}{|\tilde{u}|^{2n-\alpha}} (1 + |\tilde{u}|)^{n-1} \, d\tilde{u}
\]

\[
= O \left( \int_{B_2} \frac{d\tilde{u}}{|\tilde{u}|^{1-\alpha+n}} \right) = O \left( \int_{\psi(r)}^{+\infty} \frac{ds}{s^{2-\alpha}} \right)
\]

for \( r > r^0 \). The latter expression approaches zero as \( r \to +\infty \). Hence \( \lim_{r \to \infty} R_r(t) = 0 \) and

\[
\lim_{r \to +\infty} \sum_{j=1}^{p} a_j \left( \frac{\sqrt{t_j r^{\alpha/2}}}{(2\pi)^{n/2} \sqrt{h(0)a(n-1)/2}} I_1 \left( r^{1/n} t_j^{1/2} \right) - Y(t_j) \right)^2 = 0
\]

for all \( a_j \in \mathbb{R} \) and \( t_j \in [0,1] \), \( j = 1, \ldots, p \). This implies the convergence as \( r \to +\infty \) of the finite-dimensional distributions of the integral

\[
\frac{\sqrt{r^{\alpha/2}}}{(2\pi)^{n/2} \sqrt{h(0)a(n-1)/2}} I_1 \left( r^{1/n} t^{1/2} \right)
\]

to those of the process \( Y(t), t \in [0,1] \).

The integral \( I_2(r) \) is considered similarly. Since the function \( J_{n/2}(x)/x^{n/2} \) is even, the integral admits the following representation:

\[
I_2(r) = (2\pi)^{n/2} \int_{|\lambda| < a} \frac{J_{n/2}(r(|\lambda|-a))}{(r(|\lambda|-a))^{n/2}} \sqrt{\varphi(|\lambda|)} \, dW(\lambda).
\]

Now we change the variables

\[
\left\{ \begin{array}{l}
u = \lambda \left( \frac{a}{|\lambda|} - 1 \right), \quad |u| = a - |\lambda|, \\
\lambda = u \left( \frac{a}{|u|} - 1 \right), \quad |\lambda| = a - |u|.
\end{array} \right.
\]

This transformation is a bijection of the ball with center removed, \( \{ \lambda \in \mathbb{R}^n : 0 < |\lambda| < a \} \), to itself.
Similarly to the proof of Lemma 1, it is sufficient to consider the Jacobian matrix only for the direction (16)

\begin{align*}
\lambda_i &= a \frac{u_i}{\sqrt{\sum_{j=1}^{n} u_j^2}} - u_i, \\
\frac{\partial \lambda_i}{\partial u_i} &= a \frac{|u|^2 - u_i^2}{|u|^3} - 1, \\
\frac{\partial \lambda_i}{\partial u_j} &= -a \frac{u_i u_j}{|u|^3}, \quad i \neq j.
\end{align*}

Thus the Jacobian matrix of transformation (15) is equal to

\[
\tilde{J}_n(u) = \left( \frac{\partial \lambda_i}{\partial u_j} \right)_{i,j=1}^{n} = \frac{1}{|u|^3} \begin{pmatrix}
-a (|u|^2 - u_1^2) & -a u_1 u_2 & \cdots & -a u_1 u_n \\
-a u_1 u_1 & -a (|u|^2 - u_2^2) & \cdots & \cdots \\
\cdots & \cdots & \cdots & \cdots \\
-a u_n u_1 & \cdots & \cdots & -a (|u|^2 - u_n^2) - |u|^3
\end{pmatrix}.
\]

**Lemma 2.** The Jacobian determinant of transformation (15) is equal to

\[
\det(\tilde{J}_n(u)) = -\left( \frac{a}{|u|} - 1 \right)^{n-1}, \quad |u| \neq 0.
\]

**Proof.** Similarly to the proof of Lemma 1, it is sufficient to consider the Jacobian matrix only for the direction \((u_1, 0, \ldots, 0)\):

\[
\tilde{J}_n(u) = \frac{1}{|u|^3} \begin{pmatrix}
-|u|^3 & 0 & \cdots & 0 \\
0 & a |u|^2 - |u|^3 & \cdots & 0 \\
0 & \cdots & 0 & a |u|^2 - |u|^3
\end{pmatrix}.
\]

Thus

\[
\det(\tilde{J}_n(u)) = -\frac{|u|^3}{|u|^n} (a |u|^2 - |u|^3)^{n-1} = -\left( \frac{a}{|u|} - 1 \right)^{n-1}.
\]

Applying the formula for the change of variables in the stochastic integral together with Lemma 2, we get

\[
I_2(r) \overset{d}{=} (2\pi)^{n/2} \int_{|u| < a} \frac{J_{n/2}(r|u|)}{(r|u|)^{n/2}} \sqrt{h(-|u|)} \left( \frac{a}{|u|} - 1 \right)^{n-1} d\overline{W}(u),
\]

where \(\overline{W}(\cdot)\) is Wiener measure in \((\mathbb{R}^n, \mathcal{B}^n)\), which is independent of \(\tilde{W}(\cdot)\).

Making the change of variables \(ru_i = \tilde{u}_i, \ i = 1, \ldots, n\), in the latter integral and using the semistability of the Gaussian white noise (11), we prove that

\[
I_2(rt^{1/n})
\]

\[
\overset{d}{=} (2\pi)^{n/2} \sqrt{r} \int_{|\tilde{u}| < r a} \frac{J_{n/2}|\tilde{u}|t^{1/n}}{|\tilde{u}|^{n/2}} \sqrt{h \left( \frac{|\tilde{u}|}{r} \right)} \left( \frac{ar}{|\tilde{u}|} - 1 \right)^{n-1} d\overline{W}(\tilde{u}).
\]

Now let

\[
V(t) := \int_{\mathbb{R}^n} \frac{J_{n/2}|\tilde{u}|t^{1/n}}{|\tilde{u}|^{n-\alpha/2}} d\overline{W}(\tilde{u}), \quad t \in [0, 1].
\]
Relations (16) and (17) imply that

\[ R^1_r(t) := \mathbb{E} \left( \frac{\sqrt{t} r^{n/2}}{(2\pi)^{n/2} \sqrt{h(0)} a(n-1)/2} I_2(rt^{1/n}) - V(t) \right)^2 \]

(18)

\[ = \int_{\mathbb{R}^n} \frac{J^2_n/2(\|\bar{u}\|^{1/n})}{\|\bar{u}\|^{2n-\alpha}} Q^1_r(\|\bar{u}\|) \, d\bar{u}, \]

where

\[ Q^1_r(\|\bar{u}\|) := \left( \frac{\sqrt{h(\|\bar{u}\|/r)}}{h(0)} \left( \frac{1 - \frac{\|\bar{u}\|}{ar}}{r} + 1 \right) \right)^2, \]

\[ (x)_+ = \begin{cases} x & \text{if } x \geq 0, \\ 0 & \text{if } x < 0. \end{cases} \]

As in the case of \( R_r(t) \), we represent the integral on the right hand side of (18) as the sum of two integrals, \( R^1_r(t) = R^1_{r,1}(t) + R^1_{r,2}(t) \), whose domains of integration are \( B_1 \) for \( R^1_{r,1}(t) \) and \( B_2 \) for \( R^1_{r,2}(t) \).

Similarly to what we did for \( R_{r,1}(t) \) we prove that \( R^1_{r,1}(t) \) can be made as small as we want uniformly in \( t \in [0, 1] \).

For the integral \( R^1_{r,2}(t) \), we use the estimate \( |J_n/2(u)| \leq 1 \) and note that

\[ Q^1_r(\|\bar{u}\|) \leq \frac{\sup_{u \in [-a, +\infty]} h(u)}{h(0)}. \]

This yields

\[ R^1_{r,2}(t) \leq \frac{\sup_{u \in [-a, +\infty]} h(u) \, d\bar{u}}{h(0)} \int_{B_2} \frac{J^2_n/2(\|\bar{u}\|^{1/n})}{\|\bar{u}\|^{2n-\alpha}} \, d\bar{u} \]

\[ = O \left( \int_{B_2} \frac{d\bar{u}}{\|\bar{u}\|^{2n-\alpha}} \right) = O \left( \int_{\psi(r)}^{+\infty} \frac{ds}{s^{n+1-\alpha}} \right). \]

The latter expression approaches zero as \( r \to +\infty \).

Similarly to the proof for \( I_1 \), the above reasoning implies the convergence as \( r \to +\infty \) of finite-dimensional distributions of the integral

\[ \frac{\sqrt{t} r^{\alpha/2}}{(2\pi)^{n/2} \sqrt{h(0)} a(n-1)/2} I_2(rt^{1/n}) \]

to those of the process \( V(t) \), \( t \in [0, 1] \). Thus the finite-dimensional distributions of the process

\[ \sqrt{2} X_r(t) := \frac{\sqrt{t} r^{\alpha/2}}{(2\pi)^{n/2} \sqrt{h(0)} a(n-1)/2} \left( I_1(rt^{1/n}) + I_2(rt^{1/n}) \right) \]

converge to those of the process

\[ Y(t) + V(t), \quad t \in [0, 1]. \]

Since the Wiener measures \( \tilde{W}(\cdot) \) and \( \tilde{W}(\cdot) \) are independent, there exists another Wiener measure \( Z(\cdot) \) in \( (\mathbb{R}^n, \mathcal{B}^n) \) such that

\[ \sqrt{2} dZ(\cdot) \overset{d}{=} d\tilde{W}(\cdot) + d\tilde{W}(\cdot). \]
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Thus

\[ Y(t) + V(t) = \int_{\mathbb{R}^n} J_{n/2}(|\tilde{u}|^{1/n}) \frac{d\tilde{W}(\tilde{u})}{|\tilde{u}|^{n-\alpha/2}} + \int_{\mathbb{R}^n} J_{n/2}(|\tilde{u}|^{1/n}) \frac{d\tilde{W}(\tilde{u})}{|\tilde{u}|^{n-\alpha/2}} \]

\[ = \int_{\mathbb{R}^n} \sqrt{2} J_{n/2}(|\tilde{u}|^{1/n}) \frac{d\tilde{Z}(\tilde{u})}{|\tilde{u}|^{n-\alpha/2}} = \sqrt{2} X(t). \]

The theorem is proved.

4. CONCLUDING REMARKS

We proved a limit theorem for random fields whose spectra have singularities at nonzero frequencies. This theorem generalizes the results for random fields with long range dependence (see [1, 2]) whose spectra have singularities at the origin.

Despite that the limit processes in our case are similar to those in the case of long range dependence, passing to the limit as \( a \to 0 \) in Theorem 1 does not prove the result. This can be explained by the difference in the nature of singularities in the spectra for these two cases; see Remarks 2 and 3.

One can prove other results generalizing and explaining the main theorem. In particular, the limit theorems for the functionals

\[ \int_{\mathbb{R}^n} f_{n, r t^{1/n}, a}(x) H_m(\xi(x)) \, dx, \quad m > 1, \]

can be studied, where \( H_m(\cdot) \) is the \( m \)th Chebyshev–Hermite polynomial. These results will be published elsewhere.

Among interesting open problems are

- proving limit theorems for random fields whose spectra have more than one singularity point;
- considering limit theorems for random fields with OR spectra (see [3]);
- obtaining properties of the fields considered in this paper and comparing them with known results for the case of long range dependence.
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