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Abstract. We discuss a constant which arises in several problems related to optimal exercise of American derivative securities.

Introduction

In the paper [6], we have encountered an interesting constant. More precisely, we have considered the following problem in [6]: determine a stopping time \( \tau \in [0,T] \) such that the mathematical expectation \( \mathbb{E} [S_1^\tau - S_2^\tau] \) is maximal, where \( S_1^t \) and \( S_2^t \) are correlated geometric Brownian motions. This problem can be viewed as a problem on the optimal exercise time to exchange two assets. It is shown in [6] that the optimal exchange moment is the first time when a certain increasing function \( \beta(t) \) exceeds the ratio \( S_1^t / S_2^t \), and that this “threshold” function satisfies the following equation:

\[
\beta(T - t) = \frac{\delta_1}{\delta_2} \left[ 1 - \sigma a (T - t)^{1/2} + O(T - t) \right], \quad t \to T^-,
\]

where \( \delta_i \) is a drift coefficient for \( S_i^t \), \( \sigma \) is the volatility for \( S_1(t)/S_2(t) \), and the constant \( a \) is a solution of a certain complicated equation (we will present this equation later in this paper). In the same paper [6], another characterization of the constant \( a \) is obtained; namely, \( a \) is a solution of the equation

\[
(1) \quad a = \sup_{\tau \in [0,1]} \frac{\mathbb{E} [\tau W_\tau]}{\mathbb{E} [\tau]},
\]

where \( W \) is the standard Brownian motion and where the supremum is taken over the set of all stopping times.

Later we found other papers where this constant is discussed. For example, the constant is used in [8, 3, 5] in the problem of an optimal exercise for an American option on a dividend-paying stock and, in [4], for the problem of optimal exercise of delayed-exercise options. In some papers, say in [8, 2, 4], this constant is written in a different form, \( a \sqrt{2} \) instead of \( a \); however, its value is the same, since the underlying term of the asymptotic expansion in our studies is \( a\sigma(T - t)^{1/2} \), while the corresponding term in [8, 2, 4] is \( c\sigma (1/2)(T - t)^{1/2} \). A similar reason explains why \( a / \sqrt{2} \) is used in [3] instead of \( a \).

In this paper, we derive an equation for the constant \( a \) straight from equality (1) (equality (1) and another characterization of \( a \) are derived in [6] rather implicitly).
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1. The derivation of an equation for the constant $a$

Consider equation (1) which defines the optimization problem for the standard Brownian motion. This equation is equivalent to

$$\sup_{\tau \in [0,1]} E [\tau (W_\tau - a)] = 0.$$ 

Moreover, one can easily see that

$$a = \sup \left\{ c : \sup_{\tau \in [0,1]} E [\tau (W_\tau - c)] = 0 \right\}.$$ 

Thus it is natural to consider the following auxiliary optimization problem for $c \in \mathbb{R}$:

$$E [\tau (W_\tau - c)] \to \max$$

with respect to all stopping times $\tau \in [0,1]$.

The problem (2) is, in fact, a problem on the optimal exercise of an American type option. This allows us to use standard methods of the theory of estimation of American type contingent claims without going deep into detail (see, for example, [1, 7]).

Consider the following premium function,

$$P(t, w) = P_{T,c}(t, w) = \sup_{\tau \in [t,T]} E [\tau (W_\tau - c) \mid W_t = w],$$

which represents the maximal expected continuation cost at the moment $t$ (which means that one does not exercise an option at the moment $t$) if the current value of the Brownian motion $W_t$ at the moment $t$ is equal to $w$. It is clear that the cost of stopping equals $t(w - c)$.

It is natural to define the stopping region for problem (2) by

$$G = \{ (t, w) \in [0,T] \times \mathbb{R} \mid P(t, w) \leq t(w - c) \}$$

and the continuation region by

$$C = \{ (t, w) \in [0,T] \times \mathbb{R} \mid P(t, w) > t(w - c) \}.$$ 

Then the (minimal) optimal stopping time for problem (2) is given by

$$\tau^* = \inf \{ t \in [0,T] \mid (t, W_t) \in G \}.$$ 

We agree that $\tau^* = T$ if the set on the right-hand side of the latter equality is empty.

Prior to continuing to solve the problem itself, we make a useful remark. Since the Brownian motion is homogeneous and possesses the scaling property,

$$P_{T,c}(t, w) = \sup_{\tau \in [0, T-t]} E \left[ (\tau + t)(W_\tau + w - c) \right]$$

$$= t(w - c) + (T - t)^{1/2} \sup_{\tau \in [0,T-t]} E \left[ \tau (T-t)^{-1/2} W_\tau + \tilde{w} \right]$$

$$= t(w - c) + (T - t)^{3/2} \sup_{\tau \in [0,1]} E \left[ \tau (W_\tau + \tilde{w}) \right]$$

$$= t(w - c) + (T - t)^{3/2} P_{0,1}(0, \tilde{w}) = t(w - c) + (T - t)^{3/2} \psi(\tilde{w}),$$

where $\tilde{w} = (w - c)(T - t)^{-1/2}$ and

$$\psi(w) = P_{0,1}(0, w) = \sup_{\tau \in [0,1]} E \left[ \tau (W_\tau + w) \right].$$
It is clear that the function $\psi$ is nondecreasing, whence

$$\mathcal{G} = \{(t, w) \mid P(t, w) \leq t(w - c)\}$$

$$= \{(t, w) \mid t(w - c) + (T - t)^{3/2}\psi(\bar{w}) \leq t(w - c)\}$$

$$= \{(t, w) \mid \psi(\bar{w}) \leq 0\} = \{(t, w) \mid \bar{w} \leq -a\}$$

$$= \{(t, w) \mid w \leq c - a\sqrt{T - t}\}.$$  

Here

$$a = -\sup\{x \mid \psi(x) = 0\}.$$  

The latter constant coincides with the constant $a$ defined by equality (1).

Now we turn to the optimal stopping problem (2). As noted above, the optimal stopping time is the moment when the process

$$X_t := (t, W_t)$$  

exits the continuation region $\mathcal{C}$. Denote by

$$\mathcal{L} = \frac{\partial}{\partial t} + \frac{1}{2}\frac{\partial^2}{\partial w^2}$$

the generator of the diffusion process $X_t$. Then

$$\mathcal{L}P = 0 \quad \text{in the region } \mathcal{C}. \tag{5}$$

On the other hand,

$$\mathcal{L}P = \mathcal{L}(t(w - c)) = w - c, \quad (t, w) \in \mathcal{G}, \tag{6}$$

in the stopping region. Moreover, the following boundary conditions hold:

$$P(t, w) = t(w - c), \quad (t, w) \in \partial\mathcal{C}, \tag{7}$$

$$\frac{\partial}{\partial w}P(t, w) = t, \quad (t, w) \in \partial\mathcal{C}, \tag{8}$$

$$\frac{\partial}{\partial t}P(t, w) = w - c, \quad (t, w) \in \partial\mathcal{C}. \tag{9}$$

Equation (5) together with the “boundary conditions” (7)–(9) form the so-called “free boundary problem”. We say that the problem is free boundary because conditions (7)–(9) are given at the boundary that is not known a priori but rather is determined from the equation itself. The above boundary conditions simply mean that the function $P$ is continuously differentiable and $P$ should be equal to $t(w - c)$ in the stopping region. In other words, we should fit smoothly a solution of (5) to the values in the stopping region.

We are able to solve the problem (more or less) explicitly for this simple setting. There are two approaches to solving this problem and they lead to different equations.

1. By Itô’s formula,

$$P(T, W_T) - P(t, W_t) = \int_t^T \mathcal{L}P(s, W_s) \, ds + \int_t^T \frac{\partial}{\partial w}P(s, W_s) \, dW_s.$$
Consider the conditional expectation given \( W_t = w \):
\[
\mathbb{E}[P(T, W_T) \mid W_t = w] - P(t, w) = \int_t^T \mathbb{E} [\mathcal{L}P(s, W_s) \mid W_t = w] \, ds
\]
where \( \mathcal{L} \) is the infinitesimal generator. Recalling that
\[
(12)
\]
\( \psi_x = (w - c)(T - t)^{-1/2} \), we obtain
\[
(10)
\]
\[
T(w - c) - P(t, w) = (T - t)^{3/2} \int_0^1 \mathbb{E} \left[ \sqrt{u}Z + \bar{w} \right] \mathbb{I} \sqrt{u}Z + w - c \leq -a \sqrt{1 - u} \right] \, du,
\]
where \( Z \) is a standard normal random variable and \( \bar{w} = (w - c)(T - t)^{-1/2} \). Denote by \( \varphi \) and \( \Phi \) the standard normal density and distribution function, respectively, and put \( k(u) = -\bar{w} + a\sqrt{1 - u}/\sqrt{u} \). Using the equality \( P(T, w) = T(w - c) \), we obtain
\[
(10)
\]
\[
T(w - c) - P(t, w) = (T - t)^{3/2} \int_0^1 \mathbb{E} \left[ \sqrt{u}Z + \bar{w} \right] \mathbb{I} \sqrt{u}Z + \bar{w} \leq -a \sqrt{1 - u} \right] \, du.
\]
Now we put \( w = c - a\sqrt{T - t} \). Note that \( (t, w) \in \partial \mathcal{C} \), whence \( P(t, w) = t(w - c) \). Recalling that \( \bar{w} = (w - c)(T - t)^{-1/2} \), we deduce that \( \bar{w} = -a \) in this case. Hence equation (10) is reduced to
\[
-a = \int_0^1 \left[ -\sqrt{u} \varphi(a \mu(u)) - a \Phi(a \mu(u)) \right] \, du,
\]
where \( \mu(u) = (1 - \sqrt{1 - u})/\sqrt{u} \). Therefore
\[
(11)
\]
\[
a = \int_0^1 \sqrt{u} \varphi(-a \mu(u)) \, du / \int_0^1 \Phi(-a \mu(u)) \, du.
\]
This equation is derived in the paper [12], too (however the setting in [12] differs essentially from the one in this paper). It is also proved in [12] that the latter equation has a unique positive solution belonging to the interval \([0, 2^{-1/2})\).

2. Another idea is to use property (12) and substitute it into equation (11). After simple algebra we get
\[
\mathcal{L}P(t, w) = w - c - \frac{3}{2}(T - t)^{1/2}\psi(\bar{w}) + \frac{1}{2}(w - c)\psi'(\bar{w}) + \frac{1}{2}(T - t)^{1/2}\psi''(\bar{w}),
\]
where \( \bar{w} \) is the same as above.

Thus the equation \( \mathcal{L}P(t, w) = 0 \) for \( (t, w) \in \mathcal{C} \) is equivalent to
\[
\psi''(x) + x\psi(x) - 3\psi(x) = -2x
\]
for \( x > a \). The general solution to the latter equation is given by
\[
(12)
\]
\[
\psi(x) = -\frac{x^3}{3} + C_1 x (3 + x^2) + C_2 \left( (2 + x^2) \varphi(x) - x (3 + x^2) \Phi(-x) \right).
\]
Since \( P(T, w) = T(w - c) \), we get \( \psi(\tilde{w})(T - t)^{3/2} \to 0 \) as \( t \to T \) or, equivalently, \( \psi(x)/x^3 \to 0 \) as \( x \to \pm \infty \). Passing to the limit in (12) as \( x \to +\infty \) we get \( C_1 = 1/3 \), whence

\[
\psi(x) = x + C_2 \left( (2 + x^2) \varphi(x) - x (3 + x^2) \Phi(-x) \right).
\]

Further, we reduce condition (7) to \( \psi(-a) = 0 \) and similarly conditions (8) and (9) to \( \psi'(-a) = 0 \). Therefore \( \psi(-a) + a\varphi'(-a) = 0 \), whence

\[
C_2 \left( (a^2 - 1) \varphi(a) + a^3 \Phi(a) \right) = 0.
\]

Note that \( C_2 \neq 0 \) (otherwise \( a = 0 \) and the latter equality does not hold). Now we obtain the equation

(13)

\[
(1 - a^2) \varphi(a) = a^3 \Phi(a).
\]

A similar equation, but with \( a\sqrt{2} \) instead of \( a \), is also derived in [8].

In conclusion we note that, first, the constant \( a \) appears in problems of an optimal exercise of a future contract for selling an asset for a predetermined price. It turns out that this problem is equivalent to the above-mentioned problem of optimal exchange of assets; see [6]. Second, solving both equations (11) and (13) numerically, we obtain the same value of the approximate solution, namely \( a = 0.6388332158 \ldots \).
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