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Abstract. The purpose of this paper is to give necessary conditions of optimality of nonlinear stochastic control systems with variable delay for singular controls. As a result, the second order necessary optimality condition for the stochastic system with uncontrolled diffusion coefficient is obtained.

1. Introduction

Stochastic differential equations with delay have found many applications in automatic control theory, in the theory of self-oscillating systems, etc., where real systems are exposed to the influences of random disturbances, which cannot be ignored [1, 2]. The necessary conditions of optimality for deterministic control problems are obtained in [3]. The first and second order necessary conditions of optimality for the stochastic control systems without delay are proved in [4]. Optimal control problems for the systems described by means of stochastic differential equations with delay have already been investigated and the first order necessary condition of optimality for the stochastic system is obtained in the research [5, 6]. This research is dedicated to the problem of stochastic optimal control with variable delay under the influence of singular controls.

2. Statement of the problem

Throughout this paper, unless otherwise specified, we let $(\Omega, F, P)$ be a complete probability space with the filtration $\{F^t: t_0 \leq t \leq t_1\}$ generated by the Wiener process $w_t$ and $F^t = \sigma(w_s; t_0 \leq s \leq t)$. Let $\mathbb{R}^m$ denote the $m$-dimensional real vector space and $|\cdot|$ denote the Euclidean norm in $\mathbb{R}^m$. Let $\mathbb{E}$ represent the expectation. Let $L^2_F(t_0, t_1; \mathbb{R}^m)$ denote the space of predictable processes $x_t(\omega)$ such that $\mathbb{E} \int_{t_0}^{t_1} |x_t|^2 dt < +\infty$. If $A$ is a vector or a matrix, its transpose is denoted by $A^*$.

Consider the following stochastic system with variable delay on state:

\begin{align}
(1) \quad dx_t &= g(x_t, x_{t-h(t)}, u_t, t) \, dt + f(x_t, x_{t-h(t)}, t) \, dw_t, \quad t \in (t_0, t_1],
(2) \quad x_{t_0} = x_0,
(3) \quad x_t = \Phi(t), \quad t \in [t_0 - h(t_0), t_0),
(4) \quad u_t(\omega) \in U_0 \equiv \{ u.(\cdot) \in L^2_F(t_0, t_1; \mathbb{R}^m) \mid u.(\omega) \in U \subset \mathbb{R}^m \text{ a.c.} \},
\end{align}
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where $U$ is a nonempty bounded set and $\Phi(t)$ is a piecewise continuous nonrandom function. In addition to that, $h(t) \geq 0$ is a continuously differentiable, nonrandom function such that $dh(t)/dt < 1$. Assume that it is required to minimize the functional:

\[
J(u) = \mathbb{E}\left\{ p(x_{t_1}) + \int_{t_0}^{t_1} l(x_t, u_t, t) \, dt \right\},
\]

in the set of admissible controls $U_0$. The pair $(x^0_t, u^0_t)$, which is the solution of problem (1)–(5), will be called optimal. Assume that the following requirements are satisfied:

I. Functions $l, g, f$ are continuous with respect to total arguments:

\[
\begin{align*}
&l(x, u, t): \mathbb{R}^n \times \mathbb{R}^m \times [t_0, t_1] \rightarrow \mathbb{R}^1; \\
g(x, y, u, t): \mathbb{R}^n \times \mathbb{R}^n \times \mathbb{R}^m \times [t_0, t_1] \rightarrow \mathbb{R}^n; \\
f(x, y, t): \mathbb{R}^n \times \mathbb{R}^n \times [t_0, t_1] \rightarrow \mathbb{R}^{n \times n}.
\end{align*}
\]

II. When $t, u$ are fixed, then the functions $l, g, f$ satisfy the conditions:

\[
(1 + |x| + |y|)^{-1}(|g(x, y, u, t)| + |g_x(x, y, u, t)| + |g_y(x, y, u, t)| + |f(x, y, t)| + |f_x(x, y, t)| + |f_y(x, y, t)|) \leq N;
\]

\[
(1 + |x|)^{-1}(|l(x, u, t)| + |l_x(x, u, t)|) \leq N.
\]

III. Function $p(x): \mathbb{R}^n \rightarrow \mathbb{R}^1$ is continuously differentiable and

\[
|p(x)| + |p_x(x)| \leq N(1 + |x|).
\]

The notation $y_t = x_{t-h(t)}$ will be used throughout this paper. The following necessary condition of optimality for the stochastic control problem [10–15] in terms of Pontryagin’s maximum principle is obtained in [5].

**Theorem 2.1.** Let conditions I–III hold, where $(x^0_t, u^0_t)$ is an optimal solution of the problem (1)–(5) and the random processes $(\psi_t, \beta_t) \in L^2_F(t_0, t_1; \mathbb{R}^n) \times L^2_F(t_0, t_1; \mathbb{R}^{n \times n})$ are the solutions of the following adjoint equations:

\[
\begin{align*}
d\psi_t &= -\left[H_x \left(\psi_t, x^0_t, y^0_t, u^0_t, t\right) + H_y \left(\psi_t, x^0_t, y^0_t, u^0_t, z\right) \mid_{z=s(t)} s'(t)\right] \, dt + \beta_t \, dw_t, \\
t_0 \leq t < t_1 - h(t_1),
\end{align*}
\]

\[
\begin{align*}
d\psi_t &= -H_x \left(\psi_t, x^0_t, y^0_t, u^0_t, t\right) + \beta_t \, dw_t, \\
\psi_{t_1} &= -p_x \left(x^0_{t_1}\right),
\end{align*}
\]

where $t = s(\tau)$ is a solution of the equation $\tau = t - h(t)$. Then for all $u \in U$ a.e. in $[t_0, t_1)$ the following maximum principle holds:

\[
\max_{u \in U} H \left(\psi_t, x^0_t, y^0_t, u, t\right) = H \left(\psi_t, x^0_t, y^0_t, u^0, t\right), \quad a.e.;
\]

here,

\[
H(\psi_t, x_t, y_t, u_t, t) = \psi_t^* g(x_t, y_t, u_t, t) + \beta_t^* f(x_t, y_t, t) - l(x_t, u_t, t).
\]
Let $u_t = u^0_t + \Delta u_t$ be some admissible control and $\pi_t = x^0_t + \Delta x_t$ the corresponding trajectory of system \((1)\)–\((4)\). We will use the following identities:

\[
d\Delta x_t = [g(\pi_t, \eta_t, u_t, t) - g(x^0_t, y^0_t, u^0_t, t)] dt + [f(\pi_t, \eta_t, t) - f(x^0_t, y^0_t, t)] dw_t
\]

\[
= \{\Delta \pi g(x^0_t, y^0_t, u^0_t, t) + g_x(x^0_t, y^0_t, u^0_t, t) \Delta x_t + g_y(x^0_t, y^0_t, u^0_t, t) \Delta y_t\} dt
\]

\[
+ \{f_x(x^0_t, y^0_t, t) \Delta x_t + f_y(x^0_t, y^0_t, t) \Delta x_t\} dw_t + \eta_t, \quad t \in (t_0, t_1],
\]

\[
\Delta x_t = 0, \quad t \in [t_0 - h(t_0), t_0],
\]

where

\[
\eta_t = \left\{\int_0^1 \left[ g_x^*(x^0_t, \mu \Delta x_t, \eta_t, t) - g_x^*(x^0_t, y^0_t, u^0_t, t) \right] \Delta x_t \, d\mu
\]

\[
+ \left[ f_x^*(x^0_t, y^0_t + \mu \Delta y_t, \eta_t, t) - f_x^*(x^0_t, y^0_t, u^0_t, t) \right] \Delta y_t \, d\mu\right\} dt
\]

\[
+ \left[ f_x^*(x^0_t, y^0_t, \mu \Delta x_t, \eta_t, t) - f_x^*(x^0_t, y^0_t, u^0_t, t) \right] \Delta x_t \, d\mu
\]

\[
+ \left[ f_y^*(x^0_t, y^0_t + \mu \Delta y_t, \eta_t) - f_y^*(x^0_t, 0, t) \right] \Delta y_t \, d\mu\right\} dw_t.
\]

We need the following lemma.

**Lemma 2.1.** A solution of equation (8) may be described as follows:

\[
\Delta x_t = \int_{t_0}^t Q_{tr} [\Delta \pi g(x^0_r, y^0_r, u^0_r, \tau) + \eta_r] \, d\tau,
\]

where $Q_{tr}$ is a solution of

\[
dQ_{tr} = (g_x(x^0_t, y^0_t, u^0_t, t) Q_{tr} + g_y(x^0_t, y^0_t, u^0_t, t) Q_{r(t)\tau}) \, dt
\]

\[
+ (f_x(x^0_t, y^0_t, t) Q_{tr} + f_y(x^0_t, y^0_t, t) Q_{r(t)\tau}) \, dw_t, \quad t > \tau;
\]

\[
Q_{rr} = I;
\]

\[
Q_{tr} = 0, \quad t < \tau;
\]

here $r(t) = t - h(t)$.

**Proof.** Differentiating expression (9) we have:

\[
d\Delta x_t = \Delta \pi g(x^0_t, y^0_t, u^0_t, t) + \eta_t
\]

\[
+ \int_{t_0}^t dQ_{tr} \times [\Delta \pi g(x^0_r, y^0_r, u^0_r, t) + \eta_r] \, d\tau.
\]
By using (10) we obtain the following:

\[ d\Delta x_t = \Delta \pi g \left( x_t^0, y_t^0, u_t^0, t \right) + \eta_t \]
\[ + \int_{t_0}^{t} \left\{ \left( g_x \left( x_t^0, y_t^0, u_t^0, t \right) Q_{tr} + g_y \left( x_t^0, y_t^0, u_t^0, t \right) Q_{r(t)r} \right) dt \right. \]
\[ + \left. \left( f_x \left( x_t^0, y_t^0, t \right) Q_{tr} + f_y \left( x_t^0, y_t^0, t \right) Q_{r(t)r} \right) dw_t \right\} \]
\[ \times \left[ \Delta \pi g \left( x_t^0, y_t^0, u_t^0, t \right) + \eta_t \right] d\tau. \]

Then with the help of some simple transformations we obtain that \( \Delta x_t \) satisfies equation (9). The lemma is proved. \( \square \)

We shall use the following definition.

**Definition 2.1.** An admissible control \( u_t(\omega), t \in [t_0, t_1] \), is said to be singular in stochastic optimal control problems if there exists a subset \( \mathcal{U} \subset U \), such that for all \( \nu_t(\omega) \in \mathcal{U}, t \in [t_0, t_1] \) with probability one, the following relation holds:

\[ (11) \quad \Delta \nu H \left( \psi_t, x_t, x_t - h(t), u_t, t \right) = 0. \]

Here

\[ \Delta \nu H \left( \psi_t, x_t, x_t - h(t), u_t, t \right) \equiv H \left( \psi_t, x_t, x_t - h(t), \nu, t \right) - H \left( \psi_t, x_t, x_t - h(t), u_t, t \right). \]

It is clear that when condition (11) holds, the maximum principle does not apply, and in this particular case it is impossible to determine the optimal control using (7). Therefore we must have a necessary condition of optimality for singular controls.

Now, suppose that the following requirements are satisfied:

A1. Functions \( l, g, f \) and their derivatives are continuous in \((x, u, t)\) and have no more than a linear growth.

A2. Functions \( l, g, f \) are twice continuously differentiable with respect to \((x, y)\), and their derivatives are bounded.

A3. Function

\[ p(x) : \mathbb{R}^n \to \mathbb{R}^1 \]

is twice continuously differentiable and

\[ |p(x)| + |p_x(x)| \leq N(1 + |x|), \quad |p_{xx}| \leq N. \]

**Theorem 2.2.** Let conditions A1–A3 hold, where \( u_t^0 \) is a singular optimal control of problem (1)–(5) and the random processes

\[ (\psi_t, \beta_t) \in L^2_F(t_0, t_1; \mathbb{R}^n) \times L^2_F(t_0, t_1; \mathbb{R}^{n \times n}) \]

are the solutions of the system (6). Then for all \( \nu \in \mathcal{U} \), we have the following:

\[ \mathbb{E} \Delta \nu g \left( x^0, y^0, u^0, \tau \right) K(\tau, \tau) \Delta \nu g \left( x^0, y^0, u^0, \tau \right) \]
\[ + \mathbb{E} \Delta \nu H_x^\ast \left( \psi_t, x^0, y^0, u^0, \tau \right) \Delta \nu g \left( x^0, y^0, u^0, \tau \right) \leq 0 \quad \text{a.c.;} \]
here
\[
K(\tau, \theta) = \int_{t_0}^{t_1} \left[ Q_{\tau \tau} H_{xx}(\psi_t, x_t^0, y_t^0, u_t^0, t) Q_{\tau \theta} + Q_{\tau \tau}^* H_{yx}(\psi_t, x_t^0, y_t^0, u_t^0, t) Q_{\tau \theta}^* 
+ Q_{\tau \tau}^* H_{xy}(\psi_t, x_t^0, y_t^0, u_t^0, t) Q_{\tau \theta}^*
+ Q_{\tau \tau}^* H_{yy}(\psi_t, x_t^0, y_t^0, u_t^0, t) Q_{\tau \theta}^* \right] dt
- Q_{t_1 \tau \tau} p_{xx}(x_{t_1}^0) Q_{t_1 \theta}.
\]

Proof. Let \( \bar{\pi}_t \) be an admissible control and let \( \pi_t \) be the corresponding trajectory of system (1)-(4). Since the random processes
\[
(\psi_t, \beta_t) \in L^2_F(t_0, t_1; \mathbb{R}^n) \times L^2_F(t_0, t_1; \mathbb{R}^{n \times n})
\]
are the solutions of the adjoint equations (11), the expression for an increment of functional (15) gets the form as indicated below:
\[
\Delta J(u^0) = -E \int_{t_0}^{t_1} \left\{ \Delta \pi H(\psi_t, x_t^0, y_t^0, u_t^0, t) + \Delta \pi H_x(\psi_t, x_t^0, y_t^0, u_t^0, t) \Delta x_t 
+ \Delta \pi H_y(\psi_t, x_t^0, y_t^0, u_t^0, t) \Delta y_t 
- 0.5 \Delta x_t^* H_{xx}(\psi_t, x_t^0, y_t^0, u_t^0, t) \Delta x_t 
- 0.5 \Delta x_t^* H_{yx}(\psi_t, x_t^0, y_t^0, u_t^0, t) \Delta y_t 
- 0.5 \Delta y_t^* H_{xy}(\psi_t, x_t^0, y_t^0, u_t^0, t) \Delta x_t 
- 0.5 \Delta y_t^* H_{yy}(\psi_t, x_t^0, y_t^0, u_t^0, t) \Delta y_t \right\} dt
+ 0.5 \Delta x_t^* p_{xx}(x_{t_1}) \Delta x_{t_1} + \eta_1,
\]
where
\[
\eta_1 = \int_{t_0}^{t_1} \left[ \Delta x_t^* p_{xx}(x_{t_1}^0 + \mu \Delta x_{t_1}) - \Delta x_t^* p_{xx}(x_{t_1}^0) \Delta x_{t_1} \right] d\mu
+ E \int_{t_0}^{t_1} \left\{ \int_{t_0}^{t_1} \left[ \Delta x_t^* H_{xx}(\psi_t, x_t^0 + \mu \Delta x_t, y_t^0 + \mu \Delta y_t, u_t^0, t) \Delta x_t 
- \Delta x_t^* H_{xx}(\psi_t, x_t^0, y_t^0, u_t^0, t) \Delta x_t \right] d\mu dt \right\}
+ E \int_{t_0}^{t_1} \left\{ \int_{t_0}^{t_1} \left[ \Delta y_t^* H_{yx}(\psi_t, x_t^0 + \mu \Delta x_t, y_t^0 + \mu \Delta y_t, u_t^0, t) \Delta y_t 
- \Delta y_t^* H_{yx}(\psi_t, x_t^0, y_t^0, u_t^0, t) \Delta y_t \right] d\mu dt \right\}
+ E \int_{t_0}^{t_1} \left\{ \int_{t_0}^{t_1} \left[ \Delta x_t^* H_{xy}(\psi_t, x_t^0 + \mu \Delta x_t, y_t^0 + \mu \Delta y_t, u_t^0, t) \Delta y_t 
- \Delta x_t^* H_{xy}(\psi_t, x_t^0, y_t^0, u_t^0, t) \Delta y_t \right] d\mu dt \right\}
+ E \int_{t_0}^{t_1} \left\{ \int_{t_0}^{t_1} \left[ \Delta y_t^* H_{yy}(\psi_t, x_t^0 + \mu \Delta x_t, y_t^0 + \mu \Delta y_t, u_t^0, t) \Delta y_t 
- \Delta y_t^* H_{yy}(\psi_t, x_t^0, y_t^0, u_t^0, t) \Delta y_t \right] d\mu dt \right\}.
\]
Since \( x_t(\omega) \) is a predictable random process, properties A1–A2 imply the Fubini properties for stochastic integrals in the expression for \( \eta_1 \). Consequently, increment (12) of the cost functional will be described in the following form:

\[
\Delta J(u^0) = -0.5 \int_{t_0}^{t_1} \int_{t_0}^{t_1} \Delta \pi g^* (x^0_\tau, y^0_\tau, u^0_\tau) \mathcal{K}(\tau, s) \Delta \pi g (x^0_s, y^0_s, u^0_s, s) \, d\tau \, ds

- \mathbb{E} \int_{t_0}^{t_1} \Delta \pi H (\psi_t, x^0_t, y^0_t, u^0_t, t) \, dt

- \mathbb{E} \int_{t_0}^{t_1} \left( \int_t^{t_1} \Delta \pi H_x^* (\psi_s, x^0_s, y^0_s, u^0_s, s) Q_{st} \, ds \right) \Delta \pi g (x^0_t, y^0_t, u^0_t, t) \, dt

- \mathbb{E} \int_{t_0}^{t_1} \Delta \pi H_x^* (\psi_t, x^0_t, y^0_t, u^0_t, t) \int_{t_0}^{t} Q_{st} \eta_s \, ds \, dt

- \mathbb{E} \int_{t_0}^{t_1} \left( \int_{t-h(t)}^{t_1} \Delta \pi H_y^* (\psi_s, x^0_s, y^0_s, u^0_s, s) Q_{r(s)t} \, ds \right) \Delta \pi g (x^0_t, y^0_t, u^0_t, t) \, dt

- \mathbb{E} \int_{t_0}^{t_1} \Delta \pi H_y^* (\psi_t, x^0_t, y^0_t, u^0_t, t) \int_{t_0}^{r(t)} Q_{r(s)t} \eta_s \, ds \, dt + \eta_2.

Here

\[
\eta_2 = \eta_1 + \frac{1}{2} \mathbb{E} \left\{ \Delta x_{t_1}^* p_{xx} (x^0_{t_1}) \int_{t_0}^{t_1} Q_{t_1} \, \tau \, d\tau \right. \]

\[
+ \int_{t_0}^{t_1} \int_{t_0}^{t_1} Q_{t_1} \tau \, \eta_r p_{xx} (x^0_{t_1}) \mathcal{Q}_{t_1} \Delta \pi g (x^0_s, y^0_s, u^0_s, s) \, d\tau \, ds

- \int_{t_0}^{t_1} \Delta x_{t}^* H_{xx} (\psi_t, x^0_t, y^0_t, u^0_t, t) \left( \int_{t_0}^{t} Q_{ts} \eta_s \, ds \right) \, dt

- \int_{t_0}^{t_1} \left( \int_{t_0}^{t} Q_{t} \eta_r d\tau \right)^* H_{xx} (\psi_t, x^0_t, y^0_t, u^0_t, t)

\times \left( \int_{t_0}^{t} Q_{ts} \Delta \pi g (x^0_s, y^0_s, u^0_s, s) \, ds \right) \, dt

- \int_{t_0}^{t_1} \Delta y_{t}^* H_{xy} (\psi_t, x^0_t, y^0_t, u^0_t, t) \left( \int_{t_0}^{t} Q_{t} \eta_s \, ds \right) \, dt

- \int_{t_0}^{t_1} \left( \int_{t_0}^{t-h(t)} Q_{t-h(t)} \tau \, \eta_r d\tau \right)^* H_{xy} (\psi_t, x^0_t, y^0_t, u^0_t, t)

\times \left( \int_{t_0}^{t} Q_{ts} \Delta \pi g (x^0_s, y^0_s, u^0_s, s) \, ds \right) \, dt

- \int_{t_0}^{t_1} \Delta x_{t}^* H_{yx} (\psi_t, x^0_t, y^0_t, u^0_t, t) \left( \int_{t_0}^{t-h(t)} Q_{t-h(t)} \eta_s \, ds \right) \, dt

- \int_{t_0}^{t_1} \left( \int_{t_0}^{t} Q_{t} \eta_r d\tau \right)^* H_{yx} (\psi_t, x^0_t, y^0_t, u^0_t, t)

\times \left( \int_{t_0}^{t-h(t)} Q_{t-h(t)} \Delta \pi g (x^0_s, y^0_s, u^0_s, s) \, ds \right) \, dt.
Let us consider the following spike variation:

\[ \frac{\Delta y_t^*}{t_1} H_{yy} \left( \psi_t, x_t^0, y_t^0, u_t^0, t \right) \left( \int_{t_0}^{t-h(t)} Q_{t-h(t)s} \eta_s ds \right) dt 
- \int_{t_0}^{t_1} \left( \int_{t_0}^{t-h(t)} Q_{t-h(t)s} \eta_s ds \right)^* H_{yy} \left( \psi_t, x_t^0, y_t^0, u_t^0, t \right) \times \left( \int_{t_0}^{t-h(t)} Q_{t-h(t)s} \Delta \pi g \left( x_s^0, y_s^0, u_s^0, s \right) ds \right) dt \].

Consequently we get:

\[ \Delta J(u^0) = -0.5 \int_{t_0}^{t_1} \int_{t_0}^{t_1} \Delta \pi g^* \left( x_\tau^0, y_\tau^0, u_\tau^0, \tau \right) K(\tau, s) \Delta \pi g \left( x_s^0, y_s^0, u_s^0, s \right) d\tau ds 
- E \int_{t_0}^{t_1} \left( \int_{t}^{t_1} \left[ \Delta \pi H_x^* \left( \psi_s, x_s^0, y_s^0, u_s^0, s \right) Q_{st} 
+ \Delta \pi H_y^* \left( \psi_s, x_s^0, y_s^0, u_s^0, s \right) Q_{t(s)t} \right] ds \right) \Delta \pi g \left( x_t^0, y_t^0, u_t^0, t \right) dt 
- \int_{t_0}^{t_1} \Delta \pi H \left( \psi_t, x_t^0, y_t^0, u_t^0, t \right) dt + \eta_2 \geq 0. \]

Let us consider the following spike variation:

\[ \Delta u_t = \Delta u_{t, \epsilon}^\vartheta = \begin{cases} 0, & t \notin [\theta, \theta + \epsilon), \epsilon > 0, \theta \in [t_0, t_1), \\ \nu - u_t^0, & t \in [\theta, \theta + \epsilon), \nu \in L^2(\Omega, \mathbb{P}^\vartheta, \mathbb{P}; \mathbb{R}^m). \end{cases} \]

Since \((x_t^0, u_t^0)\) is a solution of problem \((\text{1)}-\text{(5)}) and \(u_t^0\) is a singular control, the expression \((\text{13)}) might be described in the following form:

\[ \Delta \nu J \left( u^0 \right) = -\frac{1}{2} \int_{\theta}^{\theta+\epsilon} \int_{\theta}^{\theta+\epsilon} \Delta \nu g^* \left( x_\tau^0, y_\tau^0, u_\tau^0, \tau \right) K(\tau, s) \Delta \nu g \left( x_s^0, y_s^0, u_s^0, s \right) d\tau ds 
- E \int_{\theta}^{\theta+\epsilon} \left( \int_{\theta}^{\theta+\epsilon} \left[ \Delta \nu H_x^* \left( \psi_s, x_s^0, y_s^0, u_s^0, s \right) Q_{st} 
+ \Delta \nu H_y^* \left( \psi_s, x_s^0, y_s^0, u_s^0, s \right) Q_{t(s)t} \right] ds \right) \times \Delta \nu g \left( x_t^0, y_t^0, u_t^0, t \right) dt 
- E \int_{\theta}^{\theta+\epsilon} \left( \int_{\theta}^{\theta+\epsilon} \left[ \Delta \nu H_x^* \left( \psi_s, x_s^0, y_s^0, u_s^0, s \right) Q_{st} 
+ \Delta \nu H_y^* \left( \psi_s, x_s^0, y_s^0, u_s^0, s \right) Q_{t(s)t} \right] \eta_s ds \right) dt + \eta_2 \geq 0. \]
We will use the following lemma \cite{6}:

**Lemma 2.2.** Let conditions I–III be met. Then a.e. in \([t_0, t_1]\),

\[
\lim_{\varepsilon \to 0} E \frac{\left| x_{t, \varepsilon}^\theta - x_t^\theta \right|^2}{\varepsilon} \leq N,
\]

where \(N > 0\) is a constant and \(x_{t, \varepsilon}^\theta\) is a trajectory corresponding to the control

\[ u_{t, \varepsilon}^\theta = u_t^\theta + \Delta u_t^\theta. \]

According to Lemma 2.2 we obtain:

\[
\eta_2 = o(\varepsilon^2),
\]

\[
E \int_0^{\theta+\varepsilon} \left( \int_0^t \left[ \Delta_x H_x^* (\psi_s, x_s^0, y_s^0, u_s^0, s) Q_{st} + \Delta_y H_y^* (\psi_s, x_s^0, y_s^0, u_s^0, s) Q_{r(s)t} \right] \eta_s ds \right) dt = o(\varepsilon^2).
\]

Finally, since \(\varepsilon\) is arbitrarily small, the proof of Theorem 2.2 is complete. \(\square\)

### 3. Problem with constraint

Now, we will consider the stochastic control problem (1–5) together with the constraint

(15) \[ E q(x_{t_1}) \in G, \]

where \(G\) is a closed convex set in \(\mathbb{R}^k\). Additionally, we assume that the following requirement is satisfied:

IV. Function \(q(x) : \mathbb{R}^n \to \mathbb{R}^k\) is continuously differentiable and

\[ |q(x)| + |q_x(x)| \leq N(1 + |x|). \]

Using Theorem 2.1 of \cite{5} and the variational principle of Ekeland \cite{7}, the following theorem was proved for the stochastic optimal control problem (1–5) with the endpoint constraint (15).

**Theorem 3.1.** Let conditions I–IV hold, where \((x_1^0, u_1^0)\) is a solution of problem (1–5), (15) and the random processes \((\psi_t, \beta_t) \in L^2_P(t_0, t_1; \mathbb{R}^n) \times L^2_P(t_0, t_1; \mathbb{R}^{n \times n})\) are the solutions of the following adjoint system:

(16)

\[
\begin{cases}
\frac{d\psi_t}{dt} = - \left[ H_x (\psi_t, x_t^0, y_t^0, u_t^0, t) + H_y (\psi_t, x_t^0, y_t^0, u_t^0, z) \bigg|_{z=s(t)} s'(t) \right] dt + \beta_t dw_t, \\
\frac{d\psi_t}{dt} = - H_x (\psi_t, x_t^0, y_t^0, u_t^0, t) dt + \beta_t dw_t, & t_0 \leq t < t_1 - h(t_1), \\
\psi_t = - \lambda_0 p_x (x_t^0) - \lambda_1 q_x (x_t^0), & t_1 - h(t_1) \leq t < t_1,
\end{cases}
\]

where \((\lambda_0, \lambda_1) \in \mathbb{R}^{k+1}\) and \(\lambda_0 \leq 0, \lambda_1\) is a normal to the set \(G\) at point \(E q(x_{t_1}^0)\), and \(\lambda_0^2 + |\lambda_1|^2 = 1\). Then for all \(\bar{u} \in U\) in \([t_0, t_1]\) we have:

(17) \[ \max_{u \in U} H (\psi, x_t^0, y_t^0, u, t) = H (\psi, x_t^0, y_t^0, u, t) \quad a.c. \]

Now, suppose that the following requirement is also satisfied:

A4. Function \(q(x) : \mathbb{R}^n \to \mathbb{R}^k\) is twice continuously differentiable and

\[ |q(x)| + |q_x(x)| \leq N(1 + |x|), \quad |q_{xx}(x)| \leq N. \]

The following theorem provides the second order necessary condition of optimality for the stochastic control system (1–5), (15).
Theorem 3.2. Let conditions A1–A4 hold, where \( u^0_t \) is a singular control of problem (11–14), and the random processes \((\psi_t, \beta_t) \in L^2_{\mathcal{F}}(t_0, t_1; \mathbb{R}^n) \times L^2_{\mathcal{F}}(t_0, t_1; \mathbb{R}^{n \times n})\) are the solutions of the system (16). Then for \( \forall \nu \in \mathcal{U} \), a.e. \( \tau \in [t_0, t_1] \) is satisfied:

\[
\mathbb{E} \Delta_{\nu} g^* (x^*_\tau, y^*_\tau, u^*_\tau, \tau) K(\tau, \tau) \Delta_{\nu} g (x^*_\tau, y^*_\tau, u^*_\tau, \tau) + \mathbb{E} \Delta_{\nu} H^*_{x_\tau} (\psi_t, x^*_\tau, y^*_\tau, u^*_\tau, \tau) \Delta_{\nu} g (x^*_\tau, y^*_\tau, u^*_\tau, \tau) \leq 0 \quad a.c.;
\]

where

\[
K(\tau, \theta) = \int_{\max(\tau, \theta)}^{t_1} \left[ Q^*_{t_\tau} H_{xx} (\psi_t, x^*_t, y^*_t, u^*_t, t) Q_{t\theta} + Q^*_{t_\tau} H_{xy} (\psi_t, x^*_t, y^*_t, u^*_t, t) Q_{t\theta} \right. \\
\left. + Q^*_{t_\tau} H_{yy} (\psi_t, x^*_t, y^*_t, u^*_t, t) Q_{t\theta} \\
- Q^*_{t_\tau} \lambda_{0} p_{xx} (x^*_t) Q_{t\theta} - Q^*_{t_\tau} \lambda_{1} q_{xx} (x^*_t) Q_{t\theta} \right] dt
\]

Proof. For any natural \( j \) let us introduce the following approximating functional:

\[
I_j (u) = S_j \left( \mathbb{E} p(x_t) + \mathbb{E} \int_{t_0}^{t_1} l(x_t, u_t, t) dt, \mathbb{E} q(x_t) \right)
\]

\[
= \min_{(c, y) \in B} \sqrt{c - 1/j - \mathbb{E} p(x_t) - \mathbb{E} \int_{t_0}^{t_1} l(x_t, u_t, t) dt}^2 + |y - \mathbb{E} q(x_t)|^2,
\]

\( B = \{ (c, y) : c \leq J^0, y \in G \} \), and \( J^0 \) is the minimum value of the functional in (11–14). \( V = (U_0, d) \) is a space of controls that are obtained by the following metric:

\[
d(u, \nu) = (\mathbb{I} \otimes \mathcal{P}) \{ (t, \omega) \in [t_0, t_1] \times \Omega : u_t \neq \nu_t \}.
\]

One can show that \( V \) is the complete metric space [7].

In that case, it is easy to prove the following lemma.

Lemma 3.1. Assume that conditions A1–A4 hold, \( u^n_t \) is the sequence of admissible controls from \( V \) and \( x^n_t \) is the sequence of corresponding trajectories of the system (11–13). If \( d(u^n_t, u^n_t) \to 0, n \to \infty \), then

\[
\lim_{n \to \infty} \left\{ \sup_{t_0 \leq t \leq t_1} \mathbb{E} |x^n_t - x_t|^2 \right\} = 0,
\]

where \( x_t \) is a trajectory corresponding to an admissible control \( u_t \).

According to the continuity of the functional \( J_j : V \to \mathbb{R}^n \) and by Ekeland’s variational principle we obtain the existence of control \( u^j_t \) such that \( d(u^n_t, u^j_t) \leq \sqrt{\varepsilon_j} \). Then for all \( u \in V \) we have: \( I_j (u^j) \leq I_j (u) + \sqrt{\varepsilon_j} d(u^j, u) \), \( \varepsilon_j = 1/j \). This inequality means that \( (x^j_t, u^j_t) \) is the solution of the following problem:

\[
\begin{cases}
J_j (u) = I_j (u) + \sqrt{\varepsilon_j} \mathbb{E} \int_{t_0}^{t_1} \delta(u_t, u^j_t) dt \to \min, \\
dx_t = g(x_t, y_t, u_t, t) dt + f(x_t, y_t, t) dw_t, & t \in (t_0, t_1], \\
x_t = x_0, & t \in [t_0 - h(t_0), t_0], \\
u_t \in U_0.
\end{cases}
\]

Function \( \delta(u, \nu) \) is determined in the following way:

\[
\delta(u, \nu) = \begin{cases}
0, & u = \nu, \\
1, & u \neq \nu.
\end{cases}
\]
Lemma 3.2. Considering the fact that $x^j_t, y^j_t, u^j_t$ are the solutions of the following system:

\begin{equation}
\begin{aligned}
d\psi^j_t &= -\left[ H_x \left( \psi^j_t, x^j_t, y^j_t, u^j_t, t \right) + H_y \left( \psi^j_t, x^j_t, y^j_t, u^j_t, z \right) \right] dt \\
&+ \beta^j_t \, dw_t, \quad t_0 \leq t \leq t_1 - h(t_1), \\
d\beta^j_t &= -H_x \left( \psi^j_t, x^j_t, y^j_t, u^j_t, t \right) dt + \beta^j_t \, dw_t, \quad t_1 - h(t_1) \leq t < t_1, \\
d\lambda^j_t &= -\lambda^j_0 p_x \left( x^j_t \right) - \lambda^j_1 q_x \left( x^j_t \right),
\end{aligned}
\end{equation}

(22)

are the solutions of the following system:

\begin{align*}
\lambda^j_0, \lambda^j_1 \in \mathbb{R}^{k+1} & \quad \text{meet the following requirement:} \\
\left( \lambda^j_0, \lambda^j_1 \right) &= \left( -c_j + 1/j + E \left( x^j_{t_1} \right) + E \int_{t_0}^{t_1} l \left( x^j_t, u^j_t, t \right) dt, -y_j + E q \left( x^j_{t_1} \right) \right) / J^0_j. \\
J^0_j &= \sqrt{c_j - 1/j - E \left( x^j_{t_1} \right) - E \int_{t_0}^{t_1} l \left( x^j_t, u^j_t, t \right) dt} + \left| y_j - E q \left( x^j_{t_1} \right) \right|^2.
\end{align*}

It was proved in the paper [6] that: $(\lambda^j_0, \lambda^j_1) \to (\lambda_0, \lambda_1)$, if $j \to \infty$.

According to convexity, function $S_j$ is Gato-differentiable at the point $E q(x^j_{t_1})$. For all $(c, y) \in B$, the following inequality is obtained:

\begin{equation}
\left( \lambda^j_0, c - 1/j - E \left( x^j_{t_1} \right) - E \int_{t_0}^{t_1} l \left( x^j_t, u^j_t, t \right) dt + \lambda^j_1, y - E q \left( x^j_{t_1} \right) \right) \leq 1/j.
\end{equation}

Proceeding to the limit in the last inequality, we see that $\lambda_0 \leq 0$ and $\lambda_1$ is a normal to the set $G$ at $E q(x^j_{t_1})$.

Let us introduce the following lemma [6].

**Lemma 3.2.** Let $\psi^j_t$ be a solution of system (22), and let $\psi_t$ be a solution of system (16). Then

\[ E \int_{t_0}^{t_1} \left| \psi^j_t - \psi_t \right|^2 dt + E \int_{t_0}^{t_1} \left| \beta^j_t - \beta_t \right|^2 dt \to 0 \quad \text{if} \quad d \left( u^j_t, u_t \right) \to 0, \quad j \to \infty.
\]

Thus, $\psi^j_t \to \psi_t$ in $L^2_F(t_0, t_1; \mathbb{R}^n)$, $\beta^j_t \to \beta_t$, if $j \to \infty$.

From Lemma 3.2 and assumptions A1–A3,

\begin{equation}
H \left( \psi^j_t, x^j_t, y^j_t, u^j_t, t \right) \to H \left( \psi_t, x^0_t, y^0_t, u^0_t, t \right) \quad \text{in} \quad L^2_F(t_0, t_1; \mathbb{R}^n) \quad \text{if} \quad j \to \infty.
\end{equation}

(23)

Considering the fact that

\[-\lambda^j_0 p_x \left( x^j_t \right) - \lambda^j_1 q_x \left( x^j_t \right) \to -\lambda_0 p_x \left( x^0_t \right) - \lambda_1 q_x \left( x^0_t \right),
\]

if $j \to \infty$, and by using assumptions A3, A4, it is easy to show that:

\[-\lambda^j_0 p_{xx} \left( x^j_t \right) - \lambda^j_1 q_{xx} \left( x^j_t \right) \to -\lambda_0 p_{xx} \left( x^0_t \right) - \lambda_1 q_{xx} \left( x^0_t \right) \quad \text{if} \quad j \to \infty.
\]

Now, suppose that $u^j_t$ is a singular control of the problem (21). Then Theorem 3.1 implies that

\begin{equation}
E \Delta^* \left( x^j, y^j, u^j, \tau \right) K(\tau, \tau) \Delta^* \left( x^j, y^j, u^j, \tau \right) + \sqrt{\varepsilon} \int_{t_0}^{t_1} \delta \left( \nu_t, u^j_t \right) dt \leq 0 \quad \text{a.c.,}
\end{equation}

(24)
where

\[
K^j(\tau, \theta) = \int_{\max(\tau, \theta)}^{t_1} \left[ Q^j_{t\tau} H_{xx} \left( \psi^j_t, x^j_t, y^j_t, u^j_t, t \right) Q^j_{t\theta} + Q^j_{t\tau} H_{xy} \left( \psi^j_t, x^j_t, y^j_t, u^j_t, t \right) Q^j_{t\theta} + Q^j_{t\tau} H_{yy} \left( \psi^j_t, x^j_t, y^j_t, u^j_t, t \right) Q^j_{t\theta} \right] dt - Q^j_{t_1\tau} \lambda^0_{0p} x^j_{t_1} Q^j_{t_1\theta},
\]

(25)

and \( Q^j_{t\theta} \) is a solution of following matrix equation:

\[
\begin{aligned}
dQ^j_{t\tau} &= \left( g_x \left( x^j_t, y^j_t, u^j_t, t \right) Q^j_{t\tau} + g_y \left( x^j_t, y^j_t, u^j_t, t \right) Q^j_{t\tau(t)} \right) dt + \left( f_x \left( x^j_t, y^j_t, t \right) Q^j_{t\tau} + f_y \left( x^j_t, y^j_t, t \right) Q^j_{t\tau(t)} \right) dw_t, \quad t > \tau; \\
Q^j_{\tau\tau} &= I; \\
Q^j_{t\tau} &= 0, \quad t < \tau.
\end{aligned}
\]

Using Lemma 2.2 and the assumptions A1, A2, we obtain

\[
Q^j_{t\theta} \to Q_{t\theta} \quad \text{in } L^2_F(t_0, t_1; \mathbb{R}^n) \quad \text{as } j \to \infty.
\]

From the assumptions A1–A4 and (23) it follows that we can proceed to the limit in (25):

\[
K^j(\tau, \theta) \to K(\tau, \theta).
\]

Finally, taking the limit in (24) we complete the proof of Theorem 3.2.

Finally, we will consider the example given below to illustrate our theory.

**Example.** Consider the following optimal control problem for a stochastic system with delay:

\[
\begin{aligned}
\frac{dx_1(t)}{dt} &= \left( x_1^2(t) + u(t) \right) dt - 2dw_1(t), \quad t \in (0, 2], \\
\frac{dx_2(t)}{dt} &= \left[ x_1^2(t-1) - x_1^2(t) + u^t(t) \right] dt + dw_2(t), \quad t \in (0, 2], \\
x_i(t) &= 0, \quad t \in [-1, 0], \quad i = 1, 2, \\
|u(t)| &\leq 1, \quad t \in [0, 2], \\
|u(t)| &\leq 1, \quad t \in [0, 2],
\end{aligned}
\]

(26)

\[ J(u) = \mathbb{E} \int_0^2 x_1(t) \times x_2(t) dt \to \min. \]

It is easy to show that \( x_1(t) = 0 \) and \( x_2(t) = w(t) \) is the solution of system (26) corresponding to the singular control \( u(t) = 0 \). Now, check the condition (18). For this example,

\[ K(\theta, \theta) = \text{diag} \left[ 2 \left( 2 - \theta \right), \theta \right]. \]

According to Theorem 2.2 for optimality of admissible control, \( u(t) = 0 \) must imply that

\[ v K(\theta, \theta) v = 2 \left( 2 - \theta \right) v^2 \leq 0 \quad \text{for all } |v| \leq 1, \quad 0 \leq \theta \leq 2. \]

On the other hand, this is impossible for any \( v \neq 0, \theta \neq 2 \). Thus, the control \( u(t) = 0 \) is not optimal.
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