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ABSTRACT. We consider two independent renewal processes with discrete and, in
general, nonidentical distributions of interarrival times. The mean coupling time is
estimated via the first two moments of these distributions.

1. INTRODUCTION

The coupling method (for renewal processes, in particular) is described in [1].

In the current paper, we establish explicit bounds for the mean coupling time in terms
of the first two moments of interarrival times in the case of two discrete renewal processes
and aperiodic distributions. These estimates are based on explicit inequalities for the
minimum of a renewal sequence [2]. The estimates can be applied to prove the ergodicity
and stability of Markov processes.

2. RENEWAL PROCESSES AND A BOUND FOR THE COUPLING TIME

Consider two independent sequences \((\theta_{lj}, j \geq 1), l = 1, 2\), such that the random
variables in each sequence are mutually independent, identically distributed, and assume
positive integer values. Let random variables \(\tau_{l0}, l = 1, 2\), be independent of sequences
\((\theta_{lj}, j \geq 1), l = 1, 2\), and assume integer nonnegative values. For \(l = 1, 2\), let

\[
\begin{align*}
g_{lj} &= \mathbb{P}(\theta_{l1} = j), \quad j \geq 1, \quad \mu_l = \mathbb{E}\theta_{l1}, \\
u_{lj} &= \sum_{n \geq 0} (g_{lj})^n, \quad j \geq 0, \ l = 1, 2,
\end{align*}
\]

be the corresponding distributions, moments, and renewal sequences.

Here and in what follows \(a^n\) denotes the \(n\)-th convolution of a sequence \(a = (a_i, i \geq 0)\)
with itself. The convolution of two sequences \(a\) and \(b\) is defined as the sequence

\[
(a * b)_i = \sum_{s=0}^i a_{i-s}b_s, \quad i \geq 0.
\]

Next we introduce the renewal processes

\[
\tau_{lk} = \tau_{l0} + \sum_{j=1}^k \theta_{lj}, \quad k \geq 0, \ l = 1, 2,
\]

and Markov overshoot processes for \(t \geq 0, l = 1, 2\):

\[
\gamma_{lt} = \inf(\tau_{lk} - t, \tau_{lk} \geq t, k \geq 0).
\]
Note that $\gamma_{l0} = \tau_{l0}$. The conditional expectation given the initial values is denoted by

$$E_{ij} \xi = E(\xi \mid \gamma_{10} = i, \gamma_{20} = j) = E(\xi \mid \tau_{10} = i, \tau_{20} = j).$$

We study the coupling time

$$\zeta \equiv \inf(t \geq 1 : \gamma_{1t} = \gamma_{2t} = 0) = \inf(\tau_{1n} : \exists n, k \geq 0 : \tau_{1n} = \tau_{2k} > 0).$$

In the proof below we apply a representation for a coupled renewal process given in \[1\].

Recall that a discrete distribution is called aperiodic if its support does not belong to any strong lattice in $\mathbb{Z}_+$. In the aperiodic case, the renewal processes visit every state in $\mathbb{N}$ with positive probability, that is, the coupling time $\zeta$ is finite almost surely.

**Theorem 1.** Let the distributions $(g_{1j})$ and $(g_{2j})$ be aperiodic. Assume that $\mu_l < \infty$ for $l = 1, 2$. Then

$$E_{00} \zeta = \mu_1 \mu_2.$$

**Corollary 1.** For all $k \geq 1$,

$$E_{k0} \zeta \leq \frac{\mu_1 \mu_2 - E \min(\theta_{11}, \theta_{21})}{P(\theta_{11} - \theta_{21} = k)},$$

$$E_{0k} \zeta \leq \frac{\mu_1 \mu_2 - E \min(\theta_{11}, \theta_{21})}{P(\theta_{21} - \theta_{11} = k)},$$

provided the denominators in (8) are positive.

A more general result uses an extra assumption of the aperiodicity type.

**Theorem 2.** Assume that $g_{11} + g_{21} > 0$ and $\mu_{12} < \infty$ for $l = 1, 2$. Then

$$E_{ij} \zeta \leq \max(i, j) + C_{12} 1_{i \neq j},$$

$$C_{12} = (\mu_{12}/\mu_1 + \mu_{22}/\mu_2 - 2) (1 - (1 - \overline{u}_1)(1 - \overline{u}_2))^{-1},$$

$$\overline{u}_l \geq \exp\left(\mu_l (1 - g_{l1})^{-1} \ln g_{l1}\right), \quad l = 1, 2,$$

for all $i, j \geq 0$ such that $(i, j) \neq (0, 0)$.

**Remark 1.** The number $\overline{u}_l$ is equal to

$$\overline{u}_l = \inf(u_{l}, j \geq 1).$$

The number $\overline{u}_l$ is positive if and only if $g_{l1} > 0$.

The following inequality is simpler for applications.

**Corollary 2.** Let all the assumptions of Theorem 2 hold. Then

$$E_{ij} \zeta \leq i + j + C_{12}.$$

3. Proofs

We introduce the notation

$$m_{ij} = E_{ij} \zeta, \quad i, j \geq 0.$$

**Proof of Theorem 1.** Following \[1\], Chapter II, we define the point renewal processes

$$N_{lk} = \sum_{j \geq 0} 1_{\{\tau_{lj} = k\}}, \quad k \geq 0, \ l = 1, 2,$$

and the random sequence

$$N_{kj}^* = N_{1k} \cdot N_{2k}, \quad k \geq 0.$$

Since $\tau_{10} = 0 = \tau_{20}$ in view of $\gamma_{10} = 0 = \gamma_{20}, N_{10} = N_{20} = 1$, whence $N_0^* = 1$. Further, if the event $N_{kj}^* = 1$ occurs, then $N_{1k} = 1 = N_{2k}$ and thus the distribution of $N_{j+k}^*$ is
uniquely defined for \( j \geq 0 \) and does not depend on \( k \). Therefore the sequence \( N^*_k \) is a point renewal process with the regeneration period
\begin{equation}
\tau^* = \inf(k \geq 1 : N^*_k = 1) = \inf(k \geq 1 : N_{1k} = 1 = N_{2k}) = \zeta.
\end{equation}

Further
\begin{equation}
E N^*_k = E N_{1k} \cdot E N_{2k} = u_{1k} \cdot u_{2k}
\end{equation}
by definition.

According to the aperiodicity, \( u_{1k} \cdot u_{2k} > 0 \) starting with some number \( k \). Thus (14) implies the aperiodicity of \( \tau^* \). By the discrete renewal theorem,
\begin{equation}
\lim_{k \to \infty} E N^*_k = 1/E \tau^* = 1/E_{00} \zeta
\end{equation}
(see 3).

On the other hand,
\[
\lim_{k \to \infty} E N^*_k = \lim_{k \to \infty} u_{1k} \cdot u_{2k} = (1/\mu_1)(1/\mu_2)
\]
in view of (14) and by the discrete renewal theorem.

Now Theorem 1 follows from the latter equality and (15). \( \square \)

**Lemma 1.** For \( i, j \geq 1 \) we have
\begin{equation}
m_{ij} = 1 + m_{i-1,j-1}(i,j) \neq (1,1),
m_{ij} = \min(i,j) + m_{i-j,0}1_{i>j} + m_{0,j-i}1_{j>i}.
\end{equation}

The proof obviously follows from (3), since the process \((\gamma_l), l = 1, 2\), coincides with the unit speed drift to the point 0 on the set \( \{\gamma_l > 0\} \). In particular, \( \zeta = i \) for \( \gamma_{10} = i = \gamma_{20} \geq 1 \).

**Proof of Corollary 1.** Using definitions (5) and (4) and the total probability law for the first jump in (16), we obtain
\[
m_{00} = 1 + \sum_{i \geq 1, j \geq 1} g_{1i}g_{2j} m_{i-1,j-1}(i,j) \neq (1,1) = 1 + \sum_{i \geq 1, j \geq 1} g_{1i}g_{2j}(m_{ij} - 1)
\]
\[
= \sum_{i \geq 1, j \geq 1} g_{1i}g_{2j} \min(i,j) + \sum_{i \geq 1, j \geq 1} g_{1i}g_{2j} m_{i-j,0} + \sum_{i \geq 1, j \geq 1} g_{1i}g_{2j} m_{0,j-i}
\]
\[
= E \min(\theta_{11}, \theta_{21}) + \sum_{k \geq 1} m_{k0} P(\theta_{11} - \theta_{21} = k) + \sum_{k \geq 1} m_{0k} P(\theta_{21} - \theta_{11} = k).
\]

Substituting (7) into the preceding equality we prove (8), since the terms are nonnegative in the latter equality. \( \square \)

**Lemma 2.** For \( i, j \geq 1 \), we have
\begin{equation}
m_{i0} = \sum_{j = 1}^{i-1} g_{2j}(j + m_{i-j,0}) + ig_{2i} + \sum_{j > i} g_{2j}(i + m_{0,j-i}),
m_{0j} = \sum_{i = 1}^{j-1} g_{1i}(i + m_{0,j-i}) + jg_{1j} + \sum_{i < j} g_{1i}(j + m_{i-j,0}).
\end{equation}

**Proof.** Using (16) we obtain by the Markov property that for \( i \geq 1 \),
\[
m_{i0} = E_{i0} \zeta = E_{i0} E(\zeta | \gamma_{21}) = E_{i0}(E(\zeta | \theta_{21} - 1)) = E_{i0}(1 + m_{i-1,\theta_{21} - 1}(i,\theta_{21}) \neq (1,1))
\]
\[
= E_{i0}(m_{i,\theta_{21}})
\]
\[
= E_{i0}(\theta_{21} + m_{i-\theta_{21},0})1_{\{\theta_{21} < i\}} + i P(\theta_{21} = i) + E_{i0}(i + m_{0,\theta_{21}-i})1_{\{\theta_{21} > i\}}.
\]
The proof of the second equality is analogous. □

**Lemma 3.** Let \((g_j, j \geq 1)\) be a discrete distribution. If \(u_r = \sum_{k \geq 0} (g)_r^k\) is the corresponding renewal sequence and \(G_n = \sum_{j>n} g_j\), then

\[(u * G)_k \equiv \sum_{j=0}^k u_{k-j} G_j = 1, \quad k \geq 0.\]

The proof of this result can be found in [3].

**Proof of Theorem 2.** Introduce the functions

\[
\begin{align*}
  v_{1i} &= m_{i0} - i, \\  v_{2j} &= m_{0j} - j, \quad i, j \geq 1.
\end{align*}
\]

Note that \(v_{lj} \geq 0, j \geq 1, l = 1, 2\).

Then we consider the sequences \((w_{li}, i \geq 1), l = 1, 2\), defined by equalities

\[
\begin{align*}
  v_{1i} &= w_{1i} + \sum_{1 \leq j < i} g_{2j} v_{1,i-j}, \quad i \geq 1, \\  v_{2j} &= w_{2j} + \sum_{1 \leq i < j} g_{1i} v_{2,j-i}, \quad j \geq 1.
\end{align*}
\]

Substituting (19) into the definition (20) and taking into account the first equality in (17) we obtain

\[
\begin{align*}
  w_{1i} &= v_{1i} - \sum_{1 \leq j < i} g_{2j} v_{1,i-j} = m_{i0} - i - \sum_{1 \leq j < i} g_{2j} (m_{i-j,0} - i + j) \\
  &= m_{i0} - \sum_{1 \leq j < i} g_{2j} (j + m_{i-j,0}) - i + \sum_{1 \leq j < i} g_{2j} i \\
  &= i g_{2i} + \sum_{j > i} g_{2j} (i + m_{0,j-i}) - i + \sum_{1 \leq j < i} g_{2j} i \\
  &= i g_{2i} + \sum_{j > i} g_{2j} (i + v_{2,j-i} - i + j) - i + \sum_{1 \leq j < i} g_{2j} i \\
  &= \sum_{j > i} (j - i) g_{2j} + \sum_{j > i} g_{2j} v_{2,j-i}, \quad i \geq 1, \\
  w_{2j} &= \sum_{i > j} (i - j) g_{1i} + \sum_{i > j} g_{1i} v_{1,i-j}, \quad j \geq 1.
\end{align*}
\]

Setting \(v_{10} = 0\) and \(w_{10} = 0\), the first equality in (20) becomes the discrete renewal equation for an unknown locally bounded sequence \((v_{1i})\) with locally bounded sequence \((w_{1i})\) on the right hand side. Thus a unique solution of this equation can be represented as the convolution with the renewal sequence \(u_{2j}\) defined by (2):

\[
(22) \quad v_{1i} = \sum_{s=1}^{i} u_{2,i-s} w_{1s}, \quad i \geq 0
\]

(see [3]). The index of summation here runs through integer numbers starting with \(s = 1\) in contrast to [3] and [4], since \(w_{10} = 0\).
Consider the sequences
\[(23) \quad G_{ls} = \sum_{j \geq 1} g_{l,j+s} = \sum_{j > s} g_{lj}, \quad s \geq 0, \ l = 1, 2,\]
\[(24) \quad U_{lj} = (1*u_l)_j = \sum_{i=0}^{j} u_{li}, \quad j \geq 0, \ l = 1, 2.\]

Note that \(G_{l0} = 1.\)

Substitute the first equality in \((21)\) to \((22).\) Taking into account \((23), (24),\) and Lemma 3 we obtain the equality
\[(25) \quad v_{1i} = z_{1i} + \sum_{j \geq 1} a_{ij}^{(1)} v_{2j}, \quad i \geq 1,\]
where
\[(26) \quad a_{ij}^{(1)} = \sum_{s=1}^{i} u_{2,i-s} g_{2,j+s}, \quad i, j \geq 1,\]
\[(27) \quad z_{1i} = \sum_{s=1}^{i} u_{2,i-s} \sum_{j > s} (j - s) g_{2j} = \sum_{s=1}^{i} u_{2,i-s} \sum_{j > s} g_{2j} \sum_{r=1}^{j-s} 1 = \sum_{s=1}^{i} u_{2,i-s} \sum_{r \geq 1} G_{2,r+s-1}
= \sum_{s=1}^{i} u_{2,i-s} \left( \mu_2 - \sum_{0 \leq r < s} G_{2r} \right) = \mu_2 U_{2,i-1} - \sum_{s=1}^{i} u_{2,i-s} (1*G_{2}s-1)
= \mu_2 U_{2,i-1} - (u_2*1*G_{2})_{i-1} = \mu_2 U_{2,i-1} - (1*1)_{i-1} = (\mu_2 U_{2,i-1} - (i-1)) - 1.\]

Now \((27)\) and Daley’s inequality \([4]\) imply that
\[(28) \quad \sup(z_{1i}, i \geq 1) \leq \mu_2 \sup(U_{2i} - i/\mu_2, i \geq 0) - 1 \leq \mu_2 (\mu_{22}/\mu_2^2) - 1 = \mu_{22}/\mu_2 - 1.\]

Further,
\[(29) \quad \sum_{j \geq 1} a_{ij}^{(1)} = \sum_{j \geq 1} \sum_{s=1}^{i} u_{2,i-s} g_{2,j+s} = \sum_{s=1}^{i} u_{2,i-s} g_{2s} = (u_2*G_2)_i - u_2 G_{20}
= 1 - u_{2i} \leq 1 - \bar{\mu}_2\]
for \(i \geq 1\) in view of equalities \((29)\) and \(G_{20} = 1.\) In \((29)\) we used identity \((13)\) and definition \((10).\)

Similarly, the other equalities in \((17), (19), (20),\) and \((21)\) imply that
\[(30) \quad v_{2j} = z_{2j} + \sum_{i \geq 1} a_{ji}^{(2)} v_{1i}, \quad j \geq 1,\]
where
\[(31) \quad z_{2j} = \mu_1 U_{1j} - j - \mu_1 u_{1j} = (\mu_1 U_{1,j-1} - (j-1)) - 1,\]
\[(32) \quad a_{ji}^{(2)} = \sum_{s=1}^{j} u_{1,j-s} g_{1,i+s}, \quad i, j \geq 1.\]

Moreover
\[(33) \quad \sup(z_{2j}, j \geq 1) \leq \mu_1 \sup(U_{1j} - j/\mu_1, j \geq 0) - 1 \leq \mu_{12}/\mu_1 - 1,\]
\[(34) \quad \sum_{i \geq 1} a_{ji}^{(2)} = 1 - u_{1j} \leq 1 - \bar{\mu}_1.\]
The condition \( g_{11} + g_{21} > 0 \) implies the aperiodicity of at least one of the renewal processes. The latter inequality proves that \( \overline{\nu}_1 + \overline{\nu}_2 > 0 \). Substituting (30) into (25) we obtain a linear equation for \((v_{1i})\) with a bounded function on the right hand side (this follows from (28) and (33)). The matrix on the right hand side is the product of matrices \((a_{ij}^{(1)})\) and \((a_{ij}^{(2)})\). The uniform norm of this matrix does not exceed \((1 - \overline{\nu}_1)(1 - \overline{\nu}_2) < 1\) by (29) and (34). Thus the contraction mapping theorem implies that there exists a unique finite nonnegative solution of this equation. Moreover, this solution is bounded and therefore coincides with \((v_{1i})\). This proves that the latter sequence is bounded.

To evaluate the corresponding lim sup in (30) and (25) we apply the inequalities derived above, namely

\[
\sup_{i \geq 1} v_{1i} \leq \sup_{i \geq 1} z_{1i} + \left( \sum_{j \geq 1} a_{ij}^{(1)} \right) \sup_{j \geq 1} v_{2j} \leq \mu_{22}/\mu_2 - 1 + (1 - \overline{\nu}_2) \sup_{j \geq 1} v_{2j},
\]

(35)

\[
\sup_{j \geq 1} v_{2j} \leq \mu_{12}/\mu_1 - 1 + (1 - \overline{\nu}_1) \sup_{i \geq 1} v_{1i}.
\]

(36)

Substituting (36) into (35) and vice versa and taking into account definitions (19) we prove the first inequality in (9) for both cases \( i = 0 \) and \( j = 0 \):

\[
\sup_{i \geq 1} v_{1i} \leq \mu_{22}/\mu_2 - 1 + (1 - \overline{\nu}_2) \left( \mu_{12}/\mu_1 - 1 + (1 - \overline{\nu}_1) \sup_{i \geq 1} v_{1i} \right),
\]

whence

\[
\sup_{i \geq 1} v_{1i} \leq (\mu_{22}/\mu_2 - 1 + (1 - \overline{\nu}_2)(\mu_{12}/\mu_1 - 1))(1 - (1 - \overline{\nu}_1)(1 - \overline{\nu}_2))^{-1} \leq C_{12}.
\]

If \( i = j > 0 \), then inequality (9) becomes an equality in view of (6).

In the general case \( i \neq j \), this inequality follows from (10) and (19):

\[
m_{ij} = \min(i, j) + (i - j + v_{1,i-j})1_{i>j} + (j - i + v_{2,j-i})1_{j>i}
\leq \min(i, j) + \left( i - j + \sup_{i \geq 1} v_{1i} \right)1_{i>j} + \left( j - i + \sup_{j \geq 1} v_{2j} \right)1_{j>i}
\leq \max(i, j) + C_{12}1_{i \neq j}.
\]

It remains to check the last inequality in (9) to complete the proof of Theorem 2. This inequality follows from (2), (10), and the following two results.

**Lemma 4.** Let \((g_j, j \geq 1)\) be a discrete distribution and let \( u_n = \sum_{k \geq 0}(g)^*_{n} \) be the corresponding renewal sequence. Also let

\[
G_n = \sum_{i > n} g_i, \quad n \geq 0, \quad G_0 = 1,
\]

(37)

\[
F_n = \prod_{s=1}^{n}(1 - G_s), \quad 0 \leq n \leq \infty, \quad F_0 = 1,
\]

(38)

and moreover \( 0 < g_1 < 1 \) (that is, \( F_n > 0 \)). Then

\[
u_n \geq F_n \geq F_\infty, \quad n \geq 1.
\]

(39)

The proof follows the lines of [2, Chapter 3.3].

Consider the sequences

\[
f_n = F_{n-1}G_n, \quad n \geq 1, \quad f_0 = 0,
\]

(40)

\[
h_n = (f \ast G)_n - G_n, \quad n \geq 1, \quad h_0 = 0.
\]

(41)
Note that

\[(42) \quad \sum_{s=1}^{n} f_s = 1 - F_n, \quad n \geq 1.\]

Indeed, \(f_1 = G_1 = 1 - F_1\) for \(n = 1\). By the assumption of induction,
\[
\sum_{s=1}^{n+1} f_s = 1 - F_n + F_n G_{n+1} = 1 - F_{n+1}.
\]

Since \(G_n\) is monotone, \((42)\) implies that

\[(43) \quad h_n = \sum_{s=1}^{n} f_s G_{n-s} - G_n = f_n + \sum_{s=1}^{n-1} f_s G_{n-s} - G_n \geq f_n + \sum_{s=1}^{n-1} f_s G_n - G_n \]

\[= f_n + (1 - F_{n-1})G_n - G_n = 0, \quad n \geq 1,\]

that is, the sequence \((h_n)\) is nonnegative.

By definition \((3)\) of the convolution,
\[
(h * u)_n = \sum_{s=1}^{n} h_s u_{n-s} = \sum_{s=1}^{n} ((f * G)_s - G_s) u_{n-s}
\]

\[(44) \quad = (f * G * u)_n - (f * G)_0 u_n - (G * u)_n + G_0 u_n = (f * 1)_n - 0 - 1 + u_n \]

\[= 1 - F_n - 1 + u_n = u_n - F_n\]

in view of \((18), (42),\) and \((41)\).

Now Lemma 4 follows, since the sequence defined by \((43)\) is nonnegative.

**Lemma 5.** Let \((g_j, j \geq 1)\) be a discrete distribution and let \(u_r = \sum_{k \geq 0} (g_1)^r k^k\) be the corresponding renewal sequence. Put \(\mu = \sum_{k \geq 1} k g_k\) and \(\mu_2 = \sum_{k \geq 1} k^2 g_k\). If \(0 < g_1 < 1\), then

\[(45) \quad \overline{\pi} \equiv \inf(u_r, r \geq 1) \geq \exp \left( \mu (1 - g_1)^{-1} \ln g_1 \right),\]

\[(46) \quad \overline{\pi} \geq \exp \left( \sqrt{\mu_2} (1 - g_1)^{-1/2} \ln g_1 \right).\]

**Remark 2.** One can change the right hand side of \((46)\) by an appropriate modification of inequality \((46)\).

**Proof.** According to \((39)\), it is sufficient to prove that \(F_\infty\) is not less than the right hand side of \((45)\) (or the right hand side of \((46)\)).

The functional \(F_\infty = F_\infty(G)\) here is defined by \((38)\) in terms of the sequence \(G = (G_n, n \geq 1)\). If \(\mu < \infty\), then the latter sequence belongs to the closed subspace

\[(47) \quad \mathcal{L}_1(g_1, \mu) = \left\{ G : 0 \leq G_{n+1} \leq G_n \leq 1 - g_1, \sum_{n \geq 1} G_n \leq \mu - 1 \right\}.\]

Since the functional \(F_\infty(G)\) is convex on \(\mathcal{L}_1(g_1, \mu)\),

\[F_\infty(g_1, \mu) \equiv \inf_{G \in \mathcal{L}_1(g_1, \mu)} F_\infty(G)\]

is attained at the boundary of the set \(\mathcal{L}_1(g_1, \mu)\). This set contains the sequences \(G\) such that \(G_n \in \{0, 1 - g_1\}\) for all \(n \geq 1\) except for at most one member. Thus the lim inf is attained at the sequence \(G^*\) such that

\[
G_k^* = \begin{cases} 
1 - g_1, & 1 \leq k < m, \\
\mu - 1 - (m - 1)G_1^*, & k = m, \\
0, & k > m,
\end{cases}
\]
where \( m = [(\mu - g_1)/(1 - g_1)] \). The corresponding minimal value is equal to

\[
F_\infty (g_1, \mu) = \exp((m - 1) \ln(1 - G_1^*)) (1 - G_m^*) \geq \exp(m \ln g_1) \geq \exp(\mu(1 - g_1)^{-1} \ln g_1),
\]

where we used an obvious inequality \( m \leq \mu(1 - g_1)^{-1} \).

The proof of (46) is analogous. \( \square \)
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